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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

The 148th meeting of the Acoustical Society of
America held in San Diego, California

The 148th meeting of the Acoustical Society of America was held
15–19 November at the Town and Country Hotel in San Diego, California.
This is the seventh time the Society has met in this city, the previous times
being 1952, 1969, 1976, 1983, 1990, 1997.

The meeting drew a total of1111registrants, including 195 nonmem-
bers and 230 students. Attesting to the international ties of our organization,
140 of the registrants,~that is, 13%! were from outside North America.
There were 23 registrants from France, 22 from Japan, 19 from Germany, 17
from the United Kingdom, 10 from Korea, 6 from Italy, 4 each from Aus-
tralia, Israel, Russia and Taiwan, 3 each from Denmark, New Zealand, Peo-
ple’s Republic of China, and Portugal, 2 each from Brazil, Ireland, Norway
and Sweden, and 1 each from Austria, Belgium, Finland, Malaysia, Spain,
The Netherlands and Turkey. North American countries, the United States
and Canada, accounted for 946 and 25 respectively.

A total of 770 papers, organized into 79 sessions, covered the areas of
interest of all 13 Technical Committees. The meeting also included 7 meet-
ings dealing with standards. The Monday evening tutorial lecture series was
continued by Gerald D’ Spain, Scripps Institution of Oceanography and
Doug Wartzok of Florida International University. Their tutorial, ‘‘Ocean
Noise and Marine Mammals’’ was presented to an audience of about 135.

The Short Course on Acoustical Oceanography in Shallow Water was
held on Sunday and Monday and the course instructors were George Frisk,
Florida International University, Grand Deane, Scripps Institution of Ocean-
ography, James Preisig, Woods Hole Oceanographic Institution and Dajun
Tang, University of Washington. Fourteen registrants attended the short
course.

The Society5s thirteen Technical Committees held open meetings dur-
ing the San Diego meeting where they made plans for special sessions at
upcoming ASA meetings, discussed topics of interest to the attendees and
held informal socials after the end of the official business. These meetings
are working, collegial meetings and all people attending Society meetings
are encouraged to attend and to participate in the discussions. More infor-
mation about Technical Committees, including minutes of meetings, can be
found on the ASA Website,http://asa.aip.org/committees.html..

The equipment exhibit drew 13 exhibitors, including ACO Pacific,
Inc., Bruel & Kjaer, Casella CEL USA, Eckel Industries, Acoustic Div.,
G.R.A.S. Sound and Vibration APS, Head Acoustics, Inc., MBI Productions
Company, Inc., Navon Engineering Network, PCB Piezotronics/Larson
Davis, Precision Filters Inc., Quest Technologies, Reson, and Springer Ver-
lag New York. Exhibits included microphones, sound level alarms and
monitoring systems, analyzers, sound absorbing materials and noise control
enclosures, acoustic acquisition recorders, transducers, calibrators, baffles,
software, accelerometers, sound level meters, dosimeters underwater acous-
tic transducers, and books on acoustics. An exhibit opening reception was
held on Monday evening.

The ASA Student Council organized a Fellowship Workshop to pro-
vide information to help students and post-doctoral researchers obtain fund-
ing. Representatives from several government agencies attended including:
National Science Foundation~NSF!, Naval Research Laboratory~NRL!,
National Institutes of Health/National Institute of Deafness and Other Com-
munication Disorders~NIH/NIDCD!, the Office of Naval Research~ONR!
and the Acoustical Society of America Prizes and Special Fellowships com-
mittee. The workshop drew over 70 attendees including undergraduates,
graduate students, post-docs and faculty. After the workshop, the Council
hosted a Student Reception with over 150 people in attendance. The Student
Reception included the presentation of the inaugural Student Council Men-
tor Award to David Blackstock~see Fig. 1!.

Over 40 people participated in a technical tour and demonstration to
visit two unique pipe organs in San Diego including the Spreckels Outdoor
Pipe Organ in Balboa Park and a seven rank pipe organ at the First Meth-
odist Church. Lyle Blackinton, Pipe Organ Builder, was the tour leader.

Social events included the two social hours held on Tuesday and
Thursday, a reception for students, a Fellows Lounge and a Fellows Lun-
cheon and the morning coffee breaks. A special program for students to meet
one-on-one with members of the ASA over lunch, which is held at each
meeting, was organized by the Committee on Education in Acoustics.

Walter Munk, ASA Honorary Fellow, of the Scripps Institution of
Oceanography, was the speaker at the Fellows Luncheon which was at-
tended by over 120 people.

These social events provided the settings for participants to meet in
relaxed settings to encourage social exchange and informal discussions. The
Women in Acoustics Luncheon was held on Wednesday afternoon and was
attended by over 90 people.

The Acoustical Society Foundation sponsored a dinner on Wednesday
evening. The theme of the dinner was ‘‘Honoring Women in Acoustics and

FIG. 1. David Blackstock, recipient of the Student Council Mentoring
Award.

FIG. 2. ASA President William Kuperman~l! presents the 2003 Science
Writing Award for Journalists to Ian Sample~r!.
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in particular the contributions of Robert and Evelyn Young to the Acoustical
Society of America.’’ The speaker was Julie Shimer, CEO of Vocera Com-
munications, who presented ‘‘Acoustic Challenges of the Next Generation
Communicator.

The plenary session included a business meeting of the Society, an-
nouncements, acknowledgment of the members and other volunteers who
organized the meeting and the presentation of awards and certificates to
newly-elected Fellows.

The 2003 Science Writing Award in Acoustics for Journalists was pre-
sented to Ian Sample for his article ‘‘The Sound of Sunshine’’ published in
theGuardiannewspaper on July 24, 2003~see Fig. 2!. The Science Writing
Award for Professionals in Acoustics was awarded to Stephen C. Thompson
for his article ‘‘Tutorial on Microphone Technologies for Directional Hear-
ing Aids,’’ published inThe Hearing Journal~see Fig. 3!.

The first Rossing Prize in Acoustics Education was presented to Allan
D. Pierce of Boston University Afor

The Silver Medal in Acoustical Oceanography was presented to D.
Vance Holliday of BAE Systems, ‘‘for contributions to the study of marine
life, from plankton to whales.’’~see Fig. 5!. The Silver Medal in Biomedical
Ultrasound/Bioresponse to Vibration was presented to James G. Miller of
Washington University ‘‘for contributions to ultrasonic tissue characteriza-
tion and quantitative echocardiography.’’~see Fig. 6!. The Silver Medal in
Engineering Acoustics was presented to John V. Bouyoucos of Hydroacous-
tics, Inc., ‘‘for the invention and development of hydraulically powered
acoustic amplifiers for underwater use.’’~see Fig. 7!. Honorary Fellowship
was conferred upon Walter H. Munk of the Scripps Institution of Oceanog-
raphy ‘‘for the invention of ocean acoustic tomography.’’~see Fig. 8!.

Election of 13 members to Fellow grade was announced and fellow-
ship certificates were presented. New fellows are: Michael A. Ainslie, James
J. Finneran, Klaus Genuit, Robert F. Gragg, K. Anthony Hoover, Patricia A.
Keating, Volker Mellert, Robert E. Remez, Philippe Roux, Shihab Shamma,
Yoiti Suzuki, Stephen C. Thompson and Manel E. Zakharia.~see Fig. 9!

ASA President William A. Kuperman expressed the Society’s thanks to
the Local Committee for the excellent execution of the meeting, which
clearly evidenced meticulous planning. Bill Kuperman also served as the
Chair of the San Diego meeting~see Fig. 10! and he acknowledged the
contributions of the members of his committee including: Michael J. Buck-
ingham, Technical Program Chair, Patricia Jordan and Deborah Duckworth,
Food Service/Social Events, Matthew A. Dzieciuch and Paul Baxley, Audio-
Visual, Gail Smith, Accompanying Persons Program and Aaron Thode,
Poster Sessions. He also expressed thanks to the members of the Technical
Program Organizing Committee: Michael J. Buckingham, Technical Pro-
gram Chair, Peter Gerstoft, Peter F. Worcester, Acoustical Oceanography;
Ann E. Bowles, David A. Kastak, Animal Bioacoustics; Robin S. Glosem-
eyer, Architectural Acoustics; Francesco P. Curra, Biomedical Ultrasound/
Bioresponse to Vibration; James P. Cottingham, Education in Acoustics and
Musical Acoustics; Steven R. Baker, Engineering Acoustics; Alan H. Marsh,
Noise; Robert M. Keolian, David L. Gardner, Physical Acoustics; Laura
Dreisbach, Psychological and Physiological Acoustics; James V. Candy,
Hassan H. Namarvar, Alireza A. Dibazar, Signal Processing in Acoustics;
Dani Byrd, Jody Kreiman, Speech Communication; Courtney B. Burroughs,
Structural Acoustics and Vibration; Stan E. Dosso, Kevin B. Smith, Under-
water Acoustics; Melania Guerra, TPOM assistant.

The full technical program and award encomiums can be found in the

FIG. 4. Allan D. Pierce~r!, recipient of the Rossing Prize in Acoustics
Education receives congratulations from Thomas Rossing~l! and ASA Presi-
dent William Kuperman~c!

FIG. 5. ASA President William Kuperman presents Silver Medal in Acous-
tical Oceanography to D. Vance Holliday.

FIG. 6. ASA President William Kuperman congratulates James G. Miller,
recipient of the Silver Medal in Biomedical Ultrasound/Bioresponse to Vi-
bration

FIG. 3. ASA President William Kuperman congratulates Steven C. Thomp-
son, recipient of the 2003 Science Writing Award in Acoustics for Profes-
sionals in Acoustics.
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printed meeting program for readers who wish to obtain further information
about the San Diego meeting meeting. We hope that you will consider at-
tending a future meeting of the Society to participate in the many interesting
technical events and to meet with colleagues in both technical and social
settings. Information on future meetings can be found in theJournaland on
the ASA Home Page at,http://asa.aip.org..

WILLIAM A. KUPERMAN
President 2004–2005

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2005
16–20 May 149th Meeting joint with the Canadian Acoustical As-

sociation, Vancouver, Canada@Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; Email: asa@aip.org; WWW: http://
asa.aip.org#.

16–19 May Society of Automotive Engineering Noise & Vibration
Conference, Traverse City, MI@Patti Kreh, SAE Inter-
national, 755 W. Big Beaver Rd., Ste. 1600, Troy, MI
48084, Tel.: 248-273-2474; Email: pkreh@sae.org#.

18–22 July 17th International Symposium on Nonlinear Acoustics,

State College, PA@Anthony Atchley, The Pennsylvania
State University, 217 Applied Research Lab Building,
University Park PA 16802; Tel.: 814-865-6364E-mail:
ISNA17@outreach.psu.edu; WWW: http://
www.outreach.psu.edu/c&i/isna17/

17–21 October 150th Meeting joint with Noise-Con 2005, Minneapo-
lis, Minnesota,@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516- 576-2360; Fax: 516-576-2377; Email:
asa@aip.org; WWW: http://asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:

FIG. 7. ASA President William Kuperman congratulates John V. Bouyou-
cos, recipient of the Silver Medal in Engineering Acoustics.

FIG. 8. ASA President William Kuperman congratulates Walter H. Munk,
who was named Honorary Fellow of the Society.

FIG. 9. New Fellows of the Acoustical Society of America receive certifi-
cates from ASA President and Vice President.

FIG. 10. William Kuperman, Chair of the San Diego meeting
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ASA members $20; Nonmembers $75
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and

indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp.616 , Price: ASA members $50;
Nonmembers $90~paperbound!
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar
Below are announcements of meetings and conferences to be held

abroad. Entries preceded by an* are new or updated listings.

April 2005
18–21 International Conference on Emerging Technologies

of Noise and Vibration Analysis and Control, Saint
Raphae¨l, France ~Fax: 133 4 72 43 87 12; e-mail:
goran.pavic@insa-lyon.fr!

May 2005
16–20 149th Meeting of the Acoustical Society of America,

Vancouver, British Columbia, Canada~ASA, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502 USA; Fax:11 516 576 2377; Web: asa.aip.org!

June 2005
1–3 *1st International Symposium on Advanced Tech-

nology of Vibration and Sound, Hiroshima, Japan
~Web: dezima.ike.tottori-u.ac.jp/vstech2005!

20–23 IEEE Oceans05 Europe, Brest, France ~ENST
Bretagne—Technopoˆle Brest Iroise, 29238 Brest Ce-
dex, France; Fax: 133 229 00 1098; Web:
www.oceans05europe.org!

23–24 2nd Congress of the Alps-Adria Acoustical Associa-
tion „AAAA2005…, Opatija, Croatia~Web: had.zea.
fer.hr!

28–1 International Conference on Underwater Acoustic
Measurements: Technologies and Results, Heraklion,
Crete, Greece ~Web: UAmeasurements2005.iacm.
forth.gr!

July 2005
4–8 Turkish International Conference on Acoustics

2005: New Concepts for Harbor Protection, Littoral
Security, and Underwater Acoustic Communica-
tions, Istanbul, Turkey~Web: www.tica05.org/tica05!

11–14 *12th International Congress on Sound and Vibra-
tion, Lisbon, Portugal~Web: www.icsv12.ist.utl.pt!

August 2005
6–10 Inter-Noise, Rio de Janeiro, Brazil ~Web:

www.internoise2005.ufsc.br!
28–2 EAA Forum Acusticum Budapest 2005, Budapest,

Hungary~I. Bába, OPAKFI, Fo¨ u. 68, Budapest 1027,
Hungary; Fax: 136 1 202 0452; Web:
www.fa2005.org!

28–1 *World Congress on Ultrasonics Merged with Ultra-
sonic International „WCUÕUI’05 …, Beijing, China
~Secretariat of WCU 2005, Institute of Acoustics, Chi-
nese Academy of Sciences, P.O. Box 2712 Beijing,
100080 China; Fax: 186 10 62553898; Web:
www.ioa.ac.cn/wcu-ui-05!

September 2005
4–8 9th Eurospeech Conference„EUROSPEECH’2005…,

Lisbon, Portugal ~Fax: 1351 213145843; Web:
www.interspeech2005.org!

5–9 Boundary Influences in High Frequency, Shallow
Water Acoustics, Bath, UK ~Web:
acoustics2005.ac.uk!

18–21 * IEEE International Ultrasonics Symposium, Rotter-
dam, The Netherlands~Web: www.ieee-uffc.org!

20–22 * International Symposium on Environmental Vibra-
tions, Okayama, Japan~Web: isev2005.civil.okayama-
u.ac.jp!

27–29 Autumn Meeting of the Acoustical Society of Japan,
Sendai, Japan~Acoustical Society of Japan, Nakaura
5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo 101-
0021, Japan; Fax: 181 3 5256 1022; Web:
www.asj.gr.jp/index-en.html!

October 2005
12–14 *Acoustics Week in Canada, London, Ontario,

Canada~Web: caa-aca.ca!
19–21 36th Spanish Congress on Acoustics Joint with 2005

Iberian Meeting on Acoustics, Terrassa, Barcelona,
Spain ~Sociedad Espan˜ola de Acústica, Serrano 114,
28006 Madrid, Spain; Fax:134 914 117 651; Web:
www.ia.csic.es/sea/index.html!

25–26 *Autumn Conference 2005 of the UK Institute of
Acoustics, Oxford, UK ~Web: www.ioa.org.uk!

November 2005
4–5 *Reproduced Sound 21, Oxford, UK ~Web: www.

ioa.org.uk!

June 2006
05–06 6th European Conference on Noise Control

„EURONOISE2006…, Tampere, Finland~Fax: 1358 9
7206 4711; Web: www.acoustics.hut.fi/asf!

26–28 9th Western Pacific Acoustics Conference„WESPAC
9…, Seoul, Korea~Web: www.wespac9.org!

July 2006
3–7 *13th International Congress on Sound and Vibra-

tion „ICSV13…, Vienna, Austria~Web: info.tuwienac.at/
icsv13!

September 2006
13–15 *Autumn Meeting of the Acoustical Society of Ja-

pan, Kanazawa, Japan~Acoustical Society of Japan,
Nakaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku,
Tokyo 101-0021, Japan; Fax:181 3 5256 1022; Web:
www.asj.gr.jp/index-en.html!

July 2007
9–12 14th International Congress on Sound and Vibration

„ICSV14…, Cairns, Australia ~e-mail: n.kessissoglou
@unsw.edu.au!

August 2007
27–31 * Interspeech 2007 Antwerp, Belgium ~e-mail:

conf@isca-speech.org!

September 2007
2–7 19th International Congress on Acoustics

„ICA2007…, Madrid, Spain~SEA, Serrano 144, 28006
Madrid, Spain; Web: www.ica2007madrid.org!

9–12 ICA Satellite Symposium on Musical Acoustics
„ISMA2007…, Barcelona, Spain~SEA, Serano 144,
28006 Madrid, Spain; Web: www.ica2007madrid.org!

June 2008
23–27 Joint Meeting of European Acoustical Association

„EAA …, Acoustical Society of America „ASA…, and
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Acoustical Society of France „SFA…, Paris, France
~e-mail: phillipe.blanc-benon@ec-lyon.fr!

July 2008
28–1 *9th International Congress on Noise as a Public

Health Problem, Mashantucket, Pequot Tribal Nation
~ICBEN 9, P.O. Box 1609, Groton CT 06340-1609,
USA: Web: www.icben.org!

Preliminary Announcements

May 2006
15–19 * IEEE International Conference on Acoustics,

Speech, and Signal Processing, Toulouse, France.

August 2010
TBA *20th International Congress on Acoustics

„ICA2010…, Sydney, Australia~Web: www.acoustics.
asn.au!
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Vibrations of Shells and Plates, Third Edition

Werner Soedel

Marcel Dekker, Inc., New York, NY, 2004.
688 pp. Price $185.00 (hardcover). ISBN 0-8247-5629-0

This is the third revised edition of the above book. It contains 21
chapters and covers aspects of theoretical development of the equations, free
and forced vibration problems, methods of analysis, and complicating ef-
fects. The book is well written and rather comprehensive. It contains major
revisions and/or additions to the second edition published more than 10
years earlier.

Chapter 1 covers an interesting introduction on the history of the de-
velopment of shell and plate vibration problems. The fundamental equations
of deep, thin shells are presented in the second chapter. Love’s shell equa-
tions are derived. Treatment of shells with nonuniform thickness is also
presented. This revised edition includes a new analytical treatment of find-
ing the radii of curvature. The equations are specialized into specific shell
geometries in Chap. 3. In particular, equations are developed for circular
conical shells, circular cylindrical shells, and spherical shells. Chapter 4
offers a short, but important, treatment of curved beams and special cases of
plate and shell vibrations.

Free vibration of shells and plates is the subject of Chap. 5. Problems
that treat vibrations of simple beams, inplane as well as transverse vibrations
of rectangular plates, and vibrations of circular plates and cylindrical shells
are presented. Additional material found in this revised edition includes
treatment of inplane vibration, which is important when piezoelectric mate-
rials are used, and solutions to the free vibration problem using power series
methods.

Chapter 6 offers some of the simplified shell equations. Among the
simplifications presented are those of the membrane shell theories, where
bending moments are ignored, and the equations of Donnel and Mushtari,
which are applicable to shallow shells. These simplified equations typically
present a significantly reduced set of equations to treat special problems.
They could be of importance to practicing engineers. The treatment of shal-
low shell structures including doubly curved rectangular panels is expanded
greatly in Chap. 6.

Chapters 7 and 21 offer presentation of approximate solution tech-
niques. These include the methods of Rayleigh, Ritz, finite difference, and
finite elements as well as others. Expressions of strain energy which are
quite important for many approximate techniques are also presented. These
expressions are written for various types of shells in this revised edition.

Forced vibrations of shells by modal expansion are treated in Chap. 8.
In addition to treatment of steady-state harmonic response, the chapter offers
treatment of impact and impulsive loads. Treatments of some interesting
initial value problems are included in this revised edition. The treatment of
dynamic effects using Green’s function is presented in Chap. 9.

Various complicating effects are presented in Chaps. 11–20. The ef-
fects of initial stresses on the shell vibrations are presented in Chap. 11.
Treatment of shells having relatively high thickness is presented in Chap.
12. This treatment requires revising the fundamental assumption of Love
leading to the derivation of new equations. Shear deformation and rotary
inertia are to be included for such shells and/or plates. Chapter 13 addresses
problems containing combinations of structures. These include structures
with added mass as well as those made of more than one subsystem. Hys-

teresis damping is treated in Chap. 14, while composite structures are treated
in Chap. 15. Treatment of sandwich structures is added to this chapter.
Dealing with composite structures requires developing new equations for
shells and/or plates. This was the subject of a new book by the reviewer.

Rotating structures are presented in Chap. 16. Of particular importance
were rotating rings, rotating disks, and rotating circular cylindrical shells
with the axis of rotation being the same as the axis of revolution. Some of
these are additions found in the revised edition.

Thermal effects are discussed in Chap. 17. Treatment of shells on
elastic foundation is presented in Chap. 18. This chapter is extensively re-
vised in the third edition. Problems related to tire mechanics are addressed.
In addition, problems addressing shells subjected to base excitation are also
found in this revised edition. Interaction with gases and fluids is presented in
Chap. 20. This addresses problems of submerged shell structures as well as
fluid-filled ones.

Chapter 19 is an interesting discussion on the similitude and derivation
of exact relations between scaled structures. This is of importance when
tests are to be made on smaller scale structures for economic reasons. It is
also important in building the rationale for nondimensionalization.

The book is an important reference to both researchers and practicing
engineers who deal with the issue of vibration of shells and plates in their
work. It is an excellent addition of knowledge to the engineering community
and an important collection of specialized problems. This revised edition
offers significant new material. One minor shortcoming of the book that
should be stated is the drawings. They could have been improved in this
revised edition to the high level of content reflected by the analytical treat-
ment in the book.

MOHAMAD S. QATU
Ford Motor Company
20800 Oakwood Boulevard
Dearborn, Michigan, 48124

Experimental Acoustics Inversion Methods for
Exploration of the Shallow Water
Environment

A. Caiti, J.-P. Hermand, S. M. Jesus, and M. B.
Porter „Editors …

Kluwer Academic Publishers, Netherlands, 2000.
293 pp. Price: $127.00 (hardcover), ISBN: 0792363051.

Shallow water acoustics, with the complexities caused by boundaries
and variations in the water column, is a broad and fertile area for basic and
applied research. The field has made exciting progress when theoretical
work has met real data in shallow water environments. The greatest chal-
lenges may be inverse problems where the unknown and time-varying en-
vironments are estimated through acoustics signals as a means of remote
sensing. Such inverse problems are, though complex, necessary because it is
impossible to measure directly all relevant acoustic parameters in the vast
spatial and temporal spaces of shallow waters. This title is truly welcome by
anyone who has an interest in shallow water acoustics.

While shallow water acoustics inversion has been an area of active
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research, the subject is so diverse that no single book has been published to
give a coherent treatment of its various subjects. Alternatively, this title
provides a compilation of several interrelated subjects in the area under a
single hardcover. It is a result of a workshop attended by about 20 research-
ers in the field, each covering their individual efforts relevant to the book
title. Readers will find that actual shallow water conditions provide the focus
for this publication, because all the papers are based on real data from
shallow water regions.

The contents can be divided loosely into four subjects. They deal,
respectively, with the effects of internal tides, source localization, effects of
bottom vegetation, and inversion of sediment parameters.

The three papers concerned with the investigation of internal tides are
all based on the same data sets, dealing with different aspects of the prob-
lem. Rodriguezet al.observes that in the presence of internal wave packets,
propagation signals can occasionally experience a gain, possibly due to reso-
nating effects. Their modeling of a particular internal wave packet and
sound traveling through a packet is consistent with their assumption. To
experimentally investigate such propagation gain effects as well as loss ef-
fects over range and frequency, it seems necessary to measure snapshots of
internal wave fields.

Stephenanet al. report that variations observed in acoustic signals can
be associated with different environmental effects. Specifically, they show
that the influence of the bottom on their sound propagation data is suffi-
ciently different from that of the internal tides so that simple, separate signal
processing methods can be applied to deal with both problems.

Porteret al. bridge the subjects of internal tides and source localiza-
tion. A notable feature here is that broadband signals over an extended
period of time are used to investigate source tracking. The authors show that
while narrow-band signals would have demonstrated large variations in ar-
rival structures, broadband signals show stable arrival structure even in
strong range-dependent scenarios. Also of interest is that fairly simple mod-
eling, without considering all the complicated environmental variations, is
shown to yield good tracking results.

On the subject of source tracking and localization, the paper by Ian-
niello and Tattersall analyzes experimental performance of a sophisticated
multiline horizontal array system. Using simultaneously towed arrays at
different depths, the authors report that both source range and depth can be
determined using range-independent modeling. To achieve their results, they
relied on the availability of good environmental data. Clearly, the range of
applicability and the performance of such tracking arrays merit further
study.

Two papers in the book cover acoustic interactions with vegetation on
the sea bottom. Bozzano discusses the development and testing of a high-
frequency backscatter system operating in the mega-Hz range. It also pro-
vides ample background and references on the subject of sea grass detection
using high-frequency sonar. An interesting paper by Hermandet al. uses a
simple experimental design to study sound propagation over sea grass. The
goal of the investigation is to use sound as a remote sensing tool to monitor
oxygen synthesis by sea grass. Contemporaneous measurements of tempera-
ture, sunlight, and CTD, as well as sound propagation, enable the authors to
relate the abrupt and marked change in sound attenuation to the onset of
photosynthesis in the sea grass. Furthermore, the authors are able to con-
clude that bubble layers formed from the photosynthesis are responsible for
the sound attenuation and dispersion. Their work is an encouraging step
forward to realizing the goal of using sound to monitor bubble concentration
on the sea grass, hence providing a method to study photosynthesis of bot-
tom vegetation.

The greatest number of papers in this collection concerns the inversion
of sea bottom properties and parameters. Among all the uncertainties of the
shallow water environment, the bottom is the more complex compared to
the sea surface and the water column because of its diverse composition and
the various processes controlling its variability. Therefore, it is not surpris-
ing that controversy continues concerning the appropriate governing equa-
tion used to describe the bottom as an acoustic medium. The theoretical
paper by Buckingham argues for a viscous-fluid wave equation based on
measured data showing that the sediment attenuation coefficient expressed
in decibels has a linear relation to frequency. More details of the theory can
be found in papers in theJournal of the Acoustical Society of America.
Chotiros, however, argues for a poro-elastic model of sandy sediments. He

discusses the sensitivity of reflection loss as a function of grazing angle and
frequency to various Biot parameters within the poro-elastic model and
concludes that there exists the possibility to invert for some of the Biot
parameters, such as porosity and grain density, using measurements of re-
flection loss. The appropriate wave equation to describe the sea bottom is an
area of intense interest; research continues and progress has been made on
these questions since the publication of this book.

Several papers report the use of sound propagation in shallow water
environments to invert for bottom parameters. The experimental techniques
range from using a narrow band source combined with vertical line arrays,
to broadband explosive sources, to drifting buoys. A common theme in all
methods is to take advantage of the amplitude and phase information of the
propagating field, combined with modeling of the forward field based on
different approximations to the environment, to estimate certain bottom pa-
rameters. Chapmanet al. use imploding light bulbs as sound sources and
vertical line arrays to measure broadband propagation. Their inversion is
based on matched field processing by applying ray tracing to short range
data. It is encouraging to read that the researchers were able to use a rela-
tively straightforward method to infer bottom properties.

Abawi et al. give a systematic comparison of several matched field
processing methods based on a set of shallow water propagation data col-
lected by a tilted line array from a towed narrow-band source. This investi-
gation is timely and important in order to transition matched field research
into applications.

Rogerset al. summarize many years of experimental study of the Yel-
low Sea. There have been several experiments in the same general area over
a span of many years, representing a persistent effort to understand bottom
properties in one particular shallow water environment. Of particular inter-
est is the reported result on the nonlinear dependence of bottom attenuation
coefficient expressed in decibels versus frequency. Clearly, in the frequency
band below 1000 Hz, more investigation is needed on the frequency depen-
dence of sediment sound speed and attenuation.

Hermandet al. report research on geoacoustic inversion with drifting
buoys. Several types of drifting buoys are tested over different sediments. A
controlled source is used to transmit to these buoys. The abilities of these
buoys with large dynamic ranges are articulated. This reviewer wishes there
were more space devoted to the details of their inversion methods and a
discussion of the success or failure of the inversion.

The paper by Caiti and Bergem is an ambitious effort to invert for a
large number of bottom parameters from normal incidence backscatter data
using a parametric source. The inverted parameters include not only the
mean properties of the bottom such as mean sound speed and density, but
also parameters controlling interface roughness and subbottom heterogene-
ity. Normal incidence data are attractive because they can be obtained over
long tracks. If reliable inversions can be obtained using normal incident
data, towed systems, such as the reported parametric sonar or chirp sonar,
will be able to provide a practical method to collect bottom parameters over
long tracks or large areas. However, this paper can only be considered an
initial effort toward that goal because it does not offer a convincing case for
the validity of the inversion results. To demonstrate the validity of the in-
version, it is important to~1! establish the soundness of the forward model
for the environment concerned,~2! independently measure with adequate
resolution environmental parameters, and~3! assess the accuracy and asso-
ciated error analysis of the inversion technique. The authors have yet to
achieve these goals. It should be emphasized that their work is in an impor-
tant area where increased effort ought to be placed.

While this book is not an introductory text for students, it is a useful
reference for scientists and engineers working in the field of shallow water
acoustics; through it an appreciation of several important areas of active
research is gained. Readers should be aware that because of the limited
number of papers, the subjects covered are by no means exhaustive for the
area of acoustic inversion methods in shallow water environments.

DAJUN TANG
Applied Physics Laboratory
University of Washington
1013 NE 40th Street
Seattle, Washington 98105
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Experimental Acoustics Inversion Methods for
Exploration of the Shallow Water Environment

A. Caiti, J.-P. Hermand, S. M. Jesus, and M. B.
Porter „Editors …

Kluwer Academic Publishers, Netherlands, 2000.
293 pp. Price: $127.00 (hardcover), ISBN: 0792363051.

Shallow water acoustics, with the complexities caused by boundaries
and variations in the water column, is a broad and fertile area for basic and
applied research. The field has made exciting progress when theoretical
work has met real data in shallow water environments. The greatest chal-
lenges may be inverse problems where the unknown and time-varying en-
vironments are estimated through acoustics signals as a means of remote
sensing. Such inverse problems are, though complex, necessary because it is
impossible to measure directly all relevant acoustic parameters in the vast
spatial and temporal spaces of shallow waters. This title is truly welcome by
anyone who has an interest in shallow water acoustics.

While shallow water acoustics inversion has been an area of active
research, the subject is so diverse that no single book has been published to
give a coherent treatment of its various subjects. Alternatively, this title
provides a compilation of several interrelated subjects in the area under a
single hardcover. It is a result of a workshop attended by about 20 research-
ers in the field, each covering their individual efforts relevant to the book
title. Readers will find that actual shallow water conditions provide the focus
for this publication, because all the papers are based on real data from
shallow water regions.

The contents can be divided loosely into four subjects. They deal,
respectively, with the effects of internal tides, source localization, effects of
bottom vegetation, and inversion of sediment parameters.

The three papers concerned with the investigation of internal tides are
all based on the same data sets, dealing with different aspects of the prob-
lem. Rodriguezet al.observes that in the presence of internal wave packets,
propagation signals can occasionally experience a gain, possibly due to reso-
nating effects. Their modeling of a particular internal wave packet and
sound traveling through a packet is consistent with their assumption. To
experimentally investigate such propagation gain effects as well as loss ef-
fects over range and frequency, it seems necessary to measure snapshots of
internal wave fields.

Stephenanet al. report that variations observed in acoustic signals can
be associated with different environmental effects. Specifically, they show
that the influence of the bottom on their sound propagation data is suffi-
ciently different from that of the internal tides so that simple, separate signal
processing methods can be applied to deal with both problems.

Porteret al. bridge the subjects of internal tides and source localiza-
tion. A notable feature here is that broadband signals over an extended
period of time are used to investigate source tracking. The authors show that
while narrow-band signals would have demonstrated large variations in ar-
rival structures, broadband signals show stable arrival structure even in
strong range-dependent scenarios. Also of interest is that fairly simple mod-
eling, without considering all the complicated environmental variations, is
shown to yield good tracking results.

On the subject of source tracking and localization, the paper by Ian-
niello and Tattersall analyzes experimental performance of a sophisticated
multiline horizontal array system. Using simultaneously towed arrays at

different depths, the authors report that both source range and depth can be
determined using range-independent modeling. To achieve their results, they
relied on the availability of good environmental data. Clearly, the range of
applicability and the performance of such tracking arrays merit further
study.

Two papers in the book cover acoustic interactions with vegetation on
the sea bottom. Bozzano discusses the development and testing of a high-
frequency backscatter system operating in the mega-Hz range. It also pro-
vides ample background and references on the subject of sea grass detection
using high-frequency sonar. An interesting paper by Hermandet al. uses a
simple experimental design to study sound propagation over sea grass. The
goal of the investigation is to use sound as a remote sensing tool to monitor
oxygen synthesis by sea grass. Contemporaneous measurements of tempera-
ture, sunlight, and CTD, as well as sound propagation, enable the authors to
relate the abrupt and marked change in sound attenuation to the onset of
photosynthesis in the sea grass. Furthermore, the authors are able to con-
clude that bubble layers formed from the photosynthesis are responsible for
the sound attenuation and dispersion. Their work is an encouraging step
forward to realizing the goal of using sound to monitor bubble concentration
on the sea grass, hence providing a method to study photosynthesis of bot-
tom vegetation.

The greatest number of papers in this collection concerns the inversion
of sea bottom properties and parameters. Among all the uncertainties of the
shallow water environment, the bottom is the more complex compared to
the sea surface and the water column because of its diverse composition and
the various processes controlling its variability. Therefore, it is not surpris-
ing that controversy continues concerning the appropriate governing equa-
tion used to describe the bottom as an acoustic medium. The theoretical
paper by Buckingham argues for a viscous-fluid wave equation based on
measured data showing that the sediment attenuation coefficient expressed
in decibels has a linear relation to frequency. More details of the theory can
be found in papers in theJournal of the Acoustical Society of America.
Chotiros, however, argues for a poro-elastic model of sandy sediments. He
discusses the sensitivity of reflection loss as a function of grazing angle and
frequency to various Biot parameters within the poro-elastic model and
concludes that there exists the possibility to invert for some of the Biot
parameters, such as porosity and grain density, using measurements of re-
flection loss. The appropriate wave equation to describe the sea bottom is an
area of intense interest; research continues and progress has been made on
these questions since the publication of this book.

Several papers report the use of sound propagation in shallow water
environments to invert for bottom parameters. The experimental techniques
range from using a narrow band source combined with vertical line arrays,
to broadband explosive sources, to drifting buoys. A common theme in all
methods is to take advantage of the amplitude and phase information of the
propagating field, combined with modeling of the forward field based on
different approximations to the environment, to estimate certain bottom pa-
rameters. Chapmanet al. use imploding light bulbs as sound sources and
vertical line arrays to measure broadband propagation. Their inversion is
based on matched field processing by applying ray tracing to short range
data. It is encouraging to read that the researchers were able to use a rela-
tively straightforward method to infer bottom properties.

Abawi et al. give a systematic comparison of several matched field
processing methods based on a set of shallow water propagation data col-
lected by a tilted line array from a towed narrow-band source. This investi-
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gation is timely and important in order to transition matched field research
into applications.

Rogerset al. summarize many years of experimental study of the Yel-
low Sea. There have been several experiments in the same general area over
a span of many years, representing a persistent effort to understand bottom
properties in one particular shallow water environment. Of particular inter-
est is the reported result on the nonlinear dependence of bottom attenuation
coefficient expressed in decibels versus frequency. Clearly, in the frequency
band below 1000 Hz, more investigation is needed on the frequency depen-
dence of sediment sound speed and attenuation.

Hermandet al. report research on geoacoustic inversion with drifting
buoys. Several types of drifting buoys are tested over different sediments. A
controlled source is used to transmit to these buoys. The abilities of these
buoys with large dynamic ranges are articulated. This reviewer wishes there
were more space devoted to the details of their inversion methods and a
discussion of the success or failure of the inversion.

The paper by Caiti and Bergem is an ambitious effort to invert for a
large number of bottom parameters from normal incidence backscatter data
using a parametric source. The inverted parameters include not only the
mean properties of the bottom such as mean sound speed and density, but
also parameters controlling interface roughness and subbottom heterogene-
ity. Normal incidence data are attractive because they can be obtained over
long tracks. If reliable inversions can be obtained using normal incident
data, towed systems, such as the reported parametric sonar or chirp sonar,

will be able to provide a practical method to collect bottom parameters over
long tracks or large areas. However, this paper can only be considered an
initial effort toward that goal because it does not offer a convincing case for
the validity of the inversion results. To demonstrate the validity of the in-
version, it is important to~1! establish the soundness of the forward model
for the environment concerned,~2! independently measure with adequate
resolution environmental parameters, and~3! assess the accuracy and asso-
ciated error analysis of the inversion technique. The authors have yet to
achieve these goals. It should be emphasized that their work is in an impor-
tant area where increased effort ought to be placed.

While this book is not an introductory text for students, it is a useful
reference for scientists and engineers working in the field of shallow water
acoustics; through it an appreciation of several important areas of active
research is gained. Readers should be aware that because of the limited
number of papers, the subjects covered are by no means exhaustive for the
area of acoustic inversion methods in shallow water environments.

DAJUN TANG
Applied Physics Laboratory
University of Washington
1013 NE 40th Street
Seattle, Washington 98105
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OBITUARIES

Søren Buus • 1951–2004

Søren Buus, a Fellow of the So-
ciety and a prominent researcher in
speech and hearing science, died on 29
April 2004, after a nine-month illness.
At the time of his death, he was Pro-
fessor in the Department of Electrical
and Computer Engineering and Direc-
tor of the Communications and Digital
Signal Processing Center at Northeast-
ern University in Boston.

Professor Buus was born in Den-
mark on 29 January 1951 and devel-
oped an early interest in music and
electronics. This led to an M.S. degree
in 1976 from the Technical University
of Denmark in Electrical Engineering

and Acoustics. Soon thereafter, he came to Northeastern University in the
United States, where he received his Ph.D. with Bertram Scharf in 1980 in
experimental psychology. Early professional appointments were as a Senior
Scientist at Northeastern, as a researcher designing Fender musical instru-
ments at CBS, and as a Research Associate at Harvard with David Green. In
1986, he accepted a faculty position at Northeastern University, where he
subsequently established the Hearing Research Laboratory of that Univer-
sity, and commenced a long-term collaboration with Mary Florentine, who
directed the neighboring Communication Research Laboratory. The two
laboratories jointly fostered interdisciplinary research with participation in-
cluding students and faculty from engineering, audiology, speech, linguis-
tics, and psychology.

Buus’ research interests were in hearing and in speech perception,
including the application of digital signal processing and microcomputer
hardware and software for hearing rehabilitation, and he collaborated exten-
sively with many well-known researchers in these fields. Among the scien-
tists who worked with Buus at Northeastern were Robert Carlyon, Andrew
Oxenham, Andrzej Miskiewicz, Hannes Mu¨sch, and Tilmann Zwicker.
Other activities included stints as guest researcher with Georges Cane´vet
and Bertram Scharf at the Laboratory of Mechanics and Acoustics, CNRS
Marseille, with Zwicker and Klump at the Technical University of Munich,
with Namba and Kuwano at Osaka University, and with Poulsen at the
Technical University of Denmark. Buus was a Fellow of the Acoustical
Society of America and served on the ASA’s Technical Committee on
Psychological and Physiological Acoustics. He was also on the Editorial
Board ofHearing Research.

Over the years, Buus has supervised, collaborated in, and participated
in a wide variety of significant research projects. One recent project con-
cerned the relation between the ability to discriminate differences among
simple and complex sounds and the ability to understand speech in difficult
listening situations, as when the speech is degraded by noise, reverberation,
and/or limited bandwidth. Another project focused on temporal, spectral,

and across-ear integration of loudness and on how the loudness of moderate-
level sounds is affected by preceding higher-level sounds. The long-term
goal of this research has been the development of a general, quantitative
model of the perception of tones, noise, and speech in both normal and
impaired hearing.

Buus published many articles during his life, a good number of which
can be found in this journal. One major theme, initiated with the paper
‘‘Release from masking caused by envelope functions’’~JASA, December
1985! was the theoretical explanation of comodulation masking release,
which is the improvement in the detection of a tone buried in a fluctuating
noise seen when the noise level is increased by adding noise bands with
similar envelopes at other spectral locations. According to Buus’ theory,
detection improves because the additional bands serve as cues that allow the
listener to vary the weight assigned to the signal band over time and to listen
primarily when the short-term masker energy is low; in other words, the
cues promote ‘‘listening in the valleys.’’

Subsequent research at several different laboratories supports the hy-
pothesis that listening in the valleys can probably explain most instances of
comodulation masking release. Another research thrust, initiated by the pa-
per ‘‘An excitation-pattern model for intensity discrimination’’~JASA, De-
cember 1981, coauthored with Florentine!, combined the notion of excita-
tion patterns with signal-detection theory to model intensity discrimination
and to show that discrimination must be performed by integration of infor-
mation across all stimulated frequency-selective channels. The model per-
mitted Buus, together with Klump, Gleich, and Langemann~JASA, July
1995! to develop and test the first quantitative model of auditory perception
in a nonhuman species~the starling!, tying together a wide variety of physi-
ological and behavioral data for that species. The integration of information
across independent frequency bands embodied in both models has been used
by other authors in the development of physiologically based models of
perception.

One may also note the recent work with Mu¨sch ~his doctoral student!
on the use of statistical decision theory to predict speech intelligibility, with
a sequence of papers published in JASA, starting with June 2001.

At Northeastern, Buus was a popular and effective teacher, who loved
to explain things and to help others to understand. An accomplished musi-
cian, he was a recognized authority on the technical and perceptual aspects
of guitars and guitar amplifiers. Many members of the Society, for example,
may remember the invited presentation he gave with Tilmann Zwicker in
June 1998 at the ASA/ICA meeting, on distortion as an artistic tool for
guitar playing~JASA, Vol. 103, p. 2797!.

Buus leaves his mother, three siblings, and their families, his wife
~Mary Florentine, Matthews Distinguished Professor of Audiology at North-
eastern!, and their daughter~Julia Buus Florentine, a student at Herlufsholm
High School in Denmark!.

B. SCHARF
M. FLORENTINE
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ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
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6,807,281

43.25.Lj LOUDSPEAKER AND METHOD OF
DRIVING THE SAME AS WELL AS AUDIO SIGNAL
TRANSMITTINGÕRECEIVING APPARATUS

Toru Sasaki et al., assignors to Sony Corporation
19 October 2004„Class 381Õ111…; filed in Japan 9 January 1998

During the past few years there has been considerable experimentation
with loudspeakers that utilize an ultrasonic beam to create audible sound
from empty air. None of this work is referenced in the patent at hand, but a
thorough theoretical analysis of the disclosed scheme is included. Two

frequency-modulated signals are combined electronically or acoustically.
The first is modulated by an audio signal and the second is modulated by an
inverted version of the same audio signal. Corrective filtering is said to be
greatly simplified, requiring no trigonometric functions. With a suitable ar-
ray of piezoelectric transducers, a highly directional beam can be produced,
with side lobes attenuated by more than 20 dB. The patent suggests that such

an arrangement can be used as a practical, low-cost source of ‘‘secret
sound’’ for teleconferencing, museum exhibits, theme park rides, and private
listening.—GLA

6,796,079

43.30.Nb SOLUBLE, MOVING, SOUND PRODUCING
BAIT APPARATUS AND METHOD

J. Scott McCain, Minden, Louisiana
28 September 2004„Class 43Õ42…; filed 15 November 2002

The patent author asserts that until his previous invention, ‘‘the lake,
river, and ocean beds of the world were destined to become covered with an
impervious layer of non-biodegradable plastic worm fishing lures.’’ The au-
thor then argues that the use of bubbles will eliminate this waste. So, he
proposes a mixture of citric acid and bicarbonate of soda, together with
other attractants. When hydrated, CO2 bubbles are generated, leading fish to
the hook and the dinner table.—MK

6,804,167

43.30.Tg BI-DIRECTIONAL TEMPORAL
CORRELATION SONAR

Anthony L. Scocaet al., assignors to Lockheed Martin
Corporation

12 October 2004„Class 367Õ89…; filed 19 May 2003

A temporal correlation sonar is described that can continuously calcu-
late the vector velocity of a surface ship. First and second pulses are radiated
from the ship towards the ocean bottom. A planar array of hydrophones
equally spaced around the perimeter of a square, i.e., a tetrad array, receives
the echoes. Correlograms of the first pulse received at any hydrophone ver-
sus the second pulses received at the others are generated. Combining the
known hydrophone separations and the times corresponding to the peak
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amplitudes of these correlograms yields the velocity data. Using the data
from a pair of hydrophones spaced along the ship’s axis yields the forward
velocity; similarly, athwart-ship velocity can be calculated. Since the veloc-
ity data stream generated is continuous, a simple time integration should
produce ship-position information.—WT

6,813,220

43.30.Vh ACOUSTIC FENCE

Gary W. Hicks and Larry R. McDonald, assignors to Science
Applications International Corporation

2 November 2004„Class 367Õ136…; filed 17 January 2003

An acoustic fence is realized by spacing a series of sonar modules,
each with omni-directional radiation patterns, along some desired protective
boundary. The modules may be spaced in relation to one another such that
there is overlap in their coverage patterns. Each module collects range in-
formation on encroaching targets as a function of time. These data are re-
layed to a central processing unit via a telemetry link which then estimates
the paths of these targets and makes threat level estimates relative to what-
ever the fence is supposed to be protecting.—WT

6,798,715

43.30.Wi BIOMIMETIC SONAR SYSTEM AND
METHOD

John B. Harmon et al., assignors to Neptune Technologies,
Incorporated

28 September 2004„Class 367Õ99…; filed 9 July 2001

A portable sonar unit, capable of being carried by a diver or mounted
on a small underwater vehicle, ensonifies submerged objects, digitizes the
echo returns, and classifies and stores these digitized signals using an elec-
tronic processing procedure that is believed to emulate the process used by
the bottlenose dolphin. Hence the name Biomimetic Sonar. The system then
provides a probable identification of the object based on comparison with a
library of similarly processed acoustic images.—WT

6,798,122

43.30.Yj LIGHTWEIGHT UNDERWATER ACOUSTIC
PROJECTOR

Thomas R. Howarth et al., assignors to The United States of
America as represented by the Secretary of the Navy

28 September 2004„Class 310Õ344…; filed 5 November 2002

A planar grid array is realized by mounting a number of standard
cylindrical ‘‘cymbal’’-type flextensional piezoceramic driver elements
within holes in a stiff mounting board. To mechanically isolate the drivers
from the board, they are each surrounded at their outer rim by a soft rubber
grommet. The elements can be electrically connected in various patterns for
input impedance and directivity considerations.—WT

6,798,888

43.30.Yj MOUNT FOR UNDERWATER ACOUSTIC
PROJECTOR

Thomas R. Howarth et al., assignors to The United States of
America as represented by the Secretary of the Navy

28 September 2004„Class 381Õ162…; filed 5 November 2002

In a variation of United States Patent 6,798,122, reviewed above,
rather than each ‘‘cymbal’’-type driver element having an individual isola-
tion grommet and in turn being mounted in a common rigid support plate,
here the driver elements are mounted in holes in a single rubber sheet which
is then sandwiched between a pair of rigid acoustically transparent sheets of

plastic such as Plexiglas™ with holes corresponding to the driver element
positions.—WT

6,814,180

43.30.Yj MONOPOLE-DRIVEN UNDERWATER
SOUND SOURCE

Hans Thomas Rossby and James H. Miller, assignors to The
Board of Governors for Higher Education, State of Rhode
Island and Providence Plantations

9 November 2004„Class 181Õ120…; filed 22 January 2002

An underwater sound source consists of a spherical piezoceramic
monopole driver30 supported at the center of a free-flooded metal or plastic
tube 12 via an appropriate structure100 and 104. The length of the tube,
approximately 2 m, is chosen such that the source is resonant, in water, at

about 260 Hz. Harnesses90 and 92 support mooring line110 and weight
line 112 respectively. Module40, centered about the displacement node of
the tube, houses the requisite electronics. Radiation into the surrounding
medium is from the ends of the tube20 and22.—WT
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6,796,195

43.35.Yb APPARATUS FOR DETERMINING
PARTICLE SIZE

Malcolm J. W. Povey et al., assignors to Baker Hughes,
Incorporated

28 September 2004„Class 73Õ865.5…; filed 24 April 2003

This is an updated version of United States Patent 6,481,268@reviewed
in J. Acoust. Soc. Am.113~6!, 2955 ~2003!#. Measuring the size and con-
centration of small particles in fluids is an important consideration in many
industrial processes, and several methods have been devised using ultrasonic
imaging for this purpose. Some of these derive useful information from
speckle, a characteristic that is usually regarded as a nuisance. The method
described here introduces an ultrasonic signal into a fluid. A sensing trans-
ducer picks up the signal after it has been scattered by the particles and

feeds the resulting electrical signal to a computer. The computer is pro-
grammed to perform a Fourier transform, identify the speckle signal in the
frequency domain, and relate certain characteristics of the speckle signal to
particle size and distribution. The patent describes suitable algorithms in
considerable detail and also includes a good summary of prior art, albeit
with the proviso that ‘‘Applicants reserve the right to challenge the accuracy
and pertinence of the cited references.’’—GLA

6,806,623

43.35.Yb TRANSMIT AND RECEIVE ISOLATION
FOR ULTRASOUND SCANNING AND METHODS OF
USE

David A. Petersenet al., assignors to Siemens Medical Solutions
USA, Incorporated

19 October 2004„Class 310Õ334…; filed 27 June 2002

Ultrasound imaging for echocardiography applications necessitates
transducers with high volume-per-second rates for scanning. For real time
imaging of moving structures, 20 or more two- or three-dimensional repre-
sentations need to be generated each second. Large amounts of information
are communicated from an ultrasound probe to an ultrasound base unit. The
preferred embodiments described in this patent include methods and systems
for isolating transmit and receive circuitry at an ultrasound transducer ele-
ment. Separate electrodes or electrodes on opposite sides of a transducer
element are connected to the separate transmit and receive paths or chan-
nels. Instead of high-voltage transmit and receive switching, the transducer
element isolates the transmit channel from the receive channel. The transmit
channel includes circuitry for limiting the voltage at one electrode during

receive processing, such as a switch enable connecting the electrode to
ground. The receive channel includes circuitry for limiting the voltage at an
electrode during transmit processing, such as a diode clamp preventing volt-
age swings greater than diode voltage at the electrode. Limiting the voltage
provides virtual grounding or a direct current for either the transmitting or
receiving operation. A unipolar pulse may be generated on a transmit chan-
nel starting at one voltage and ending at a different voltage. For example, a
pulse may start at zero voltage and end on a positive voltage, with a subse-
quent pulse starting at the positive voltage and ending at zero voltage. These
mirrored unipolar transmit waveforms may be used for phase inversion im-
aging, such as adding responsive received signals for isolating harmonic
information.—DRR

6,810,742

43.35.Zc METHOD OF AND AN APPARATUS FOR
DETERMINING THE SPEED OF SOUND IN A
MATERIAL

Martin Sauerland, assignor to SMS Meer GmbH
2 November 2004„Class 73Õ597…; filed in Germany 29 May 2002

The patent first explains how known techniques can monitor the wall
thickness of pipe or tubing during production if the speed of sound through
the material at the temperature of fabrication can be specified. Interpolating
from standardized tables may not be accurate enough. The arrangement
shown provides a simple, practical test technique. Sample1 is a solid rod
made from the material to be tested. Notches3 and4 are milled into the rod

to act as reflectors. The notched end of the rod is placed inside furnace7 and
heated to the desired temperature, which may be greater than 600 °C. The
opposite end of the rod is cooled by immersion in tank11. Ultrasonic test
head 10 generates a pulse and then receives reflections from the two
notches. Since the distance between the notches is known, the time interval
between the two reflections can be used to calculate sound speed.—GLA

6,813,528

43.38.Ar APPARATUS AND METHOD FOR
OUTPUTTING AUDIO SIGNAL OF LAPTOP
COMPUTER COUPLED WITH DOCKING STATION

Sung-dong Yang, assignor to Samsung Electronics Company,
Limited

2 November 2004„Class 700Õ94…; filed in the Republic of Korea
9 March 1998

The patent deals with some of the challenges and opportunities of
enhancing the audio performance of a laptop computer when it is coupled to
a larger system via a so-called docking station. While retaining the small
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stereo loudspeakers built into the basic laptop, the docking station supplies
its own audio enhancements through the use of additional loudspeakers,
primarily to extend the low-frequency response.—JME

6,812,617

43.38.Bs MEMS DEVICE HAVING A FLEXURE
WITH INTEGRAL ELECTROSTATIC ACTUATOR

Thomas Wayne Ives, assignor to Hewlett-Packard Development
Company, L.P.

2 November 2004„Class 310Õ309…; filed 18 April 2002

The patent describes a clever electrostatically actuated, micromechani-

cal ‘‘spine.’’ The device looks neat, but no force or displacement capabilities
are given. Probably just a sketchbook curiosity.—JAH

6,812,814

43.38.Bs MICROELECTROMECHANICAL „MEMS…
SWITCHING APPARATUS

Qing Ma et al., assignors to Intel Corporation
2 November 2004„Class 333Õ262…; filed 7 October 2003

This patent describes the layout of a tiny electrostatically actuated
switch suitable for rf switching. Several embodiments and fabrication meth-
ods are described, with typical connections being made by a 535320 mm
gold bar, which should result in reasonable contact resistances. The focus of
the inventors is on the geometry of the switch—no performance figures are
given.—JAH

6,798,654

43.38.Dv WOOFER MODULE OF A PORTABLE
COMPUTER

Hung-Yue Chang et al., assignors to Wistron Corporation
28 September 2004„Class 361Õ686…; filed in Taiwan, Province of

China 26 September 2002

The quality of sound produced by, even so-called, multimedia portable
computers is in many cases a joke. Despite the inherent problems with
trying to move lots of air to produce better quality sound from these devices
~due to the minuscule space to place loudspeakers!, the need by the manu-
facturer to use the cheapest transducers known to man in order to be cost

competitive, and the need for the user to suspend disbelief, many inventors
still are toiling in the manner of Sisyphus. This patent describes a small
ported enclosure that can attach to one of the computer’s expansion ports or
slots. One assumes that the stiffness of the enclosure is sufficient for the
need and that the transducer is up to the task.—NAS

6,804,370

43.38.Dv SPEAKER CAPABLE TO PLAYBACK IN
WIDE FREQUENCY RANGE

Hideaki Sugiura, assignor to Pioneer Corporation; Tohoku
Pioneer Corporation

12 October 2004„Class 381Õ424…; filed in Japan 29 March 2002

Cone-type electrodynamic loudspeakers are known to have reso-
nances. One of the notable resonances is that of the cone. The patent uses
two diaphragms10a and10b that have different radii of curvature and that
also have the benefit of different resonant frequencies. Somehow, by ‘‘equal-
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izing areas’’ of the inner diaphragm,S1 for 10a, and of the outer diaphragm,
S2 for 10b, the sound pressure levels are equalized with each other. The
patent states that this compound cone, with the equalized area diaphragms,
results in a smoother high-frequency response.—NAS

6,812,607

43.38.Dv AUXILIARY COUPLING DISK FOR
MINIATURE VIBRATION VOICE-COIL MOTORS

Chien-Chung Sun, assignor to Risun Expanse Corporation
2 November 2004„Class 310Õ81…; filed 5 August 2003

This patent discloses a method for increasing the vibration output from
an electric motor of limited size, through the use of a magnetic, eccentric
rotor. The inventor’s concept of small is ‘‘less than 20 mm diameter.’’—JAH

6,811,385

43.38.Fx ACOUSTIC MICRO-PUMP

Daniel R. Blakley, assignor to Hewlett-Packard Development
Company, L.P.

2 November 2004„Class 417Õ413.2…; filed 31 October 2002

This patent describes a peristaltic fluid pump having an inner diameter
of tens of microns created by a sequence of piezoelectronic rings surround-
ing a tubular passage. There is a good deal of discussion of the preferred
positions of the piezoelectric rings but next to nothing on the physics of
what is going on in the channel. There is also no discussion of the amplitude
dependence of what would apparently be a nonlinear effect, leading one to
suspect that the device has not actually been studied.—JAH

6,812,618

43.38.Fx CONTROL APPARATUS FOR VIBRATION
TYPE ACTUATOR

Tadashi Hayashi, assignor to Canon Kabushiki Kaisha
2 November 2004„Class 310Õ316.01…; filed in Japan

28 December 2000

This patent describes several control circuits for piezoelectric
traveling-wave-type actuators. As such it belongs in the field of electronics.
No mention is made of the application of the circuits to MEMS actuators,
though it most certainly could be done.—JAH

6,801,631

43.38.Hz SPEAKER SYSTEM WITH MULTIPLE
TRANSDUCERS POSITIONED IN A PLANE FOR
OPTIMUM ACOUSTIC RADIATION PATTERN

Donald J. North, Los Angeles, California
5 October 2004„Class 381Õ336…; filed 24 May 2000

Loudspeakers are usually used in rectangular rooms. It follows that
first-order reflections from a loudspeaker to a listener must be influenced by
the horizontal and vertical directional characteristics of the loudspeaker.
Therefore, if a simple square array is rotated slightly as shown, then the

effective center-to-center spacing is reduced in the horizontal and vertical
planes, attenuating off-axis lobes up to a higher Nyquist frequency. In
theory, it all makes sense.—GLA

6,809,465

43.38.Hz ARTICLE COMPRISING MEMS-BASED
TWO-DIMENSIONAL E-BEAM SOURCES
AND METHOD FOR MAKING THE SAME

Sungho Jin, assignor to Samsung Electronics Company, Limited
26 October 2004„Class 313Õ310…; filed 24 January 2003

This is a description of a MEMS device that allows you to make and
steer a large number of electron beams for use in a plasma panel or an x-ray
source. The approach is to make an array of tips that can be steered electri-
cally. There is no mention of how the device would be constructed or
whether the various materials are process compatible.—JAH

6,792,120

43.38.Ja AUDIO SIGNAL ENHANCEMENT AND
AMPLIFICATION SYSTEM

Jonathan M. Szenics, Flemington, New Jersey
14 September 2004„Class 381Õ120…; filed 23 February 2000

Motional feedback has been known for almost 50 years. According to
the inventor, ‘‘tube amplifiers are still the gold standard by which any new
amplification/signal processing device is judged.’’ His solution is to epoxy a
piezoelectric sensor to a speaker cone. That signal is then amplified with a
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high impedance preamplifier and a tube/valve power amplifier. He says,
‘‘the harder the signal processing chain is driven, the better the tone.’’ Only
heavy metal enthusiasts need apply.—MK

6,796,401

43.38.Ja SPEAKER APPARATUS EQUIPPED WITH
MEANS FOR PRODUCING COMPLICATED
WAVEFORM OF LOW FREQUENCY WITH HIGHER
IMPROVED FIDELITY

Hiroyuki Yoshii and Haruhiko Imamura, assignors to
Timedomain Corporation

28 September 2004„Class 181Õ166…; filed in Japan
2 December 1999

Although this is a revision of earlier United States Patent 6,484,843
@reviewed in J. Acoust. Soc. Am.114~1!, 24~2003!#, the promise of ‘‘higher
improved fidelity’’ invites a second look. Well, the basic invention remains

unchanged: an upward-firing loudspeaker with a heavy pendulum hung from
its magnetic structure. New variants include a ‘‘fitment member’’ for wall
mounting, an internal ‘‘sound absorbing member,’’ and the optional use of a
folded rear pipe instead of a straight pipe.—GLA

6,798,891

43.38.Ja SPEAKER SYSTEM

Koichi Sadaie and Kenichiro Toyofuku, assignors to Onkyo
Corporation

28 September 2004„Class 381Õ335…; filed in Japan 3 March 1999

This is a curious invention. In essence it is a variant of an early R-J
design that was later refined by Paul Weathers as a concealed subwoofer,
neither of which is referenced in the patent. It might also be thought of as a
lossy version of a conventional single-tuned bandpass system. The illustra-
tion shows the speaker system with its front cover removed. Loudspeaker21

is mounted in a closed box. However, front radiation is loaded by a small
cavity 41 that exhausts to free space through contoured duct43. Not sur-
prisingly, the additional mass loading lowers the system resonance. The
novel feature appears to be the inclusion of absorptive material31 to attenu-
ate higher-order resonances.—GLA

6,801,634

43.38.Ja LOUDSPEAKER COIL SUSPENSION
SYSTEM

Douglas J. Button, assignor to Harman International Industries,
Incorporated

5 October 2004„Class 381Õ398…; filed 31 July 2001

In this high-frequency compression driver, diaphragm10 is attached to
a nonmetallic outer suspension20 that is formed to provide a deep pocket
for voice coil18. This supplies an insulating layer to prevent shorting if the
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coil rubs against one of the pole pieces. Moreover, the inner flange of the
suspension can be conveniently tuned to supply additional energy at very
high frequencies.—GLA

6,807,284

43.38.Ja SPEAKER AND SPEAKER DEVICE

Takeshi Nakamura, assignor to Murata Manufacturing Company,
Limited

19 October 2004„Class 381Õ423…; filed in Japan 28 September 1998

The patent describes a device that is said to emit nondirectional, low-
frequency waves. This is done by having a loudspeaker16 mounted in a
case12 such that the volume of air enclosed is airtight. ‘‘By storing the
speaker unit inside of a very small case, the resonant frequency of the
speaker is significantly increased, enabling the fidelity of the speaker to be
improved by generating sound at frequencies below the resonant frequency.

By providing the speaker unit on a floor side of the case, it is possible to cut
off sound emitted by the speaker unit to the outside thereof, so that only
sound generated by the expansion and contraction of the case is emitted.’’
Which, in the least, doesn’t sound very efficient.—NAS

6,810,988

43.38.Ja SPEAKER’S DAMPER WITH LEAD WIRE
AND GUIDE SLEEVE

Yen-Chen Chan, Taipei Hsien, Taiwan, Province of China
2 November 2004„Class 181Õ171…; filed 2 December 2002

Centering spider1 is a conventional corrugated, woven design. Lead

wires are threaded through little loops, like basting, to keep them separated
and restrain unwanted vibrations.—GLA

6,810,125

43.38.Kb MICROPHONE EMULATION

Doran Oster et al., assignors to Sabine, Incorporated
26 October 2004„Class 381Õ111…; filed 4 February 2002

For musicians who are into digital production techniques the notion of
a microphone simulator is not new. Just as the impulse response of classic
equalizers and other effects generators of past years can be measured and

used to simulate the original devices, so likewise can the response of classic
microphones be duplicated for similar purposes. There is absolutely nothing
new in this basic premise, but one of the claims of the patent describes its
application in the context of a standard wireless microphone channel. Why?
Perhaps to establish some kind of primacy in the field of live music enter-
tainment, in which wireless microphones are widely used by vocalists on the
move.—JME

6,801,628

43.38.Lc SYSTEM AND METHOD FOR ADJUSTING
FREQUENCY RESPONSE CHARACTERISTICS
OF A SPEAKER BASED UPON PLACEMENT NEAR
A WALL OR OTHER ACOUSTICALLY-
REFLECTIVE SURFACE

James Thiel, assignor to Thiel Audio Products
5 October 2004„Class 381Õ56…; filed 14 May 2001

There are several, if not more, systems commercially available today
that take into account what is called the ‘‘room acoustics.’’ This patent
describes a device150 that is inserted into the signal chain before a power
amplifier 130 to adjust the signal310 from signal source device120. The
distance from the wall is the main input parameter to152, which is obtained
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via manual entry or by automatic means from154. The object is to reduce
the peak in response that one can find at the low end due to the wall
reflection. The equations used vary as a function of distance, with the coef-
ficients changing at a distance of approximately 2.7 m. An example of an
implementation, with design equations, is provided.—NAS

6,813,577

43.38.Lc SPEAKER DETECTING DEVICE

Hajime Yoshino and Kazuya Tsukada, assignors to Pioneer
Corporation

2 November 2004„Class 702Õ111…; filed in Japan 27 April 2001

Many surround sound systems include a test mode in which pink noise
is sequentially fed to all six loudspeaker channels. The flow chart shows
how a computer program can augment this simple procedure to automati-

cally check whether each speaker is operational—not for relative level, po-
larity, or delay—just whether it is alive or dead. If there is any memory left
over, another program might be added to let the user know if the equipment
is actually turned on when the pilot light is lit.—GLA

6,801,815

43.38.Md SOUND AND IMAGE PRODUCING
SYSTEM

Andrew S. Filo and David G. Capper, assignors to Hasbro,
Incorporated

5 October 2004„Class 700Õ94…; filed 28 July 2000

In the cut-throat toy business, the recording and playback of sounds for
toys and similar entertainment devices is often the one important component
in the device that generates the sale of same. The present invention appears
to be an outgrowth and enhancement of the assignee’s Hit Clips product
line, albeit one that could have better sound quality~this information comes
from the reviewer’s resident expert on such devices!. Player12, which, in
the several embodiments described appears to be compact in size, appears to

be a ‘‘dumb’’ device in that it has little or no personality or audio function-
ality until cartridge10 is plugged in. In other embodiments, device10 can
be connected to other equipment to download new sounds and personality.
The patent describes in minute detail the construction of the cartridges and
some of the forms that the players can take. Further, it states that ‘‘users may
purchase and collect cartridges; users may also trade cartridges amongst
themselves; high school students may clip players to a zipper on their back-
packs.’’ The expert consulted is not quite that old.—NAS

6,810,987

43.38.Si EARBUD HEADSET

Frederick P. DeKalb, assignor to Plantronics, Incorporated
2 November 2004„Class 181Õ129…; filed 6 December 2002

The earbud shown is intended to provide enhanced sound quality and
positional stability in ears of various sizes. Novel features include a thin

edge portion20, which is said to allow acoustic coupling to deeper areas of
the user’s ear, and positioning member22, which contacts an upper concha
of the ear.—GLA
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6,801,633

43.38.Tj SUBWOOFER ASSEMBLY

Dennis A. Tracy, Culver City, California
5 October 2004„Class 381Õ389…; filed 25 January 2001

Any passenger on a commercial aircraft who has listened to the audio
system via headphones realizes that the low-frequency reproduction is even
poorer than that of the mid frequencies~the high frequencies being virtually
nonexistent due to the ambient noise in the cabin!. In fact, high-quality
sound to accompany the in-flight entertainment is not only not available,
today it is an oxymoron. ‘‘A need, therefore, exists for a speaker assembly
providing high-quality sound, while also meeting the size and weight re-
quirements of an aircraft.’’ This patent sets out to provide some improve-

ment at subwoofer frequencies. By using a subwoofer enclosure22 mounted
below the aisle16 in the aircraft fuselage12, the low frequencies produced
by this device within the passenger compartment are said to be improved.
One supposes the improvement here is that of the sound level. Great, so you
will soon not only have the pleasure of listening to the multiple cell phone
conversations around you, but they will be accompanied by the subwoofer
component of the video that you are not watching.—NAS

6,801,627

43.38.Vk METHOD FOR LOCALIZATION OF AN
ACOUSTIC IMAGE OUT OF MAN’S HEAD
IN HEARING A REPRODUCED SOUND VIA A
HEADPHONE

Wataru Kobayashi, assignor to OpenHeart, Limited; Research
Network, a Limited Responsibility Company

5 October 2004„Class 381Õ17…; filed in Japan 30 September 1998

This patent describes a method for making headphones sound like
loudspeakers by simulating both direct sound and first-order reflections. The

inventors maintain that an audio signal above a certain critical frequency can
be positioned at any virtual location through a combination of delay and
comb-filtering.—GLA

6,804,361

43.38.Vk SOUND SIGNAL PLAYBACK MACHINE
AND METHOD THEREOF

Shintaro Hosoi and Hiroyuki Hamada, assignors to Pioneer
Corporation

12 October 2004„Class 381Õ99…; filed in Japan 12 June 2001

Most conventional frequency-dividing networks produce substantial
delay distortion in their summed response. A number of alternative constant-
voltage circuits have been proposed, but are largely unused because of un-
wanted side effects. However, in 1985 Vanderkooy and Lipshitz disclosed a
clever method of realizing linear phase response by introducing time offset
into the high-frequency channel, and this approach is also used in the circuit
shown. In this case, the inventors are concerned with the crossover between
multiple surround sound speakers and a common subwoofer. To at least one
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reader, the problem of synchronizing all five speakers with an off-center
subwoofer is not dealt with convincingly.—GLA

6,799,465

43.38.Yn SHOCK WAVE VIBRATION GENERATOR
FOR MEASURING OR TESTING OR IMAGING
PURPOSES

Stephen Bruce Berman, Austin, Texas
5 October 2004„Class 73Õ590…; filed 16 July 2002

Those familiar with shock wave testing may find this patent informa-
tive. However, this reviewer finally gave up trying to make sense of sen-
tences like, ‘‘In one embodiment of the present invention, a method utilizes
one or more shock wave vibratory forces produced by one or more cavitat-
ing spaces within one or more fluid substances within one or more housings
which is therefore an improvement of the art of methods for producing
vibrator devices that are particularly adapted for producing and applying
non-shock wave vibratory forces, for example, any testing purposes or any
measuring purposes.’’—GLA

6,813,218

43.38.Zp BUOYANT DEVICE FOR BI-DIRECTIONAL
ACOUSTO-OPTIC SIGNAL TRANSFER
ACROSS THE AIR-WATER INTERFACE

Lynn T. Antonelli and Fletcher Blackmon, assignors to The United
States of America as represented by the Secretary of the Navy

2 November 2004„Class 367Õ3…; filed 6 October 2003

A floating buoy consists of a hollow shell having a set of underwater
acoustic transducers mounted against its lower portion while the upper por-
tion features a dome-shaped retro-reflective coating that can be vibrated in
accordance with received acoustic signals to retro-reflect impinging in-air

laser signals back to a remote receiver. Alternatively, the upper portion will
vibrate in response to an incident in-air laser control signal. Consequently,
the buoy functions as a system for either translating in-air optical signals to
underwater acoustic signals or translating underwater acoustic signals to
in-air optical signals.—WT

6,805,805

43.40.Ey SYSTEM AND METHOD FOR
RECEPTACLE WALL VIBRATION IN A
CENTRIFUGE

Curtis Kirker and Berkeley F. Fuller, assignors to Phase
Incorporated

19 October 2004„Class 210Õ781…; filed 13 August 2002

In a centrifuge, the centrifugal force achieved by spinning drives the
heavier materials outwards from the center of the centrifuge. The heavier
materials contact the sloped and converging walls of collecting receptacles
leading to exit outlets or nozzles. Because such heavier materials tend to
adhere to the sloped walls, their outward movement tends to be restricted.

Vibrating the centrifuge’s receptacle tends to loosen these materials from the
walls and thus to promote their egress from the centrifuge. A means is
provided here to vibrate the centrifuge receptacle through the use of a vi-
bratory device communicating with the receptacle wall.—DRR

6,796,618

43.40.Kd METHOD FOR DESIGNING LOW
VIBRATION OMNI-DIRECTIONAL WHEELS

Donald Barnett Harris, Arlington, Virginia
28 September 2004„Class 301Õ501…; filed 18 October 2002

Most omni-directional vehicles use wheels that feature rollers posi-
tioned about the periphery of the wheel, with the roller axes at some angle
relative to the wheel’s primary plane and axis. As the wheel turns, the area
contacting the ground shifts across the surface of each roller and the portion
of the roller that supports the vehicle’s weight changes. With conventional
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roller designs, the compliance that contacts the ground changes, resulting in
changing vertical deflection of the vehicle and thus in vibration. The present
patent proposes roller designs that avoid this problem by maintaining con-
stant ground-contacting compliance.—EEU

6,789,025

43.40.Le CYCLIC TIME AVERAGING FOR MACHINE
MONITORING

Johannes I. Boerhout, assignor to SKF Condition Monitoring,
Incorporated

7 September 2004„Class 702Õ56…; filed 4 December 2002

A common means of monitoring the condition of a machine uses vi-
bration sensors attached to the machine, processing of the signals from the
vibration transducer, and computer-based analysis of these signals to deter-
mine the contribution of bearing wear, shaft irregularities, etc., before the
catastrophic failure of the machine. Here, a set ofN vibration amplitude
values is accumulated from which a set ofn averaged amplitude values,
separated by periodM, is obtained, withn,N. A novel feature is that some
of the n values do not correspond to any of theN values. A very novel part
of the patent is that the final two figures referenced in the patent text do not
appear in the patent. Figure 4 in this patent is identical to Figure 1 in United
States Patent 6,792,360, seen with the review of that patent below.—NAS

6,789,422

43.40.Le METHOD AND SYSTEM FOR BALANCING
A ROTATING MACHINERY OPERATING AT
RESONANCE

Talmadge D. Ward, Jr., assignor to United States Enrichment
Corporation

14 September 2004„Class 73Õ462…; filed 21 December 2001

This patent describes a method to speed the balancing of multishaft
rotating equipment where the shafts are not necessarily aligned along a
common axis of rotation. The patent presents a clear and useful tutorial on
the various methods of shaft balancing, vibration analysis of machines, rotor
dynamics, and the rotor influence coefficient test. An example of the method
for a specific piece of machinery, specific transducers, and data collection

and analysis equipment is presented. The method uses a proximity trans-
ducer 408 on one shaft to provide rotational velocity data and a pair of
vibration transducers410 mounted perpendicular to one another. A detailed
procedure is presented that purports to decrease the time to balance and, one
would assume, the accuracy of the balancing.—NAS

6,792,360

43.40.Le HARMONIC ACTIVITY LOCATOR

Adrianus J. Smulders et al., assignors to SKF Condition
Monitoring, Incorporated

14 September 2004„Class 702Õ35…; filed 4 December 2002

This patent describes a computer-based method of processing vibration
data in the frequency domain that uses a harmonic activity index based on
frequency spectrum information and that of, one supposes, a known-defects
harmonic series. It is written in classic ‘‘patenese,’’ stating in the claims that
estimated valuesK andR are indicative of the total energy in the spectrum,

that a derived valueI HAL is based in part onK andR, and that usingI HAL

and the fundamental frequency of the component defect it may be deter-
mined whether the vibrations of the machine are caused by the defect. There
are 33 other claims, too.—NAS

6,801,864

43.40.Le SYSTEM AND METHOD FOR ANALYZING
VIBRATION SIGNALS

Niel Miller, assignor to AB SKF
5 October 2004„Class 702Õ56…; filed 15 November 2001

Identification of defects or damage in rolling element bearings is ac-
complished by filtering vibration data in bands that are determined in part on
the basis of the shaft’s rotation speed. The bands are arranged to encompass
signals that correspond to defects in the rotating inner ring, the rotating outer
ring, and the rotating elements. User-defined alarm levels are determined by
comparing the signals to a noise floor.—EEU
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6,807,866

43.40.Le TRANSDUCER OF THE VIBRATION TYPE,
SUCH AS AN ELECTROMECHANICAL
TRANSDUCER OF THE CORIOLLIS TYPE

Wolfgang Drahm and Alfred Rieder, assignors to
Endress¿Hauser Flowtec AG

26 October 2004„Class 73Õ761.355…; filed 22 February 2002

Coriolis mass flow meters are well known. Such a flow meter basically
consists of a curved tube, which is made to vibrate at a resonance in its
plane. Coriolis forces, which depend on the mass flow rate, then cause
out-of-plane vibrations and these are sensed to obtain a measure of the flow
rate. The present patent describes a particular configuration of the curved
tube that results in minimal vibration transmission to its end supports.—
EEU

6,811,630

43.40.Sk ULTRASONIC VIBRATION METHOD AND
ULTRASONIC VIBRATION APPARATUS

Morio Tominaga and Shinji Iwahashi, assignors to Sony
Corporation

2 November 2004„Class 156Õ73.1…; filed in Japan
20 November 2000

This is a method for exciting a composite ultrasonic vibration in a
structure. Two coupled, intersecting ultrasonic horns11, 12 are driven in
their respective longitudinal dimensions to excite a respective transverse

vibration in the other horn. The point at which the horns are joined is thus
driven in a composite vibration, which can be transmitted to another mem-
ber ~not shown in the figure! or used to perform an operation such as ultra-
sonic welding.—IMH

6,811,631

43.40.Sk DEVICE AND METHOD FOR WELDING
THIN-WALLED WORK PIECES USING
ULTRASOUND

Hartmut Mö glich, assignor to Herrmann Ultraschalltechnik
GmbH & Company KG

2 November 2004„Class 156Õ73.1…; filed in Germany
30 March 2002

This is an ultrasonic welding tool that secures a portion of thin work

pieces54, 56 within a mating projection41 and recess46.—IMH

6,813,950

43.40.Sk PHASED ARRAY ULTRASONIC NDT
SYSTEM FOR TUBES AND PIPES

David Glascocket al., assignors to RÕD Tech Incorporated
9 November 2004„Class 73Õ633…; filed 25 July 2002

This is a system for nondestructive testing of solid tubes. The system
includes a phased ultrasonic array2 having a curved face to match tube4

being tested. Defects in 3-D~longitudinal, transverse, oblique! are detected
by refraction of incident waves in a transmit/receive configuration of the
array.—IMH
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6,607,359

43.40.Tm APPARATUS FOR PASSIVE DAMPING
OF FLEXURAL BLADE VIBRATION IN
TURBO-MACHINERY

Andreas H. von Flotow, assignor to Hood Technology Corporation
19 August 2003„Class 416Õ229 R…; filed 31 January 2002

A scheme to reduce high-order mode vibration in turbine blades con-
sists of a pocket machined into the blade near the tip. A metal insert in this
pocket forms the aerodynamic surface of the blade. In response to blade
vibration, frictional losses induced by relative motion of the metal insert
provide damping.—KPS

6,796,408

43.40.Tm METHOD FOR VIBRATION DAMPING
USING SUPERELASTIC ALLOYS

Yang Sherwin and Donald G. Ulmer, assignors to The Boeing
Company

28 September 2004„Class 188Õ378…; filed 13 September 2002

Superelastic, or shape memory alloys, can be deformed repeatedly at
high strain levels and still return to their original shapes without accumulat-
ing classical fatigue damage. As the load on such an alloy is reversed,
considerable energy dissipation occurs as the result of the fully reversible
martensitic phase transformation in the alloy. The present patent addresses
the use of shape memory alloys for damping of vibrations of such compo-
nents as turbine blades. Structural dynamic analyses are to be carried out in
order to identify areas of high vibratory stress and thermal analyses are to be
performed in order to determine the approximate maximum operating tem-
peratures in these areas. The idea is then to dispose a suitably selected alloy
in these areas.—EEU

6,799,642

43.40.Tm VIBRATION DAMPER BETWEEN TWO
COMPONENTS

Gunter Wolf et al., assignors to Andreas Stihl AG & Company
5 October 2004„Class 173Õ162.2…; filed in Germany

7 February 2001

This patent pertains to a spring-type isolation system to be placed
between the housing of a motor-driven chain saw and a handle thereof. In
order to permit the saw to be guided by its operator in the event that the
spring breaks, a restraint device is provided in mechanical parallel with the
spring, but arranged so that it normally does not short-circuit the spring.—
EEU

6,802,405

43.40.Tm FRICTION VIBRATION DAMPER

Carl L. Barcock and Geoffrey R. Tomlinson, assignors to Rolls-
Royce plc

12 October 2004„Class 188Õ268…; filed in the United Kingdom
3 March 2001

This damper is intended to be attached to an engine or machining tool
whose vibrations in the vicinity of 10 Hz are to be suppressed. The damper
consists of one or more chambers whose volumes are about 95% filled with
small particles, which may be spherical with diameters of at least two dis-
crete sizes in the range of 0.1 to 5.0 mm, or elongated, or disc shaped. The
chambers are shaped or provided with baffles so that the particles are pre-
vented from moving in convection like flow patterns.—EEU

6,805,053

43.40.Tm METHOD AND DEVICE FOR
SUPPRESSING VIBRATIONS IN A PRINTING
PRESS

Christopher Berti et al., assignors to Heidelberger
Druckmaschinen AG

19 October 2004„Class 101Õ480…; filed in Germany
20 November 2001

This patent in essence describes single-degree-of-freedom dynamic ab-
sorbers whose natural frequencies are automatically tuned to the rotational
speeds of selected rollers. A typical torsional absorber consists of a disc
mounted at the end of a cantilevered shaft, whose effective length is varied
by means of an actuator. The actuator is activated via a controller signal,
determined on the basis of the measured printing press rotational speed.—
EEU

6,807,863

43.40.Tm VIBRATION PICKUP COMPRISING A
PRESSURE SLEEVE

Hartmut Brammer, assignor to Robert Bosch GmbH
26 October 2004„Class 73Õ702…; filed in Germany

15 December 1999

This patent describes a configuration of an engine knock sensor that
can be mounted so as to make secure contact with the vibrating engine. The
sensor elements are essentially ring shaped and disposed around a central
tubular sleeve, through which a mounting bolt can be placed. The sensor’s
surface that is to be in contact with the engine has a concave shape to ensure
good contact with the engine surface.—EEU

6,814,548

43.40.Tm MULTIPLE PISTON ENGINE WITH
VIBRATION REDUCING PROPERTIES

Michel Sagnet, assignor to Peugeot Citroen Automobiles S.A.
9 November 2004„Class 417Õ273…; filed in France

17 December 1999

This patent relates not to engines and not primarily to vibration reduc-
tion, but generally to multipiston pumps and compressors and to their noise
reduction. Whereas prior designs achieve noise reduction by arranging the
cylinders with angular offsets between their operating cycles, the present
patent describes cylinder arrangements that result in different fundamental
frequencies for the different cylinders, thus spreading the spectrum of the
total generated noise. Different cylinder natural frequencies are achieved by
arranging the different pistons to displace different volumes.—EEU

6,806,667

43.40.Vn CONTROL UNIT AND CONTROL METHOD
FOR CONTROLLING VIBRATION OF AN
ELECTRIC VEHICLE

Shoichi Sasaki and Yoshiaki Ito, assignors to Toyota Jidosha
Kabushiki Kaisha

19 October 2004„Class 318Õ432…; filed 23 May 2003

This patent is asserted to be applicable to hybrid vehicles that are
driven by a combination of an internal combustion engine and an electric
motor. The speed of the electric motor and the speeds of the drive wheel are
sensed and the corresponding signals are fed to a controller. The latter pro-
vides a torque compensation signal to the electric motor. Several control
algorithms are presented, said to require a relatively small amount of
computation.—EEU
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6,591,939

43.50.Gf MARINE ENGINE SILENCER

Joseph I. Smullin and Matthew E. Denis, assignors to Smullin
Corporation

15 July 2003„Class 181Õ260…; filed 27 April 2001

A muffler for a marine engine includes a chamber that separates the
exhaust gas from the cooling water with which it has been mixed. The

gas/water mixture enters through pipe189and flows upwards through tubes
175which swirl the mixture within the separation chamber. The water mix-
ture exits through109 and the gas through107.—KPS

6,595,319

43.50.Gf MUFFLER

Ronald G. Huff, Westlake, Ohio
22 July 2003„Class 181Õ250…; filed 30 October 2001

An automobile muffler is described which consists of straight pipe67
and a side branch resonator. The half-wavelength resonator is open at both

ends. In order to achieve a compact arrangement, the side branch length is
folded back on itself. Several alternative geometrical arrangements are
described.—KPS

6,619,276

43.50.Gf POSITIVE CRANKCASE VENTILATION
ORIFICE MUFFLER

Alan S. Miller and David Thomas Hanner, assignors to General
Motors Corporation

16 September 2003„Class 123Õ572…; filed 28 August 2002

Reduction of noise generated by flow through a positive crankcase
ventilation system~PCV! of an automobile is described. The design consists
of a cylindrical body24 with a single output orifice30 and two inlet orifices

32 and34. The two inlet orifices have slightly different diameters designed
to create ‘‘destructive wave interferences’’ resulting in a 10-dB reduction in
sound level at high frequencies.—KPS

6,622,482

43.50.Gf COMBINED CATALYTIC MUFFLER

Glenn Knight and Nils Rodeblad, assignors to Environmental
Control Corporation

23 September 2003„Class 60Õ299…; filed 27 June 2001

A muffler intended for small engines such as those found in lawnmow

ers incorporates a catalytic converter. Arrangements based on cylindrical
~see figure! and rectangular geometries are described.—KPS

6,644,061

43.50.Gf SOUND MUFFLING DEVICE FOR AN AIR
CONDITIONING UNIT

Joseph W. Woolfson, Brooklyn, New York
11 November 2003„Class 62Õ296…; filed 2 August 2002

A device for reducing the sound of water droplets falling onto the
upper surface of a window or wall-mounted air conditioning unit consists of
several screens mounted parallel to one another and located just above the
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upper surface of the unit. The first, upper, screen has a course mesh, the one
below it has finer mesh, and the last one is finer still. Materials such as
plastic, metal wire, and nylon screen are recommended and various mount-
ing arrangements are described.—KPS

6,644,437

43.50.Gf VEHICLE EXHAUST WITH LENGTH-
EQUALIZING MUFFLER

Alan William Hayman, assignor to General Motors Corporation
11 November 2003„Class 181Õ268…; filed 2 August 2002

Transverse mounted V-6 and V-8 engines may have exhaust systems
with dual exhaust pipes leading from front and rear cylinder banks of the
engine to a single muffler. The resultant unequal lengths of pipe lead to a
‘‘raspy’’ exhaust sound quality. A muffler is designed such that it has two
internal inlet pipes that have lengths differing by an amount equal to the
length difference between the exhaust pipes from the engine, thus achieving
approximately overall equal lengths. An additional feature of this muffler
design is a valve that is activated by the exhaust pressure, thus achieving
dual flow paths and raising the back pressure at low exhaust flow rates.—
KPS

6,648,628

43.50.Gf GAS FLOW MUFFLING DEVICE

Scott F. Eiklor, Paoli, Indiana
18 November 2003„Class 431Õ114…; filed 5 March 2001

Sound generated by burning gas in appliances such as gas logs is
reduced by inserting device10 into the inlet of pipe18 into which the gas
flows. This insert consists of a braided metallic element made from bronze
surrounded by a braided fibrous element made of fiberglass. The gas flows

through small orifices formed by the braided insert before flowing through
the larger orifices34 where the gas is burned. It is speculated that the
reduction in sound is brought about through a change from laminar to tur-
bulent flow induced by the smaller, upstream orifices.—KPS

6,804,513

43.50.Jh NOISE MONITORING SYSTEM

Tsunehiro Okuya et al., assignors to Honda Giken Kogyo
Kabushiki Kaisha

12 October 2004„Class 455Õ423…; filed in Japan 20 December 2000

The inventors want to monitor vehicle noise and transmit it via radio
when it exceeds a threshold. The whole concept is obvious ‘‘to those skilled
in the art.’’—MK

6,626,216

43.50.Lj PNEUMATIC TIRE HAVING HOLLOW
PARTICLES IN BASE RUBBER

Akira Minagoshi, assignor to Nokia Corporation
30 September 2003„Class 152Õ209.4…; filed in Japan 29 June 2000

A method to reduce noise inside a vehicle due to tire-road interaction
is described. A tire consists of cap rubber2A, which contacts the road
surface, attached to a layer of base rubber2B. Hollow particles, of diameter

40–200mm, are mixed in the base rubber and have a volume fraction of 5%
to 20%. Details regarding the effects of material selection, particle diameter,
and volume fraction on road handling ability and road noise are provided.—
KPS

6,600,408

43.50.Lj SOUND TRANSMISSION DEVICE FOR A
MOTOR VEHICLE

Norbert Walter et al., assignors to Mahle Filtersysteme GmbH;
Bayerische Motorenwerke Aktiengesellschaft

29 July 2003„Class 340Õ384.1…; filed in Germany 14 May 1999

A device that is designed to introduce engine noise into the passenger
compartment of a car is composed of tube18 connected to air intake1 and
to chamber26, thus forming a Helmholtz resonator. A flexible diaphragm27
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forms an airtight seal. Appropriate choices of geometrical sizes, as well as
damping provided by foam30, enable suitably high sound levels to be
transmitted through the engine firewall with no need for penetrations.—KPS

6,612,106

43.50.Nm SEGMENTED MIXING DEVICE HAVING
CHEVRONS FOR EXHAUST NOISE
REDUCTION IN JET ENGINES

Ronald L. Balzer, assignor to The Boeing Company
2 September 2003„Class 60Õ204…; filed 30 March 2001

Jet noise from commercial aircraft may be reduced by means of ser-
rated trailing edges on the exhaust nozzles of both the combustor and by-
pass ducts. In contrast to other designs, this one utilizes rounded rather than
sharp serrations. This is said to minimize the generation of unwanted high-
frequency noise while improving the desired low-frequency attenuation.—
KPS

6,615,576

43.50.Nm TORTUOUS PATH QUIET EXHAUST
EDUCTOR SYSTEM

Yogendra Y. Sheoranet al., assignors to Honeywell International
Incorporated

9 September 2003„Class 60Õ39.5…; filed 21 January 2002

Reduction of noise radiated from auxiliary power units commonly
found on commercial jet aircraft is achieved via several means. Line-of-

sight from the combustor is blocked, eductor mixing duct230 and exhaust
duct 232 are acoustically treated in the baffled sidewall, and a multi-lobed
suppressor is provided at the exhaust exit.—KPS

6,805,633

43.55.Pe GAMING MACHINE WITH AUTOMATIC
SOUND LEVEL ADJUSTMENT AND METHOD
THEREFOR

Marvin Arthur Hein, Jr. et al., assignors to Bally Gaming,
Incorporated

19 October 2004„Class 463Õ35…; filed 7 August 2002

A system and method are described for automatically adjusting the
sound volume of a gaming machine to an appropriate level based on the
ambient noise level. The gaming machine may implement an open-loop
control algorithm when the machine’s sound output is inactive as deter-
mined, e.g., by software, or by analyzing samples from a soundboard. A
closed-loop control algorithm may be implemented while the gaming ma-
chine is active. Alternatively, the machine may implement only an open-
loop algorithm that provides volume adjustment only when the machine’s
sound output is inactive, in which case the adjusted volume is maintained
through an active period, then adjusted again during the next inactive period.
A saturation back-off feature prevents the sound level of the gaming ma-
chine from escalating to a maximum, saturation level.—DRR

6,815,044

43.55.Ti MULTILAYER PANEL WITH AN IMPROVED
NOISE DAMPING

Klaus Boock, assignor to Airbus Deutschland GmbH
9 November 2004„Class 428Õ172…; filed in Germany 15 July 2002

The slots in the core section of this multilayer panel are cut in a curved
layout, rather than in typical parallel rows. Also, the depth of the slots varies
along their length. In this manner, the panel, which might be used as a cabin
divider for a vehicle, has improved transmission loss properties.—CJR

6,796,671

43.58.Wc CONTACT ACTIVATED SOUND AND
LIGHT GENERATING NOVELTY FOOD
CONTAINERS

Elliot A. Rudell et al., assignors to Rudell Design
28 September 2004„Class 362Õ101…; filed 21 May 2003

Starting from the fundamental concept of using two electrodes and a
conducting comestible, the inventors propose all numbers of different con-
tainers that generate light and/or sound.—MK

6,809,634

43.58.Wc BUZZER-DRIVING APPARATUS

Hideaki Uemura and Kenji Wakana, assignors to Sumitomo
Wiring Systems, Limited

26 October 2004„Class 340Õ384.73…; filed in Japan 25 April 2001

It is well known that any electromechanical device, including buzzers,
can be connected to the output of a microcomputer. So, it is not surprising
that a single-bit output can control the pitch of a buzzer through its duty
cycle, is it? Apparently the authors disagree.—MK
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6,798,369

43.58.Wc PRECISION, WIDE BAND PULSE WIDTH
MODULATOR FOR DIGITAL TO ANALOG
CONVERSION

Charles F. Weber, assignor to Visteon Global Technologies,
Incorporated

28 September 2004„Class 341Õ144…; filed 8 August 2003

Designed for the automotive electronics market, the sound conversion
circuit has pulse width modulators23–26 ~internal to microprocessor19!.

These are summed at node32 and simply filtered as shown. Simple, crude,
but effective.—MK

6,813,363

43.66.Ts PROCEDURE FOR SETTING A HEARING
AID, AND HEARING AID

Andi Vonlanthen, assignor to Phonak AG
2 November 2004„Class 381Õ313…; filed in the World IPO

14 October 1999

Each microphone of a two-microphone directional system used in a
hearing aid is normally designated to be a front or rear microphone. The
outputs of the microphones connecting to the signal processor in the direc-
tional system must be configured to have the axis of directionality pointing
forward whether the hearing aid is worn in the left or right ear. A switching

network is implemented under fitting software control to adjust the effective
position of the microphones for use in either left or right hearing aids, thus
enabling a single universal microphone configuration to be manufactured.—
DAP

6,813,364

43.66.Ts ELECTRIC ÕACOUSTIC TRANSDUCER
MODULE, IN-EAR HEARING AID
AND METHOD FOR MANUFACTURING
AN IN-EAR HEARING AID

Andi Vonlanthen, assignor to Phonak AG
2 November 2004„Class 381Õ322…; filed in the World IPO

16 June 1999

A resilient transducer isolator system is described for keeping the loud-
speaker floating, preventing it from touching the hearing aid housing. Low-
frequency response is enhanced by additional ports to the isolator gap from
behind the diaphragm of the loudspeaker. The system permits automatic

insertion of the transducer module into the hearing aid housing. An acous-
tically transparent membrane prevents debris from obstructing the hearing
aid output and also helps to acoustically seal the transducer output from the
rest of the hearing aid.—DAP

6,815,434

43.66.Vt METHODS FOR TREATING HEARING
LOSS

Jonathan Kil and Eric D. Lynch, assignors to Sound
Pharmaceuticals Incorporated

9 November 2004„Class 514Õ58…; filed 3 January 2003

Each of the methods described in the patent document consists of the
step of administering to a subject an amount of an otoprotectant composition
reportedly able to ameliorate hearing loss. In some embodiments, the oto-
protective composition consists of a pharmaceutically effective amount of at
least one glutathione peroxidase mimic~i.e., a composition comprising
enselen!. In some embodiments, among others, the otoprotective composi-
tion consists of a supposedly pharmaceutically effective amount of~a! at
least one glutathione peroxidase mimic and~b! at least one glutathione or
glutathione precursor~e.g., a composition comprising allopurinol and
N-acetyl-cysteine!.—DRR

6,768,803

43.72.Ew METHOD AND APPARATUS FOR
SELECTIVE ACOUSTIC SIGNAL FILTERING

Gilles Duhamel, assignor to Sonomax Hearing Healthcare
Incorporated

27 July 2004„Class 381Õ372…; filed 20 March 2000

Diaphragm112 is excited by sound entering enclosure100 through
port 102 from sound source124. Magnet114 is attached to diaphragm112.
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Passive and/or active components in load110 and connected through elec-
trical port 106 can shape the response of induction coil116 which in turn
couples to112 through114. Thus, the sound emanating from acoustic port
104can be further modified from that of the original. Since items100, 102,
104, and 116 are present in many hearing aids, the patent describes an
additional measure of frequency response modification that can be added to
the aid.—NAS

6,813,490

43.72.Ew MOBILE STATION WITH AUDIO SIGNAL
ADAPTATION TO HEARING CHARACTERISTICS
OF THE USER

Heikki Lang et al., assignors to Nokia Corporation
2 November 2004„Class 455Õ414.1…; filed 17 December 1999

The real novelty proposed in this patent is a system that is promised to
custom enhance a speech signal for the benefit of a user whose audiometric
profile ~or some set of parameters specifying individual hearing ability! is
known. The authors propose to make speech more intelligible by transpos-
ing the spectrum of sounds to a frequency range that can be heard by the
user, while keeping the essential frequency relations among formants intact.
To those well-versed in the art, such a proposal is recognizable as a likely
pipe dream and, as is typical of such, the patent fails to provide any imple-
mentable~or even meaningful! indication of just how such a miraculous
speech frequency transposition is to be accomplished. The patent spends a
great deal of space detailing how such a system could be integrated into a
mobile user station, relegating the all-important modification of the speech
signal to a black box in the diagrams. The best that can be said here is that
certainly the goal of the patented novelty is a laudable one. It is surprising
that an unattained goal has been patented.—SAF

6,810,378

43.72.Ja METHOD AND APPARATUS FOR
CONTROLLING A SPEECH SYNTHESIS SYSTEM
TO PROVIDE MULTIPLE STYLES OF
SPEECH

Gregory P. Kochanski and Chi-Lin Shih, assignors to Lucent
Technologies Incorporated

26 October 2004„Class 704Õ258…; filed 24 September 2001

Explicitly based on the methods employed by human mimics of the
speech of other humans, this patent describes a system using a database of
templates controlling patterns of fundamental frequency, amplitude charac-
teristics, etc. The method selects templates matching the characteristics of a
particular speaker and uses these templates to generate synthesized speech
mimicking the speaker. Some of the relevant information is incorporated
into the patent by reference to another patent application, which at present
does not appear in patent databases.—HRJ

6,813,604

43.72.Ja METHODS AND APPARATUS FOR
SPEAKER SPECIFIC DURATIONAL ADAPTATION

Chi-Lin Shih and Jan Pieter Hendrik van Santen, assignors to
Lucent Technologies Incorporated

2 November 2004„Class 704Õ260…; filed 13 November 2000

The durational patterns of different people’s speech can vary in non-
uniform ways—different speakers will have different durations for different
speech sounds, and vary these durations to a different extent depending on
speech rate, sentence structure, etc. This patent describes a method for de-
termining an individual’s durational characteristics for different sounds,
modeling those characteristics, and adapting a text-to-speech system’s dura-
tion patterns to follow an individual speaker’s model.—HRJ

6,772,116

43.72.Ne METHOD OF DECODING TELEGRAPHIC
SPEECH

James R. Lewis, assignor to International Business Machines
Corporation

3 August 2004„Class 704Õ231…; filed 27 March 2001

Decoding telegraphic speech such as newspaper headlines requires dif-
ferent speech recognition techniques than conventional methods used to
recognize speech that contains closed class words such as ‘‘a’’ or ‘‘the.’’

Described is a method for selectively applying telegraphic language models
to user-spoken utterances in order to improve decoding accuracy.—DAP

6,778,640

43.72.Ne NETWORK AND METHOD FOR
PROVIDING A USER INTERFACE FOR A
SIMULTANEOUS RING TELECOMMUNICATIONS
SERVICE WITH AUTOMATIC SPEECH
RECOGNITION CAPABILITY

Zeeman Zhang and Joseph Knoerle, assignors to BellSouth
Intellectual Property Corporation

17 August 2004„Class 379Õ88.01…; filed 9 August 2000

A speech recognition system allows telecommunications users to uti-
lize advanced calling features by speaking predetermined voice commands
over either landline or wireless telephones rather than having to dial numeri-
cal codes. A switch detects triggering events and routes the communications
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to an intelligent resource server that contains speech recognition capability
and an enunciation module that produces audible prompts and responses.—
DAP

6,778,641

43.72.Ne TELEPHONE INDEPENDENT PROVISION
OF SPEECH RECOGNITION DURING DIAL
TONE AND SUBSEQUENT CALL PROGRESS
STATES

Paul Andrew Erb, assignor to Mitel Knowledge Corporation
17 August 2004„Class 379Õ88.01…; filed in the United Kingdom

13 September 2000

A speech recognition engine resource is allocated automatically during
calls from telephone device users with no additional intervention by the
user.—DAP

6,785,654

43.72.Ne DISTRIBUTED SPEECH RECOGNITION
SYSTEM WITH SPEECH RECOGNITION
ENGINES OFFERING MULTIPLE FUNCTIONALITIES

James Cyr et al., assignors to Dictaphone Corporation
31 August 2004„Class 704Õ270.1…; filed 30 November 2001

Processed speech inputs are stored until they are forwarded to one of
several speech recognition engines. There are several servers performing
different functions in each speech recognition engine, each of which can be
activated when needed or deactivated when not in use. As more users are
added, the distributed system is said to provide more optimal performance
as the load increases as compared to a central processing facility.—DAP

6,813,606

43.72.Ne CLIENT-SERVER SPEECH PROCESSING
SYSTEM, APPARATUS, METHOD, AND
STORAGE MEDIUM

Teruhiko Ueyama et al., assignors to Canon Kabushiki Kaisha
2 November 2004„Class 704Õ270.1…; filed in Japan 24 May 2000

To minimize the amount of data transfer between a client and a server,
speech parameters are compression-encoded before transfer to the server.

After 25-dimensional speech parameters are produced by an acoustic analy-
sis, they are quantized and encoded into compressed parameters at four bits
per dimension per frame.—DAP

6,435,933

43.75.Ef GAME CALL APPARATUS

Robert E. Browne, Sharon, Tennessee
20 August 2002„Class 446Õ207…; filed 20 November 2001

This well written disclosure illustrates how a capped reed~ala Krum-
horn! can be used as a duck or goose call. Standard modern woodworking

construction is used throughout: o-rings, acrylic bodies, and plastic
reeds.—MK

6,791,022

43.75.Gh STRINGED MUSICAL INSTRUMENT

Philip Shepard Green, Palo Alto, California
14 September 2004„Class 84Õ731…; filed 25 February 2002

Travelling with a guitar can be inconvenient. This invention is a por-
table, decomposable electric guitar. As shown in the figure, note how the
body is shaped like an acoustic body. The support arm20 allows the sides
10 and 15 to be connected. The connecting rod30 is not connected to a
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piston but adds stiffness. The fretboard and string tensioners are affixed via
280. Lacking a body resonance, the sound must be electronically
processed.—MK

6,800,797

43.75.Gh METHOD AND APPARATUS FOR
PRODUCING ACOUSTICAL GUITAR SOUNDS
USING AN ELECTRIC GUITAR

Henry Martin Steiger III, Phoenix, Arizona
5 October 2004„Class 84Õ267…; filed 15 February 2002

Once again, we see an electric guitar trying to masquerade as an
acoustic guitar. The inventor wants to use the hollow body to supply body

resonance but it’s filled with the mechanical strummer18 and loudspeakers
40. Note the use of a keyboard31 rather than frets.—MK

6,806,413

43.75.Wx OSCILLATOR PROVIDING WAVEFORM
HAVING DYNAMICALLY CONTINUOUSLY
VARIABLE WAVESHAPE

Robert Chidlaw and Ralph Muha, assignors to Young Chang Akki
Company, Limited

19 October 2004„Class 84Õ660…; filed 31 July 2002

In subtractive synthesis, a spectrally rich signal is filtered to provide a

palette of interesting timbres. The proposed generator isy5x3(12xn). As
shown in the figure, this can be done via table lookup.—MK

6,809,673

43.75.Yy MULTI-CHANNEL CIRCUIT WITH
CURRENT STEERING DIGITAL TO ANALOGUE
CONVERTERS WITH MINIMIZED CROSSTALK

Anthony Scanlan and John Patrick Purcell, assignors to Analog
Devices, Incorporated

26 October 2004„Class 341Õ144…; filed 10 October 2002

To isolate the current switches in a digital-to-analog converter, it is
‘‘standard operating procedure’’ to provide external pins for decoupling ca-
pacitors ~providing on-chip capacitors would be prohibitively expensive!.
The inventors present an alternative—the use of cascode switches connected
to the power rails. The gate capacitance will provide some feedthrough but
this is not analyzed or discussed.—MK

6,796,943

43.80.Qf ULTRASONIC MEDICAL SYSTEM

Takashi Mochizuki, assignor to Aloka Company, Limited
28 September 2004„Class 600Õ437…; filed in Japan 27 March 2002

The intent of this ultrasonic system is to locate tumors so that they can
be treated by radiation in an accurate fashion. The ultrasonic diagnostic
apparatus12 sends echo data to a host controller20. In the host controller,
a probe coordinate operation unit computes the coordinates of 3-D probe10

SOUNDINGS

1706 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Reviews of Acoustical Patents



using x-ray source18 as a reference position. A tissue coordinate operation
unit computes the coordinates of tumor30 using the probe as a reference
origin. The tumor coordinates are relayed to the x-ray irradiation unit78, so
that the tumor is targeted and irradiated.—DRR

6,802,813

43.80.Qf METHODS AND APPARATUS FOR
MONITORING AND QUANTIFYING THE MOVEMENT
OF FLUID

Ernest G. Schutt, San Diego, California
12 October 2004„Class 600Õ454…; filed 23 May 2003

A methodology is ostensibly to be provided for monitoring and quan-
tifying the movement of fluid in a target region. Generally, an imaging agent
is introduced into a target region through fluid flow. The imaging agent in
the target region is then disrupted using appropriate methods, such as the
application of ultrasonic energy. As fluid flow brings undisrupted imaging
agent into the target region, the rate of accumulation is monitored and quan-
tified, thereby providing the exchange rate and flow rate of the fluid in the
target region. This method is said to be useful for medical applications such
as determining the flow rate of blood in an organ or tissue.—DRR

6,810,287

43.80.Qf IMPLANTABLE CARDIAC DISEASE
MANAGEMENT DEVICE WITH TRIGGER-STORED
POLYSOMNOGRAM AND PHONOCARDIOGRAM

Qingsheng Zhuet al., assignors to Cardiac Pacemakers,
Incorporated

26 October 2004„Class 607Õ17…; filed 3 December 2001

The device consists of a body-implantable cardiac rhythm manage-
ment device~CRMD! that has the capability of recording polysomnogram
~PSG! data and/or phonocardiogram~i.e., heart sound! data upon the detec-
tion of preprogrammed conditions or events. The phonosomnograms can be

obtained from a sensor of the type used in minute ventilation-based, rate-
adaptive pacemakers. The phonocardiogram data is obtained from an accel-
erometer transducer or other type of sensor capable of detecting heart
sounds.—DRR

6,805,128

43.80.Sh APPARATUS AND METHOD FOR
ABLATING TISSUE

Benjamin Plesset al., assignors to Epicor Medical, Incorporated
19 October 2004„Class 128Õ898…; filed 12 July 2000

We have here a system that is intended for the diagnosis and treatment
of electrophysiological diseases, more specifically, for epicardial mapping
and ablation for the treatment of arterial fibrillation. A control system alters
one or more characteristics of an ablating element to ablate tissue. In one
embodiment, the control system delivers energy nearer to the tissue surface

by changing the frequency or power. In another embodiment, the ablating
element delivers focused ultrasound that is focused in at least one dimen-
sion. The ablating device may also have a number of ablating elements with
different characteristics, such as focal length.—DRR

6,814,702

43.80.Sh APPARATUS FOR MEASURING
HEMODYNAMIC PARAMETERS

Richard T. Redano, assignor to Neutrino Development
Corporation

9 November 2004„Class 600Õ454…; filed 27 April 2002

Apparently intended as an alternative to Viagra, this device is aimed at
treating vasculogenic erectile dysfunctionality that results from inadequate
blood flow into the penis. The first step of the method is coupling an ultra-
sound source to the target. The ultrasound source is coupled to a lesion-free
region of the penile outer surface. The second step of the method is trans-
mitting untrasound energy into the corpora cavernosum at a sufficient fre-
quency and intensity to increase hemodynamic flow. The frequency applied
is a function of the depth of desired penetration into the corpora
cavernosum.—DRR
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6,808,494

43.80.Vj TRANSMIT CIRCUIT FOR IMAGING WITH
ULTRASOUND

Lazar A. Shifrin, assignor to Siemens Medical Solutions USA,
Incorporated

26 October 2004„Class 600Õ437…; filed 10 February 2003

This circuit consists of a digital-to-analog converter with differential

outputs, current splitters, difference amplifiers, and a push-pull output
amplifier.—RCW

6,808,495

43.80.Vj ULTRASONIC CELLULAR TISSUE
SCREENING TOOL

Kevin M. Kelly et al., assignors to Sonocine, Incorporated
26 October 2004„Class 600Õ443…; filed 23 December 2002

An ultrasound probe is moved across a region of tissue to produce
sequential, closely spaced images. The linear position and angular orienta-

tion of the probe are monitored and controlled during the movement. The
images and the position and orientation data are recorded for manipulation
and display.—RCW

6,811,766

43.80.Vj ULTRASOUND IMAGING WITH CONTRAST
AGENT TARGETED TO MICROVASCULATURE
AND A VASODILATOR DRUG

Morten Eriksen et al., assignors to Amersham Health AS
2 November 2004„Class 424Õ9.52…; filed in the United Kingdom

21 October 1997

A combination of an ultrasound contrast agent and a vasodilator drug
is used. The contrast agent accumulates in concentrations related to the
regional rate of tissue perfusion. The vasodilator drug enhances the differ-
ence between normally perfused and underperfused tissue.—RCW

6,814,701

43.80.Vj METHOD AND APPARATUS FOR
ULTRASOUND DIAGNOSTIC IMAGING

Tadashi Tamura, assignor to Aloka Company, Limited
9 November 2004„Class 600Õ443…; filed 16 April 2003

Speckle noise in ultrasound images is reduced by forming overlapping
sector images from different apexes and combining the images to produce a
compound image.—RCW
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An artificial neural network approach for predicting
architectural speech security (L)

Jingfeng Xu
School of Architecture, Design Science and Planning, University of Sydney, NSW 2006, Australia

John S. Bradley and Bradford N. Gover
Institute for Research in Construction, National Research Council, 1200 Montreal Road, Ottawa,
Ontario KIA 0R6, Canada

~Received 26 August 2004; revised 6 January 2005; accepted 6 January 2005!

Signal-to-noise type measures have been developed for predicting architectural speech privacy and
speech security, which is required to accurately rate the probability of a listener outside a room
being able to overhear conversations from within the room. However, these measures may not be
ideal for speech security situations. In the present work, an approach that uses the artificial neural
networks to directly represent the functional relationship between the octave band~250 Hz–8 kHz!
S/N ratios and the speech intelligibility score and security thresholds has been investigated. The
artificial neural network approach provides a direct and accurate method for predicting the speech
intelligibility score and security thresholds. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1862092#

PACS numbers: 43.55.Hy, 43.71.Gv, 43.60.Lq@NX# Pages: 1709–1712

I. INTRODUCTION

Speech security can be described on three different lev-
els. The first level would be when only a very small percent-
age or none of the overheard words is intelligible. The sec-
ond level is when no words are intelligible and it is often still
possible to recognize the cadence or rhythm of the speech.
Finally, the highest level of speech security would be when
all speech sounds from the adjacent space are completely
inaudible.1 Speech privacy and speech security have been
related to signal-to-noise~S/N! type measures, where the sig-
nal is the speech from the adjacent space. The simplest mea-
sure is the difference of A-weighted speech and noise levels.
More sophisticated measures such as the Articulation Index
~AI ! ~Ref. 2! and its more recent replacement, the Speech
Intelligibility Index ~SII!,3 are known to be better related to
speech intelligibility within rooms. However, Gover and
Bradley1 have shown that SII and AI cannot be used to de-
scribe conditions for high levels of speech security which
would correspond to acoustical conditions below SII50,
where SII is not defined. The difference in A-weighted levels
is not limited in this way but it is much less accurately re-
lated to intelligibility scores. A more successful measure is
the SII-weighted S/N ratio, which is a weighted sum of one-
third-octave-band S/N ratios using the same frequency
weightings as the SII measure. Although the SII-weighted

S/N ratio predicts the intelligibility score and threshold rea-
sonably well, the S/N loudness ratio provides a more accu-
rate estimation of the thresholds of cadence and audibility.1

In the present work, an approach that uses the artificial
neural networks~ANNs! to directly represent the functional
relationship between the octave band~250 Hz–8 kHz! S/N
ratios and the speech intelligibility score and security thresh-
olds has been investigated. The objectives of the ANNs are
to predict~a! the speech intelligibility score, namely the per-
centage of words correctly identified by each individual;~b!
the intelligibility threshold, namely the percentage of listen-
ers able to correctly identify at least one word;~c! the ca-

TABLE I. Ranges of input variables.

Input variables

Range of input variables
for predicting the

intelligibility scores and
the intelligibility threshold

Range of input
variables for predicting

the cadence threshold and
the audibility threshold

Minimum
dB

Maximum
dB

Minimum
dB

Maximum
dB

S/N Ratio at 250 Hz 234.8 6.2 234.8 28.3
S/N Ratio at 500 Hz 230.2 13.1 230.2 22.3
S/N Ratio at 1 kHz 232.7 1.3 232.7 215.7
S/N Ratio at 2 kHz 228.2 7.1 228.2 21.8
S/N Ratio at 4 kHz 227.4 10.0 221.8 0.5
S/N Ratio at 8 kHz 223.2 8.7 216.6 26.3
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dence threshold, namely the percentage of listeners able to
detect the cadence of the speech; and~d! the audibility
threshold, namely the percentage of listeners able to hear the
presence of the speech.

The ANN approach provides a direct and accurate
method for predicting the speech intelligibility score and se-
curity thresholds. ANNs are inherently capable of represent-
ing nonlinear systems. They learn from historical data and
model input–output functional relationships. The history and
theory of ANNs, their advantages and shortcomings in appli-
cations, and their future utility have been presented
elsewhere4–6 and will not be presented here. A brief over-
view of how ANNs operate is presented by Nannariello
et al.7 and Li et al.8

II. DATABASE FOR ANN MODELS

Two speech intelligibility and security experiments were
carried out by Gover and Bradley1 at the Institute for Re-
search in Construction~IRC!, National Research Council
Canada~CNRC!. In the first intelligibility experiment~intel-
ligibility scores and the intelligibility threshold!, 36 subjects
each listened to 340 test sentences. Subjects were then di-
vided into two groups, 19 ‘‘better’’ subjects and 17 ‘‘worse’’
subjects, in accordance with their mean intelligibility scores
across all 340 sentences. A follow-up experiment intended to
determine not only the intelligibility score and the intelligi-
bility threshold but also the thresholds of cadence of the
speech and audibility of any speech sounds. In this second
experiment the 19 better subjects from the first experiment
each listened to 160 sentences. Details of these two experi-
ments are presented by Gover and Bradley.1

The results of 19 better subjects in the above two experi-
ments constitute the database for the ANN models in the
present work. The 9500@193~3401160!# individual intelli-
gibility score test cases were used as the database for pre-
dicting the intelligibility score. Of the 9500 cases, 7600 were
used for training, 950 for verification, and 950 for testing. All
the sentences in the first and second experiments,viz., 500
~3401160! sentences~cases!, were used as the database for
predicting the intelligibility threshold. Of the 500 cases, 310
were used for training, 95 for verification, and 95 for testing.
For predicting the cadence threshold and the audibility
threshold, the 160 sentences~cases! in the second experiment
were used as the database. Of the 160 cases, 128 were used
for training, 16 for verification, and 16 for testing.

III. INPUTS AND OUTPUTS OF ANN MODELS

The inputs of the ANN models for all four prediction
situations are the octave band~250 Hz–8 kHz! S/N ratios,
that is to say, the difference in the transmitted speech level
and the background noise level at each octave frequency
band from 250 Hz to 8 kHz. The range of the input variables
for predicting the intelligibility score and the intelligibility
threshold when considering both experiments is different
from that for predicting the audibility and the cadence
thresholds when accounting for only the second experiment.
Table I provides the range of each input variable of the four
ANN models. The outputs of the ANN models are the intel-
ligibility score, the intelligibility threshold, the cadence
threshold, and the audibility threshold, and are within the
range of 0%–100%.

FIG. 1. Illustration of a three-layer feed-forward artificial neural network.

TABLE II. Shift and scale factors to inputs of each ANN model.

Input variables

ANN model for
predicting intelligibility

scores
ANN model for predicting

intelligibility threshold

ANN model for
predicting cadence

threshold

ANN model for
predicting audibility

threshold

Shift Scale Shift Scale Shift Scale Shift Scale

S/N Ratio at 250 Hz 0.8478 0.0244 0.8561 0.0251 1.3117 0.0377 1.3117 0.0377
S/N Ratio at 500 Hz 0.6984 0.0231 0.6984 0.0231 1.0840 0.0363 1.0953 0.0362
S/N Ratio at 1 kHz 0.9629 0.0295 0.9748 0.0298 1.9676 0.0605 1.9299 0.0590
S/N Ratio at 2 kHz 0.7990 0.0284 0.7990 0.0284 1.1847 0.0421 1.0704 0.0382
S/N Ratio at 4 kHz 0.7333 0.0268 0.7333 0.0268 0.9791 0.0450 1.0969 0.0503
S/N Ratio at 8 kHz 0.7276 0.0314 0.7254 0.0316 1.6072 0.0968 1.6063 0.0966
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IV. ARCHITECTURE OF ANN MODELS AND
PROCEDURES OF ANN ANALYSIS

Figure 1 illustrates the three-layer feed-forward ANN
architecture applied in the present work. One hidden neuron
layer, with three hidden neurons, was used. The ANN analy-
sis was undertaken usingSTATISTICA Neural Networks.9 The
weights, which were initialized to uniformly distributed ran-
dom values using the ‘‘uniform method,’’ were adjusted by
using ‘‘back propagation’’ and ‘‘conjugate gradient’’ algo-
rithms to minimize the prediction error during the training.
Conditions were set within theSTATISTICA Neural Networks
program by altering the model’s parameters. ‘‘Early stop-
ping’’ and ‘‘Weigend weight regularization’’ techniques were
used to control overfitting. Training of ANNs was stopped
when the rms error of the verification set could no longer be
improved. The test set was used to independently check the
performance of the network when an entire network design
procedure was completed.

V. MODUS OPERANDI OF ANN MODELS

For the present work, the preprocessing of the inputs
involves scaling input values to an appropriate range suitable
for use in the ANN. Input values are multiplied by a scale
factor, followed by the addition of a shift factor. Table II
provides the shift and scale factors to input variables of each
ANN model. These factors are automatically generated by
the scaling algorithm of theSTATISTICA Neural Networks.9

Each preprocessed neuron is multiplied by a scalar
weight connecting the first-layer neurons to the hidden-layer
neurons. At each neuron within the hidden layer, the
weighted inputs are summed and bias value is subtracted

from the summed weighted inputs. The resulting value is
passed through a nonlinear activation function, in this work,
sigmoidal logistic function (1/(11e2x), wherex is the re-
sulting value!. Table III provides the weights and biases
linked to hidden neurons of each ANN model attained by
training.

The output value of each hidden neuron is multiplied by
the scalar weights for each connection between the hidden
layer and the output neuron. The weighted outputs are
summed and a bias value is subtracted from the sum to pro-
duce a single output value. Table IV provides the weights
and biases linked to the output neuron of each ANN model
attained by training.

The output is postprocessed by subtracting the shift fac-
tor, followed by division by the scale factor. In the present
work, the shift factor and scale factor are 0 and 1, respec-
tively, in all four situations as the range of outputs has al-
ready been normalized between 0 and 1 in the original data-
base.

Work carried out by Nannarielloet al.10 and Xuet al.11

presented a method of how to embed an ANN model into a
standard spreadsheet. The same procedure can be adopted
with those details provided in Table II–Table IV.

VI. RESULTS OF ANN ANALYSIS

Table V presents the statistical analysis results based on
the ANN models specified in the above section. In a regres-
sion problem, the standard deviations~S.D.! of both the pre-
diction error and original output data are important and they
can be related by the S.D. ratio. The S.D. ratio in a regres-
sion problem is the ratio of the S.D. of the prediction error to

TABLE III. Weights and biases to hidden neurons of each ANN model.

ANN model for
predicting

intelligibility scores

ANN model for
predicting

intelligibility
threshold

ANN model for
predicting cadence

threshold

ANN model for
predicting audibility

threshold

h1#01 h1#02 h1#03 h1#01 h1#02 h1#03 h1#01 h1#02 h1#03 h1#01 h1#02 h1#03

Bias 11.5184 3.4952 2.4780 4.758521.0361 23.6038 21.3096 23.4213 0.0453 1.6085 20.0568 0.8694
S/N Ratio at 250 Hz 1.1366 1.4757 0.7391 2.3090 4.768420.5849 20.6167 22.5940 0.9785 3.0270 4.276521.6642
S/N Ratio at 500 Hz 10.5723 2.7610 4.5765 2.986620.8594 24.8108 20.7203 21.2851 0.3082 1.9515 2.408821.6567
S/N Ratio at 1 kHz 20.2854 4.9302 7.2539 3.102422.6401 29.3399 21.8440 20.1070 0.4341 21.3097 0.1111 1.1948
S/N Ratio at 2 kHz 8.0602 1.3246 1.8921 2.1874 1.432721.4269 1.0129 24.0315 2.1161 4.1976 1.118021.7192
S/N Ratio at 4 kHz 2.0982 2.043920.0099 2.4986 0.7054 20.0970 2.5294 26.9358 2.9931 6.7447 1.392523.6152
S/N Ratio at 8 kHz 1.1966 21.0482 22.9519 1.5709 2.3245 20.1919 21.8705 3.6446 20.4777 23.5032 20.2028 2.2250

TABLE IV. Weights and biases to the output neuron of each ANN model.

ANN model for
predicting

intelligibility
scores

ANN model for
predicting

intelligibility
threshold

ANN model for
predicting
cadence
threshold

ANN model for
predicting
audibility
threshold

Output
~intelligibility

scores!

Output
~intelligibility

threshold!

Output
~cadence
threshold!

Output
~audibility
threshold!

Bias 0.0086 20.6521 21.5510 20.9244
h1#01 0.5257 2.2279 20.0603 2.8098
h1#02 1.5923 21.8808 21.2885 22.7274
h1#03 21.1333 1.0384 20.4996 1.1762
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that of the original output data~an S.D. ratio of 0.1 is con-
sidered an excellent fit of the data, and an S.D. ratio of 1.0 is
a poor fit!.9 The correlation coefficientsR2 ~the ‘‘coefficient
of determination’’! of the ANN predictions over the entire
data sets for the intelligibility scores, intelligibility threshold,
cadence threshold, and audibility threshold were 0.773,
0.929, 0.967, and 0.942, respectively. For comparison, in the
work of Gover and Bradley,1 the SII-weighted S/N measure
has anR2 of 0.762 for predicting the intelligibility scores and
anR2 of 0.919 for predicting the intelligibility threshold, and
the S/N loudness ratio has anR2 of 0.956 for predicting the
cadence threshold and anR2 of 0.899 for predicting the au-
dibility threshold.

VII. DISCUSSIONS AND CONCLUSIONS

The present work indicates that the ANN approach pro-
vides a direct and accurate method for predicting speech in-
telligibility scores and security thresholds. The current
method for predicting the speech intelligibility and privacy is
first to develop a certain index and then relate the index to
the subjective scores using a transfer function.1–3 The ANN
approach can use the S/N ratio information to directly predict
the subjective speech intelligibility score and security thresh-
olds. Compared with the previous work1 that used one-third-
octave-band S/N ratios, the ANN approach produced compa-
rable, or better in terms of the audibility threshold, prediction
results using only the ‘‘octave band’’ S/N ratios.

Specifics of the ANN models for predicting the speech
security and intelligibility scores are also provided in the
present work. With this information, ANN models can be
embedded into standard spreadsheet applications, thus allow-
ing predictions to be made in a transparent and direct fash-
ion.

Similar investigations that use one-third-octave-band
~160 Hz–8 kHz! S/N ratios have also been conducted in the
present work. However, the results of the one-third-octave-
band analysis were only slightly better than those of the
octave-band analysis. This may be due to the information in
adjacent one-third-octave bands being highly correlated and
therefore not contributing any significant new information to
the ANN.

The present work only takes into account the S/N ratios
in predicting the architectural speech intelligibility score and
security thresholds. Other factors, such as talker gender and
voice characteristics, speech material, room characteristics,
and so on could be included in the ANN models to investi-
gate the possibility of further improving the prediction accu-
racy.

ACKNOWLEDGMENTS

The authors are grateful to Professor Fergus R. Fricke at
the School of Architecture, Design Science and Planning,
University of Sydney, Australia, and Dr. Joseph Nannariello
at Renzo Tonin & Associates Pty Ltd, Australia for their
valuable comments on the present work. The present re-
search was conducted under an Australian Postgraduate
Award and a School of Architecture Design Science and
Planning Supplementary Scholarship.

1B. N. Gover and J. S. Bradley, ‘‘Measures for assessing architectural
speech security~privacy! of closed offices and meeting rooms,’’ J. Acoust.
Soc. Am.116, 3480–3490~2004!.

2ANSI S3.5-1969, ‘‘American National Standard Methods for the Calcula-
tion of the Articulation Index’’~American National Standards Institute,
New York!.

3ANSI S3.5-1997, ‘‘American National Standard Methods for Calculation
of the Speech Intelligibility Index’’~American National Standards Insti-
tute, New York!.

4J. Hertz, A. Krogh, and R. G. Palmer,Introduction to the Theory of Neural
Computation~Addison-Wesley, Redwood City, CA, 1991!.

5A. Browne,Neural Network Analysis, Architectures and Applications~In-
stitute of Physics, Philadelphia, 1997!.

6J. Nannariello, M. R. Osman, and F. R. Fricke, ‘‘Recent developments in
the application of neural network analysis to architectural and building
acoustics,’’ Acoust. Aust.29, 103–110~2001!.

7J. Nannariello and F. R. Fricke, ‘‘Introduction to neural network analysis
and its application to building services engineering,’’ Build. Services Eng.
Res. Technol.22, 58–68~2001!.

8F. F. Li and T. J. Cox, ‘‘Speech transmission index from running speech: A
neural network approach,’’ J. Acoust. Soc. Am.113, 1999–2008~2003!.

9StatSoft,STATISTICA Neural Networks version 4.0A manual~StatSoft Inc,
Tulsa, OK, 1999!.

10J. Nannariello and F. R. Fricke, ‘‘A neural-computation method of predict-
ing the early interaural cross-correlation coefficient (IACCE3) for audito-
ria,’’ Appl. Acoust. 64, 627–641~2002!.

11J. Xu, J. Nannariello, and F. R. Fricke, ‘‘Predicting and optimising the
airborne sound transmission of floor–ceiling constructions using compu-
tational intelligence,’’ Appl. Acoust.65, 693–704~2004!.

TABLE V. Statistic data for ANN prediction results.

ANN model for
predicting intelligibility

scores

ANN model for
predicting intelligibility

threshold

ANN model for
predicting cadence

threshold

ANN model for
predicting audibility

threshold

Tra Veb Tec End Tra Veb Tec End Tra Veb Tec End Tra Veb Tec End

rms
error

0.205 0.208 0.208 0.206 0.116 0.098 0.104 0.111 0.079 0.056 0.072 0.076 0.096 0.089 0.033 0.091

Error
S.D.e

0.205 0.208 0.208 0.206 0.117 0.099 0.105 0.111 0.079 0.049 0.067 0.077 0.096 0.088 0.034 0.091

S.D.f

ratio
0.477 0.476 0.475 0.476 0.280 0.246 0.244 0.267 0.192 0.115 0.139 0.183 0.254 0.211 0.096 0.240

R2 0.773 0.773 0.774 0.773 0.921 0.940 0.941 0.929 0.963 0.987 0.982 0.967 0.936 0.958 0.992 0.942

aTr5training set.
bVe5verification set.
cTe5test set.
dEn5entire set.
eError S.D.5standard deviation of the prediction error.
fS.D. ratio5standard deviation ratio.
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Animal studies in basal cochlear regions have shown that basilar-membrane phase curvature~or rate
of change of group delay with frequency! is negative around characteristic frequency~CF!, but near
zero well below CF. This study examined whether psychophysical masking experiments in humans
show the same difference between on- and off-CF phase curvature. Masked thresholds were
measured for a 2-kHz signal in the presence of harmonic tone complex maskers with a fundamental
frequency of 100 Hz, band-limited between 200 and 1400 Hz~off-frequency masker! or between
1400 and 2600 Hz~on-frequency masker!. The results from four normal-hearing listeners are
consistent with predictions from animal physiological data: negative phase curvature is found for the
on-frequency masker, whereas the phase curvature for the off-frequency masker is near zero. The
method and results provide a strong test for the temporal response of computational models of
human cochlear filtering. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1863012#

PACS numbers: 43.66.Ba, 43.66.Dc@JHG# Pages: 1713–1716

I. INTRODUCTION

The amount of masking produced by a harmonic tone
complex depends strongly on the phase relationships be-
tween the individual masker components~Smithet al., 1986;
Kohlrausch and Sander, 1995!. The most commonly used
stimuli in such experiments have been Schroeder-phase com-
plexes ~Schroeder, 1970!, which have a group delay that
changes linearly with frequency, producing a constant phase
curvature and a time waveform that can be described as a
repeating linear frequency glide. A modification of the origi-
nal Schroeder equation, provided by Lentz and Leek~2001!,
which describes the phase of each component, is given by

un5Cpn~n21!/N, ~1!

wheren is the component number,N is the total number of
components, andC is a multiplicative constant. Positive
~m1! and negative~m2! Schroeder-phase stimuli correspond
to C51 and C521, respectively, and a sine-phase~or
cosine-phase! complex can be generated usingC50. Posi-
tive and negative Schroeder-phase complexes have very
similar time waveforms,1 but can produce differences in
masked threshold that exceed 20 dB. The current explanation
is that the positive phase curvature of the m1 waveform
interacts with the negative curvature of the basilar-membrane
filter to produce a waveform with near-zero phase curvature,
such as a sine-phase complex. The resulting highly modu-
lated temporal envelope allows for signal detection at points
in time with low signal-to-masker ratios. In contrast, the

negative phase curvature of the m2 waveform interacts with
the basilar membrane to produce a waveform that still has a
relatively flat temporal envelope, resulting in higher signal-
to-masker ratios at threshold@Kohlrausch and Sander~1995!;
see also Oxenham and Dau~2001a!, for the possible role of
peripheral compression in determining thresholds in simulta-
neous masking#. The phase curvature of the complex is given
by

d2u

d f2 5C
2p

N f0
2 , ~2!

whereN is the total number of components in the complex,
and f 0 is the fundamental frequency~Kohlrausch and Sander,
1995!.

Using these complexes, it has been possible to derive
estimates of the phase curvature of cochlear filtering at char-
acteristic frequencies~CFs! between 125 and 8000 Hz~Ox-
enham and Dau, 2001b!. The reasoning is that the masker
phase curvature producing the lowest signal threshold is the
one that produces the most highly modulated temporal enve-
lope after cochlear filtering~Kohlrausch and Sander, 1995!,
which tends to occur when the filtered waveform has a phase
curvature of zero. Thus, minimum threshold will be reached
when the phase curvature of the masker is equal and opposite
to the phase curvature of the cochlear filter at the CF corre-
sponding to the signal frequency~Oxenham and Dau,
2001b!. Physiological studies of basilar-membrane responses
to Schroeder-phase stimuli have confirmed the basic pattern
of expected effects, such as more modulated responses for
stimuli with positive phase curvature~Recio and Rhode,
2000; Summerset al., 2003!.

Studies so far have used harmonic complexes with con-
stant phase curvature~Smith et al., 1986; Kohlrausch and

a!Electronic mail: oxenham@mit.edu
b!Present address: Center for Applied Hearing Research, Acoustic Technol-

ogy, Ørsted•DTU, Technical University of Denmark, DK-2800 Lyngby,
Denmark.
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Sander, 1995; Carlyon and Datta, 1997; Summers and Leek,
1998; Oxenham and Dau, 2001a, b!. By deriving the phase
curvature of cochlear filtering from such maskers it is as-
sumed that cochlear filtering can also be approximated as
having constant phase curvature. As discussed by Oxenham
and Dau ~2001b!, this assumption is supported by physi-
ological data for frequencies around CF~Shera, 2001!. How-
ever, at frequencies well below CF, phase curvature tends to
zero. In fact the physiological data from animals using CFs
of 1 kHz and above suggest that the phase response can be
roughly divided into two regions, with negative curvature
around CF and zero curvature for frequencies half an octave
or more below CF~Shera, 2001!. The situation appears to be
different in apical regions of the cochlea~at CFs lower than
about 1000 Hz!, where the phase curvature at CF tends to
zero ~Oxenham and Dau, 2001b!, or possibly even becomes
positive ~Carneyet al., 1999!.

The change in phase curvature with frequency observed
at high CFs provides an opportunity to further test the hy-
pothesis that changes in masked threshold as a function of
masker phase curvature reflect the phase response of co-
chlear filtering. Specifically, a masker with components
around the signal frequency should produce minimum mask-
ing when the masker phase curvature is positive and ‘‘can-
cels out’’ the negative phase curvature of the on-frequency
cochlear phase response. In contrast, a masker with compo-
nents only well below the signal frequency should produce
minimum masking when the masker phase curvature is zero,
reflecting the fact that the off-frequency cochlear phase cur-
vature is thought to be near zero. This prediction forms the
basis of the experiment reported here.

II. METHODS

A. Stimuli

Masked thresholds of a 2-kHz sinusoid were measured
in the presence of a harmonic tone complex masker with a
fundamental frequency~F0! of 100 Hz. The masker band-
width extended from 1400 to 2600 Hz for the on-frequency
condition, and from 200 to 1400 Hz for the off-frequency
condition. Thus, the masker had the same bandwidth~1200
Hz! and the same total number of sinusoidal components
~13! in both conditions. In the on-frequency condition, all
masker components had equal amplitudes and the overall
~rms! masker level was 73 dB SPL. In the off-frequency
condition, the masker spectrum was shaped with a
26 dB/oct slope, such that each component was attenuated
relative to the adjacent lower component, to reduce the in-
fluence of possible edge effects produced by the highest-
frequency masker component~Kohlrausch and Houtsma,
1992!. The overall~rms! off-frequency masker level of 88
dB SPL was 15 dB higher than in the on-frequency condi-
tion, so as to produce similar signal thresholds in both con-
ditions. The signal had a total duration of 260 ms, including
30-ms raised-cosine onset and offset ramps, and was tempo-
rally centered within the masker, which had a total duration
of 320 ms, including 10-ms raised-cosine onset and offset
ramps. The starting phase of the signal was randomized from
trial to trial. The starting phases of the masker components

were selected according to the modification of Schroeder’s
~1970! equation, as shown in Eq.~1! ~Lentz and Leek, 2001!,
with C values ranging from21 to 1 in steps of 0.25.

The stimuli ~masker and signal! were presented to the
left ear of each subject. A contralateral Gaussian noise, band-
pass filtered between 1400 and 2800 Hz, was gated synchro-
nously with each masker and presented to the right ear at a
spectrum level of 20 dB SPL/Hz. This was to prevent the
detection of the signal by the right ear via acoustic or electric
crosstalk. In the on-frequency conditions, a pink noise, band-
pass filtered between 25 and 1000 Hz, was presented to the
left ~signal! ear at a level of 44 dB SPL per13 octave band.
This level was chosen to be 25 dB below the level of the
masker within the1

3 octave around the signal frequency. The
purpose of the pink noise was to mask possible distortion
products generated by the signal and masker.

Stimuli were generated digitally and played out via a
RME DIGI96/8 PAD soundcard and an external SEKD
ADSP 2496 PRO digital-to-analog converter at 24-bit reso-
lution and a sampling rate of 32 kHz. The stimuli were then
passed through a Behringer HA4600 headphone buffer and
presented over Sennheiser HD 580 headphones to listeners
seated in a double-walled sound-attenuating booth.

B. Procedure

An adaptive three-interval three-alternative forced-
choice procedure was used in conjunction with a two-down
one-up tracking rule to estimate the 70.7% correct point on
the psychometric function~Levitt, 1971!. The masker was
presented on each interval and the signal was presented ran-
domly in one of the three intervals with equal probability.
Each interval in a trial was separated by an interstimulus
interval ~ISI! of 500 ms. The intervals were marked on a
computer monitor and feedback was provided after each
trial. Listeners responded via the computer keyboard or
mouse. The initial step size was 8 dB, which was reduced to
4 dB after the first two reversals and then to 2 dB after the
next two reversals. Threshold was defined as the mean of the
remaining six reversals. At least four threshold estimates
were made for each condition. In the very rare case that
standard deviation across the four runs was greater than 4
dB, another two estimates were made and the mean of all six
was recorded. The conditions were run using a randomized
blocked design, with all conditions being presented once be-
fore embarking on a repetition of the conditions. The order
of presentation of the conditions was selected randomly for
each listener and each repetition. Measurements were made
in 2-h sessions, including many short breaks. No more than
one session per listener was completed in any one day.

C. Listeners

Four listeners~three male, one female—ML! partici-
pated. Two were the authors; the other two were students at
the University of Oldenburg. The ages of the subjects ranged
from 23 to 32 years. All had audiometric thresholds of 15 dB
HL or lower at octave frequencies between 250 and 8000 Hz.
Subjects AO, SE, and KB had considerable experience in
psychoacoustic detection tasks and were familiarized with
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the present experiment before data were collected. Subject
ML had no previous experience in psychoacoustic experi-
ments and received about 2 h of training before data collec-
tion started. Subjects KB and ML were compensated for their
services on an hourly basis.

III. RESULTS AND DISCUSSION

The individual results are shown in Fig. 1. The left panel
shows results with the on-frequency masker; the right panel
shows results with the off-frequency masker. Different sym-
bols represent thresholds from different subjects, as shown in
the legend, and error bars denote61 standard deviation of
the individual estimates. Despite differences in individual
thresholds of 10 dB or more, the patterns of results are gen-
erally similar across the four subjects. In particular, all four
subjects show a minimum masked threshold at a positiveC
value for the on-frequency masker: AO, KB, and SE show a
minimum at aroundC50.5, while ML shows similar thresh-
olds at C50 and C50.25, with a slightly lower value at
0.25. All four subjects show a minimum at a lowerC value
for the off-frequency masker: individual minima are either at
C50 or C520.25.

The differences between the on- and off-frequency con-
ditions are seen clearly in a direct comparison of the mean
results~Fig. 2!. The two curves are fitted sinusoidal func-
tions, as described in Oxenham and Dau~2001b!. The
minima of the fitted functions were 0.42 and20.05 for the
on- and off-frequency conditions, respectively. The masker
curvature at these minima in rad/Hz2 @as calculated from Eq.
~2!# can be normalized into dimensionless units by multiply-
ing by f s

2/2p, where f s is the signal frequency~Oxenham
and Dau, 2001b; Shera, 2001!. The normalized masker cur-
vature at the minimum of the masking function for the
present on-frequency data is 12.9, implying a normalized
cochlear filter phase curvature of212.9, which is in good
agreement with previous estimates at 2000 Hz, using differ-
ent subjects and different masker F0s and bandwidths, which
range between28 and216 ~Lentz and Leek, 2001; Oxen-
ham and Dau, 2001b!. The novel condition tested here in-
volves the off-frequency masker. Here, the estimated curva-

ture using the same signal frequency is close to zero, in clear
contradiction to an assumption that curvature remains con-
stant with frequency at a given CF.

Overall, the data support the hypothesis outlined in the
introduction:

~1! Masking patterns for the off-frequency masker produce a
minimum at around zero phase curvature, suggesting no
phase curvature in the cochlear filter response to stimuli
well below CF.

~2! Masking patterns for the on-frequency masker produce a
minimum at a positive masker phase curvature, presum-
ably counteracting the negative phase curvature of co-
chlear filtering around CF.

A phase versus frequency plot of these data~not shown! is
consistent with physiological data of basilar-membrane mo-
tion at the basal end of the cochlear, in showing a nearly
straight-line section for frequencies half-an-octave or more
below CF and a more curved negative-going section for fre-
quencies around CF~de Boer and Nuttall, 1997; Ruggero
et al., 1997; Rhode and Recio, 2000; Shera, 2001!. The situ-

FIG. 1. Individual signal thresholds in the presence of the on-frequency~left panel! and off-frequency~right panel! maskers. Error bars denote61 standard
deviation across the individual repetitions. In line with predictions, masking minima are reached for a positive phase curvature for on-frequency masker, but
are closer to zero for the off-frequency masker.

FIG. 2. Mean signal thresholds, along with fitted sinusoidal functions. Open
symbols represent thresholds from the on-frequency condition; filled sym-
bols represent thresholds from the off-frequency condition. Error bars de-
note61 standard error of the mean across the four subjects. Minima of the
fitted functions are reached forC values of 0.42 and20.05 for the on- and
off-frequency conditions, respectively.
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ation at signal frequencies well below the one tested here
~2000 Hz! is likely to be different, in that the phase curvature
tends to zero even in the on-frequency case~Oxenham and
Dau, 2001b!.

One assumption of our technique is that the masker
phase curvature that produces the most modulated temporal
envelope is independent of the relative component ampli-
tudes. This assumption is important because component am-
plitudes can be varied by experimental manipulations as well
as by outer-, middle-, and inner-ear filtering. Numerical
simulations have confirmed this assumption in all conditions
tested so far when the Hilbert envelope is used. However, the
assumption does not always hold when measures such as the
crest factor~Strickland and Viemeister, 1996! are used di-
rectly on the stimulus waveform, rather than the envelope.
Although it is universally assumed that signal detection in
these situations is based on envelope, rather than raw wave-
form, properties, we cannot completely rule out some influ-
ence of temporal factors not represented in the Hilbert enve-
lope. Empirical tests are required to settle this question,
although informal testing has not yet yielded any situations
where the phase curvature producing minimum threshold is
affected by the relative amplitudes of the masker compo-
nents.

One potential limitation of the present technique is that
it does not allow a detailed view of how the curvature
changes with frequency; we have only shown the estimated
curvature for two fairly broad sample frequency regions. By
using maskers with nonconstant phase curvature, it may be
possible to map out changes in curvature with frequency in
more detail. However, it may be that inherent measurement
errors would swamp more fine-grained effects than those
found here. A method for using envelope modulation in the
auditory nerve to map out cochlear phase responses has been
proposed recently~van der Heijden and Joris, 2003!. By us-
ing the modulation at the beat frequencies between unequally
spaced sinusoids, it was possible to derive a much more de-
tailed phase response even in cochlear regions where the
auditory nerve fibers no longer phase-lock to the temporal
fine structure. While our technique and that of van der
Heijden and Joris~2003! both use aspects of envelope modu-
lation, theirs has the advantage of providing a much more
detailed function of phase versus frequency. Unfortunately,
there does not seem to be any obvious way of translating
their technique into a task suitable for behavioral experi-
ments.

In summary, masked thresholds for a sinusoidal signal in
a harmonic tone complex vary with masker phase curvature
and masker frequency region as would be predicted from
animal physiological studies of basal cochlear mechanics:
on-frequency maskers indicate negative phase curvature,
while maskers well below the signal frequency indicate near-
zero phase curvature. The results suggest that it is
possible—to a limited extent—to map out changes in human
cochlear phase response with frequency. Such results should
provide important tests for computational models of human
cochlear filtering.

ACKNOWLEDGMENTS

This work was supported primarily by the National In-
stitutes of Health~Grant No. R01 DC 03909!. It was begun
while the second author was a visiting scientist at MIT’s
Research Laboratory of Electronics, and was completed
while the first author was a fellow at the Hanse Institute for
Advanced Study, Delmenhorst, Germany. We thank Torsten
Dau, Van Summers, and an anonymous reviewer for helpful
comments on previous versions of this manuscript.

1If cosines are used as the basis functions, the negative sign in the equation
leads to a simple time reversal of the overall waveform. If sines are used as
the basis functions~as was done in this study!, the negative sign leads to a
time-reversal and inverting of the overall waveform. This is because the
sine and cosine functions are dot-symmetric and symmetric about zero,
respectively.

Carlyon, R. P., and Datta, A. J.~1997!. ‘‘Masking period patterns of
Schroeder-phase complexes: Effects of level, number of components, and
phase of flanking components,’’ J. Acoust. Soc. Am.101, 3648–3657.

Carney, L. H., McDuffy, M. J., and Shekhter, I.~1999!. ‘‘Frequency glides in
the impulse responses of auditory-nerve fibers,’’ J. Acoust. Soc. Am.105,
2384–2391.

de Boer, E., and Nuttall, A. L.~1997!. ‘‘The mechanical waveform of the
basilar membrane. I. Frequency modulations~glides! in impulse responses
and cross-correlation functions,’’ J. Acoust. Soc. Am.101, 3583–3592.

Kohlrausch, A., and Houtsma, A. J. M.~1992!. ‘‘Pitch related to spectral
edges of broadband signals,’’ Philos. Trans. R. Soc. London, Ser. B336,
375–382.

Kohlrausch, A., and Sander, A.~1995!. ‘‘Phase effects in masking related to
dispersion in the inner ear. II. Masking period patterns of short targets,’’ J.
Acoust. Soc. Am.97, 1817–1829.

Lentz, J. J., and Leek, M. R.~2001!. ‘‘Psychophysical estimates of cochlear
phase response: Masking by harmonic complexes,’’ J. Assoc. Res. Oto-
laryngol.2, 408–422.

Levitt, H. ~1971!. ‘‘Transformed up-down methods in psychoacoustics,’’ J.
Acoust. Soc. Am.49, 467–477.

Oxenham, A. J., and Dau, T.~2001a!. ‘‘Reconciling frequency selectivity
and phase effects in masking,’’ J. Acoust. Soc. Am.110, 1525–1538.

Oxenham, A. J., and Dau, T.~2001b!. ‘‘Towards a measure of auditory-filter
phase response,’’ J. Acoust. Soc. Am.110, 3169–3178.

Recio, A., and Rhode, W. S.~2000!. ‘‘Basilar membrane responses to broad-
band stimuli,’’ J. Acoust. Soc. Am.108, 2281–2298.

Rhode, W. S., and Recio, A.~2000!. ‘‘Study of mechanical motions in the
basal region of the chinchilla cochlea,’’ J. Acoust. Soc. Am.107, 3317–
3332.

Ruggero, M. A., Rich, N. C., Recio, A., Narayan, S. S., and Robles, L.
~1997!. ‘‘Basilar-membrane responses to tones at the base of the chinchilla
cochlea,’’ J. Acoust. Soc. Am.101, 2151–2163.

Schroeder, M. R.~1970!. ‘‘Synthesis of low peak-factor signals and binary
sequences with low autocorrelation,’’ IEEE Trans. Inf. Theory16, 85–89.

Shera, C. A.~2001!. ‘‘Frequency glides in click responses of the basilar
membrane and auditory nerve: Their scaling behavior and origin in
traveling-wave dispersion,’’ J. Acoust. Soc. Am.109, 2023–2034.

Smith, B. K., Sieben, U. K., Kohlrausch, A., and Schroeder, M. R.~1986!.
‘‘Phase effects in masking related to dispersion in the inner ear,’’ J.
Acoust. Soc. Am.80, 1631–1637.

Strickland, E. A., and Viemeister, N. F.~1996!. ‘‘Cues for discrimination of
envelopes,’’ J. Acoust. Soc. Am.99, 3638–3646.

Summers, V., and Leek, M. R.~1998!. ‘‘Masking of tones and speech by
Schroeder-phase harmonic complexes in normally hearing and hearing-
impaired listeners,’’ Hear. Res.118, 139–150.

Summers, V., de Boer, E., and Nuttall, A. L.~2003!. ‘‘Basilar-membrane
responses to multicomponent~Schroeder-phase! signals: Understanding
intensity effects,’’ J. Acoust. Soc. Am.114, 294–306.

van der Heijden, M., and Joris, P. X.~2003!. ‘‘Cochlear phase and amplitude
retrieved from the auditory nerve at arbitrary frequencies,’’ J. Neurosci.
23, 9194–9198.

1716 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 A. J. Oxenham and S. D. Ewert: Letters to the Editor



Design and optimization of a noise reduction system
for infrasonic measurements using elements with low
acoustic impedance
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The implementation of the infrasound network of the International Monitoring System~IMS! for the
enforcement of the Comprehensive Nuclear-Test-Ban Treaty~CTBT! increases the effort in the
design of suitable noise reducer systems. In this paper we present a new design consisting of low
impedance elements. The dimensioning and the optimization of this discrete mechanical system are
based on numerical simulations, including a complete electroacoustical modeling and a realistic
wind-noise model. The frequency response and the noise reduction obtained for a given wind speed
are compared to statistical noise measurements in the@0.02–4# Hz frequency band. The effects of
the constructive parameters—the length of the pipes, inner diameters, summing volume, and number
of air inlets—are investigated through a parametric study. The studied system consists of 32 air
inlets distributed along an overall diameter of 16 m. Its frequency response is flat up to 4 Hz. For
a 2 m/s wind speed, the maximal noise reduction obtained is 15 dB between 0.5 and 4 Hz. At lower
frequencies, the noise reduction is improved by the use of a system of larger diameter. The main
drawback is the high-frequency limitation introduced by acoustical resonances inside the pipes.
© 2005 Acoustical Society of America.@DOI: 10.1121/1.1804966#

PACS numbers: 43.20.Dk, 43.20.El, 43.28.Bj, 43.28.Dm@LCS# Pages: 1717–1727

I. INTRODUCTION

A renewed interest in the detection of infrasonic energy
in the atmosphere appeared with the CTBT Organization.
Associated with seismic, hydroacoustic, and radionuclide
monitoring, the infrasound detection systems are dedicated
to the monitoring of atmospheric tests. Ever since their pro-
gressive installation, these systems have also shown their
importance in the monitoring of the environment, through
the study of low-frequency acoustic signals of both natural
and human origin.

The main problem in the detection of infrasonic waves is
the reduction of acoustic background noise related to atmo-
spheric turbulence. One way of attenuating the noise consists
of connecting the pressure sensor to spatial acoustic filters.
These filters make use of the incoherent structure of the
background noise compared with the infrasonic pressure
wave ~McDonald and Herrin, 1975; Bedard, 1977!. The tur-
bulent movement of air close to the ground is complex. In a
general way, atmospheric turbulence at a point consists of
eddies moved by the wind that set the mass of air in rotation.
The largest diameter~D! of the eddy is linked to the fre-
quency of the pressure fluctuations~f! and the wind speed
(V) by the well-know relationf 5V/D. In the case of coher-
ent acoustic waves, the ratio between the propagation veloc-
ity of the wind-related noise and the propagation speed of the
infrasonic signal is much lower than unity. For a given fre-
quency, this implies that several wavelengths of atmospheric
noise exist in the same space occupied by only one wave-
length of the acoustic signal. Assuming the wavelength of

the pressure to be measured is large compared with the di-
mensions of the filtering system, the summation of
pressure—comprising both acoustic signal and atmospheric
noise—from a spatial array of air inlets leads to a noticeable
improvement in the signal-to-noise ratio. In the case of ran-
dom noise with normal distribution amplitude, the differ-
ences of phase between the various points of measurement
reduce the amplitude of the noise by a factor equal to the
square root of the number of measurement points~Daniels,
1959!. In reality, the performance of the filtering system is
limited by attenuation and distortion during propagation of
the signal in the pipes. In particular, the natural resonance of
the system becomes a major disadvantage with increasing
dimension of the system.

The majority of existing systems are based on pipes pro-
posed by Daniels~Daniels, 1959!. This system is made up of
a succession of rigid pipes of increasing diameter, forming a
linear array, to which is connected capillary air inlets. A sat-
isfactory signal-to-noise ratio is attained for frequencies
lower than 1 Hz. However, linear systems~i.e., with constant
attenuation of sound propagation per unit length! exhibit a
nonisotropic noise reduction and sensitivity~Noel and Whi-
taker, 1991!. A circular system with a more omnidirectional
response is better adapted, such as that proposed by Burridge
~1971! and Grover~1971!.

A qualitative analysis of measurements from different
systems underlines the fact that long linear systems can be
replaced by circular systems of a smaller size~Noel and
Whitaker, 1991; Grover, 1971!. With a diameter of 100 m
and for frequencies lower than 0.5 Hz, these systems display
performances comparable with the linear system of Daniels.
Circular systems have the advantage of showing isotropic
noise reduction when the impedance of the air inlets is suf-
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ficiently large to allow perfect acoustic summation over the
entire circumference of the circle~Burridge, 1971!. How-
ever, in addition to the problems of maintenance related to
the large size of these systems, with particular care to avoid
obstructing the air inlets, a major disadvantage is the differ-
ence in response between each air inlet for frequencies of the
order of 1 Hz as well as the possible resonances induced in
the @0.02–4# Hz band.

Other noise reduction systems are based on the use of
microporous pipes arranged radially in a circle centered on
the microbarometer~Noel and Whitaker, 1991!. The perfor-
mances of a 16-m diameter ring fitted with 96 capillary air
inlets and a system with porous pipes arranged in a 25-m
cross are comparable. The porous pipe solution is inexpen-
sive and provides a significant improvement of the signal-to-
noise ratio in the@0.1–10# Hz frequency band~Haak and de
Wilde, 1996!. However, the performances of these systems
deteriorate rather quickly with time under severe meteoro-
logical conditions. The major drawback of the porous pipes
and the capillaries are the variability of the physical proper-
ties with time under standard weather conditions~prolonged
exposure to bad weather and dust!. Although this solution is
attractive as well as efficient, it is not sufficiently robust to
be used under the operational conditions of the CTBT detec-
tion networks.

Our aim in this paper is the dimensioning and optimiza-
tion of a discrete acoustical-mechanical system using ele-
ments with low acoustic impedance by using numerical
simulations~Alcoverro, 1998!. This system presents roughly
the same performances obtained with porous pipes. A precise
electroacoustic modeling of the system takes into account the
frequency response of the acoustical circuits and the sensor
coupling effects. A synthetic input pressure is generated by a
wind model based on the analysis of the spatial coherence of
the background noise as a function of wind speed. These
numerical simulations, validated by a limited number of ex-
perimental measurements, provide an optimum diameter and
number of air inlets in the@0.02–4# Hz frequency band under
different wind conditions.

II. ACOUSTIC MODELING OF A DISCRETE
MECHANICAL SYSTEM

A. Description of the parameters and dimensioning

This system consists of nonporous pipes and low-
impedance air inlets that are directly connected to the mi-
crobarometer. The air inlets are composed of open pipes pro-
tected by a fine mesh to avoid an obstruction. To maintain
isotropic noise reduction, the distribution of the air inlets is
made as circular as possible. Such geometry ensures an iden-
tical transfer function between each air inlet and the mi-
crobarometer~Fig. 1!. In order to reduce the complexity of
the system, each air inlet is connected to the sensor by two
pipes of lengthL1 andL2 and also by means of four primary
summation cavities. The measured and calculated improve-
ment in the signal-to-noise ratio is of the order of 15 dB in
the@0.1–10# Hz band~Alcoverro, 1998!. The diameter of the
system depends on the noise reduction expected at low fre-
quency for a given wind speed, as well as on the upper limit

imposed by the first resonance frequency of the pipes~Sec.
IV !. A diameter ranging between 10 and 20 m yields a first
resonance frequency around 10 Hz, which ensures a flat re-
sponse in amplitude up to 4 Hz.

For the simulation, we first construct an electroacoustic
model from a given geometry~mean diameter and number of
air inlets! and the constructive parameters~air entries, pipes,
summation cavities, and the model of the microbarometer
used!. The transfer functionsHi(v) linking each air inlet
with the pressure measured by the sensor is calculated. The
principle of superposition is used to calculate the total re-
sponse of the system by temporal summation, considering
the other air inlets as open. Then, the influences on the am-
plitude response of the length and diameters of the pipes, the
cavity volumes, and the number of air inlets are determined.
The noise reduction of a system subjected to a given wind
speed is obtained by convolution of the pulse responsehi(t)
of all the transfer functionsHi(v) with the synthetic wind-
noise pressure at each air inletwi(t) ~Sec. III B!. To incor-
porate the concept of spatial filtering into the model,hi(t)
takes account of the propagation delay~from the air inleti to
a reference point! introduced by the propagation speed of
eddies~controlled by the wind speed!. The noise reduction is
obtained by calculating the spectra ratio of( i$hi(t)* wi(t)%
and the synthetic wind-noisewi(t) ~Sec. IV A!.

B. Electroacoustic modeling

The frequency response of the system in amplitude and
phase is obtained by calculating the transfer functions
Hi(v). Figure 2 presents an acoustic analog model of the
noise reducer shown in Fig. 1. The elements constituting this
model are given in Appendix A, including the air inlet, the

FIG. 1. Discrete mechanical noise reduction system, composed of 32 low-
impedance air inlets, arranged in a circle of 16 m mean diameter (Dm) with
L154 m andL255 m. The proposed geometry makes it possible to obtain
an identical travel time between each air inlet and the sensor. The distance
between the air inlets is always the same. Beyond 1 Hz, the maximum noise
reduction is of the order of 15 dB for wind speeds lower than 2 m/s. The first
resonance frequency is at 12 Hz.
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pipes, the summation cavity, and the microbarometer used.
The method of calculation of the transfer functions is given
in Appendix B.

C. Optimization of the constructive parameters

In this section, the frequency response of the noise re-
duction system is analyzed through a parametric study. Fig-
ure 3 summarizes the main effects induced by a change of
the following parameters: average diameterDm52(L1

1L2) and internal diameter of the pipes 2r p , number of air
inlets and volume of the summation cavitiesVs ~the 0 dB
reference is the level of excitation provided by the signal
applied to each air inlet!.

The main results are as follows.

~i! Figure 3~a! shows several resonances above 1 Hz.
These resonances are mainly due to the length of the
pipes terminated by a low impedance~pipes are open
or emerge into a cavity!. The frequency peaks corre-
sponds to the fundamentals and odd harmonics reso-
nances in each elementary pipe. If the impedance at
the end of each pipe had a value close to the charac-
teristic impedance of an infinite pipe, namelyrc/S,
these resonances could be reduced. With an internal
diameter of 15 mm, the value of the characteristic
impedance is 2.33106 VA and could be obtained by
using a 50-mm length capillary with 2 mm internal
diameter. The frequencyf 0 of the first resonance is
inversely proportional to the average diameterDm of
the system and depends on the sound speedc. f 0 has

been evaluated as

f0;0.7
c

Dm
. ~1!

~ii ! As shown by Fig. 3~b!, any increase in the internal
diameter tends to decrease the viscothermic losses,
which also amplifies the resonances. On the other
hand, there is little change in the resonant frequency
~because of the decreasing acoustic mass of the pipe!.
Using a small diameter increases the risk of obstruc-
tion by foreign bodies or condensation. The choice of
an internal diameter around 15 mm seems reasonable.
This value is very close to the diameter of the air
entries on the sensor, allowing a correct acoustic im-
pedance match at the entry to the sensor.

~iii ! Figure 3~c! shows that the frequency of the reso-
nances is unaffected by the number of air inlets. Only
the gain of the transfer function is reduced as a func-
tion of the number of inlets~about233 dB for 48 air
inlets!. After summation of all the measurement
points, a signal at 4 Hz is not attenuated~Sec. IV E!.

~iv! Figure 3~d! confirms that the volume of the summa-
tion cavities should not exceed 1 l. If this volume is
higher, the equivalent capacity of the cavity increases,
which tends to decrease the cutoff frequency of the
low pass circuit formed by the acoustic mass of the
pipes combined with this capacity.

Figure 4 presents the transfer function of the 16-m noise
reducer. The amplitude response is uniform up to 5.5 Hz~63
dB!, while the phase does not vary by more than 10° below

FIG. 2. Electroacoustic model of a noise reducer with 32 air inlets and 4 branches.
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4 Hz. The performance of such a system is limited to low
wind speeds~Sec. IV E!.

III. ESTABLISHMENT OF A WIND MODEL

The simulation of the noise reduction requires the estab-
lishment of a model representative of the wind-noise pres-

sure. This model is derived from observations of the coher-
ence criterion for atmospheric pressure fluctuations measured
at several points.

A. Measurements of coherence

It has been shown that, for periods ranging between and
0.2 s and 1 week, the atmospheric pressure spectrum is

FIG. 3. Effects of the constructive parameters on frequency response.~a! Influence of the pipe lengthl: system with 48 air inlets and pipes of 15 mm internal
diameter.~b! Influence of the internal diameter: 48 air inlets and 70 m length.~c! Influence of the number of air inlets: pipes of 15 mm diameter and 70 m
length.~d! Influence of the volume of the summation cavities: 0.1 to 50 l for 48 air inlets and 70 m length.

FIG. 4. Transfer function of the 16 m
system.
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strongly dependent on gravity waves as well as convective
effects in the boundary layer of the atmosphere~Gossard and
Munk, 1954; Canavero and Einaudi, 1987; Einaudiet al.,
1989!. The amplitude of the wind-generated noise is strongly
correlated with wind speed at the surface for periods shorter
than 300 s, with most of the energy concentrated below 60 s
~Kimball and Lemon, 1970; Grover, 1971; Wilczaket al.,
1992!. In particular, hydrostatic and dynamic effects have
been identified as the principal physical phenomena produc-
ing the pressure fluctuations~Bedardet al., 1992!. The pres-
sure spectrum is proportional to a power of the frequency,
with the exponent ranging between25/3 and27/3 ~Eliot,
1972; Canavero and Einaudi, 1987; Wilczaket al., 1992!.

Experiments were carried out to refine the coverage of
the parameters controlling the spatial correlation of the pres-
sure variations at low wavelengths~1–10 m!. The decrease
of coherence with increasing distance between two microba-
rometers is more marked in the direction of the prevailing
winds than in the transverse direction~McDonald et al.,
1971!. In order to reduce the wind direction effect on the
coherence measurements, the pressure variations were mea-
sured on cleared ground~covered with close-cropped grass!
by five microbarometers set up in two configurations:

~i! sensors aligned in the direction of the prevailing
winds;

~ii ! sensors laid out in two overlapping equilateral tri-
angles, with sides of 1 and 6 m, having one of the
apices in common. The anemometer is fixed at a
height of 1.5 m in the center of the larger triangle.

For eight days, the pressure, wind speed, and direction
were continuously recorded using a 24 bits DASE digitizer at
a 20 Hz sample rate.

The decorrelation of the background noise has been
evaluated using the standard procedure for coherence estima-
tion ~Priestley, 1966; Mack and Flinn, 1971; McDonald and
Herrin, 1975; Einaudiet al., 1989!. The dependence of the
background noise coherence has been studied as a function
of the distance separating the sensors for wind speeds rang-

ing from 0 to 7 m/s. The frequency above which the coher-
ence is lower than 0.5, named decorrelation frequencyf c ,
has been extracted from measurement data on 500 s time
windows. Figure 5~a! gives an example of the variation of
coherence for two different distances. These measurements
show that convected turbulence is normally dispersive. When
measurements are taken by sensors separated by some frac-
tion of the eddy diameters, coherence decreases with increas-
ing distance between sensors. Figure 5~b! shows that, to a
first approximation,f c increases as a function of theVm /D
ratio, whereVm is the average wind speed andD is the dis-
tance separating the measurement points. A first-order curve
fitting yields

f c'0.11
Vm

D
10.06. ~2!

~In a future work, more exact fitting using polynomial fit-
tings and a larger wind speed data recording will give more
precise results!. In addition to the wind speed, atmospheric
turbulence also depends on the properties of the boundary
layer, the nature of the surface hydrostatic effects, and the
presence of atmospheric waves~Mack and Flinn, 1971; Mc-
Donald and Herrin, 1975; Einaudiet al., 1989!. The mea-
sured bias and the scattering of measurements may be ex-

FIG. 6. Definition of the coherence area.

FIG. 5. Coherence as a function of frequency and wind speed.~a! Coherence plotted as a function of frequency for wind speed of 5 m/s and distances of 1
and 6 m.~b! Frequency of decorrelation plotted as a function of intersensor distance and wind speed.
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plained by the complex structure of atmospheric turbulence
phenomena. A greater dispersion of the points is noted for
wind speeds lower than 1 m/s. This is attributed to a marked
stable peak with a period between 4 and 7 s, originating from
oceanic swell~Donn, 1967!. The strong correlation of these
signals from one sensor to another partly explains the in-
crease of the decorrelation frequency between 0.2 and 0.5 Hz
at low wind speeds.

B. Wind model

If n measurement pointspi are considered,n21 points
pk are at a distance ofdi ,k from point pi . Between pointspk

and pi , the wind-noise pressure exhibits a coherence func-
tion whose cut-off frequency is given by Eq.~2!. Correrela-
tion areaZni attached to pointspi is shown in Fig. 6. These
zones of coherenceZni are defined like circular areas cen-
tered onpi with a radius equal to an entire multiple of the
smallestdi ,k . Several pointspk can be present within the
zones of coherence. To satisfy Eq.~2!, a normal random
temporal sequence$ni% is applied to pointpi . The distance
di ,k is calculated for each pointpk and the sequence$ni ,k% is
applied to pointspk . The $ni ,k% sequences are derived from
the $ni% sequences by using a first-order low-pass filter with
a cut-off frequency of

f ci ,k50.2
Vm

di ,k
. ~3!

For each pointpi , the signal representative of the wind is
generated by

$wi~ t !%5 (
k51¯n

$ni ,k~ t !%. ~4!

The procedure is repeated for all pointspi with i 5@1,n#.
The spectrum of the wind-noise pressure thus generated pre-
sents a slope close to21.3, which is reasonably close to the
experimental values.

IV. SIMULATION OF NOISE REDUCTION AND
EXPERIMENTS

The impulse responseshi(t) are derived from the trans-
fer function Hi(v) established in Sec. II. These responses
hi(t) are convolved with the synthetic wind noisewi(t). The
response of the system to a wind excitation is given by the
sum of the convolution:

y~ t !5(
i

$hi~ t !* wi~ t !%. ~5!

FIG. 8. Simulations and measurements of noise reduction for the 16 m system, for wind speeds of 2 and 4 m/s.

FIG. 7. Effect of grid screens on noise
reduction.~a! Comparative spectra of
the noise generated in a wind tunnel
operated at 2 m/s, measured with and
without grid screens~the rotational
frequency of the blades is 8 Hz!. ~b!
Curve of theP( f ) polynomial model-
ing the noise reduction obtained with
grid screens.
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The comparison is performed between the spectra amplitudes
of y(t) and onewi(t).

A. Effect of the air inlets

With a diameter of 15 mm, the air inlets are essentially
open. The inlets are covered by a protective 1 mm mesh
wire-screen shield to prevent the entry of foreign bodies
likely to block the pipes. Moreover, comparative noise mea-
surements with and without grid screens show a significant
wind-noise reduction above 5 Hz@Fig. 7~a!#. To take into
account the screen effect, the noise spectrum is weighted
using the following approximation function derived from
measurements@Fig. 7~b!#:

P~ f !50.966110.8443• f 20.2861• f 210.0470• f 3

20.0036• f 410.0001• f 5. ~6!

The noise reduction simulated as a function of frequency is
given by

E~ f !5
P~ f !•uY~ f !u

uW~ f !u
, ~7!

whereY( f ) andW( f ) are the Fourier transform ofy(t) and
wi(t), respectively.

B. Validation experiments

The validation of the acoustic modeling of the complete
system is carried out in our facilities located near Paris. The
following experimental protocol is applied.

~i! The experiment is located on a clear ground. To en-
sure the same noise level conditions~boundary layer
effects!, the air entries to the open sensor are located
at the same height as the air inlets of the noise reduc-
tion system~,0.2 m!. Accordingly, the sensors must
be subjected to the same wind conditions~a distance
of separation lower than 10 m!.

~ii ! A microbarometer is connected to the noise reducer.
~iii ! An open microbarometer is used as a pressure refer-

ence.
~iv! An anemometer is used for the measurement of wind

speed~height of;2 m!.
~v! All measurements channels are recorded by a 24 bits

DASE digitizer at a 20 Hz sample rate and transmitted
to Paris in real time via satellite link.

C. Noise reduction simulated for a 16-m system

This system is optimized for wind speeds lower than 5
m/s, with: Dm516 m (L154 m, L255 m), 32 air inlets
placed 0.2 m off the ground and 4 summation cavities~Fig.
1!. Figure 8 reports the results of the noise reduction simu-
lations compared with measurements. With a difference be-
tween simulation and measurements less than 4 dB, simula-
tions are consistent with the measurements. The maximum
noise reduction obtained is about 15 dB. The main results are
the following.

~i! For frequencies lower than 0.02 Hz, there is no noise
reduction.

~ii ! A maximum noise reduction of about 15 dB is ob-
tained at 1 Hz.

~iii ! At higher frequencies, the noise level is amplified by
the first resonant frequency~Fig. 4!.

~iv! With increasing wind speed, the noise reduction pat-
tern is shifted toward higher frequencies.

D. Noise reduction simulated for a 70 m system

When the wind speed becomes higher than 5 m/s, a 16
m system is no longer appropriate. To obtain a comparable

FIG. 9. Variant of the system for wind speeds higher than 5 m/s, with an
average diameter of 70 m, 48 air inlets. The length of each pipe is 12.5 m.

FIG. 10. Simulation and measurement
of the 70 m system for wind speeds of
2 and 5 m/s.~a! Wind speed of 2 m/s.
~b! Wind speed of 5 m/s.
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noise reduction in the frequency band@0.02–4# Hz, the di-
ameter should be increased. Such a system is presented in
Fig. 9. With an average diameter of 70 m, this arrangement
comprises 48 air inlets and 12 summation cavities. Its elec-
troacoustic model can be derived from a similar scheme pre-
sented in Fig. 2. Figure 10 shows the results of simulations
of this system compared with measurements for winds of 2
and 5 m/s. The main results are the following.

~i! For frequencies lower than 0.02 Hz, in contrast to the
16 m system~Fig. 8!, the noise reduction is weak but
not negligible~up to 6 dB!.

~ii ! The maximum noise reduction~15 dB! is obtained
between 0.1 and 1 Hz for wind speeds lower than 6
m/s. This maximal noise reduction is lower than the
theoretical noise reduction provided by 48 air inlets
~17 dB! ~Daniels, 1959!.

~iii ! The amplitude and the frequency of the resonances
are well predicted. The first resonant peak is intro-
duced by the longer elementary pipe~Hedlin et al.,
2003!. This tends to limit the frequency band of large-
sized systems to frequencies lower than 1 Hz~Grover,
1971; Noel and Whitaker, 1991!.

~iv! Compared with the 16-m system, the noise reduction
pattern is shifted toward the low frequencies for the
same wind speeds.

E. Effect on the signal

Figures 11~a! and 11~b! represent a signal generated by

the Concorde sonic boom recorded with and without the
16-m system without wind. These signals, consistently re-
corded by an array of microbarographs in France, are asso-
ciated with the daily supersonic Concorde flights between
North America and Europe~Le Pichon, 2002!. The measured
signal amplitudes with and without the noise reducer are
identical ~;0.6 Pa peak-to-peak!. Figures 11~c! and 11~d!
represent the signal of microbaroms from the Atlantic Ocean

FIG. 11. Nondistortion of waveform and spectra amplitude of infrasound signals without wind.~a!–~b! Concorde signal recorded with and without the 16 m
system and corresponding spectrum.~c!–~d! Microbaroms recorded with and without the 70 m system~signals filtered between 0.1 and 1 Hz! and the
corresponding spectrum.

FIG. 12. Dimensioning diagram for a wind noise reducer as a function of
the effective band and the average wind speed.
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recorded with and without the 70-m system. These two sig-
nals have an identical time sequence and spectra amplitude.
Since the level of noise is significantly reduced by these
systems, an increase in the signal-to-noise ratio for infra-
sound measurements is expected.

F. Discussion

Following the simulations, it appears that, for a circular
repartition of a finite number of inlets, we have the follow-
ing.

~i! The minimal frequencyf 1 at which the noise reduc-
tion starts depends both on the wind speedV and the
size of the systemDm ~Figs. 8 and 10! and can be
approximated by the relationf 150.14V/Dm . The
frequency band of noise reduction is shifted toward
higher frequencies with a decreasing size of the sys-
tem or increasing wind speed.

~ii ! The frequency band is limited by resonance whose
frequencyf 0 depends only on the size of the system
@Eq. ~1!#.

~iii ! Because of resonance, the theoretical noise reduction
provided by a large number of air inlets cannot be
attained. This is particularly noticeable in the case of
strong winds, where the maximal noise reduction be-
low the resonance is lower than the theoretical noise
reduction.

~iv! The optimal number of air inlets and the size of the
system can be established as a function of the average
wind speed and the effective frequency band.

~v! By removing resonances and using a large number of
inlets, the noise reduction could be improved in high
frequencies.

Items ~i! and ~ii ! give the effective frequency band of
noise reduction, according to the average wind speed and the
outer diameter. The diagram presented by Fig. 12 dimensions
the noise reduction system. Inclined lines are plotted for
various wind speeds, and the figure gives the frequency of
onset of noise reductionf 1 according to the array size. The
appearance of acoustic resonant peaks is represented as a
zone on the top right-hand corner. For a given wind speed,
the minimal size of the system is given by the intersection
between the minimal frequencyf 1 and the lines of equal

values of wind speed. For example, for a system subjected to
a wind of 10 m/s, a diameter of 70 m provides an onset of
noise reduction at 0.02 Hz. The horizontal projection towards
the right gives the upper frequency of the effective band~1.1
Hz!. A 16-m diameter system is efficient from 0.02 to 4 Hz,
for wind speeds lower than 2.5 m/s. For higher wind speeds,
the noise reduction is limited to the high-frequency band~for
a wind speed of 10 m/s, the effective band is@0.08–4# Hz!.

V. CONCLUSION

The development of infrasound equipment in the frame-
work of the CTBT requires the study of robust and effective
systems for the reduction of acoustic noise generated by the
wind. The design of a system using low-impedance acoustic
elements has been investigated. The optimization of these
systems has been carried out by numerical simulations based
on electroacoustic modeling and the use of an appropriate
wind-noise model. The noise reduction has been first simu-
lated and then validated by experiments. The results obtained
allowed us to optimize a system efficient in the@0.02–4# Hz
band. The diameter of the system, as well as the maximum
noise reduction attainable for a given frequency band and
wind speed, have been determined. It has been shown that
the low onset frequency of noise reduction depends only on
the size of the system and increases with wind speed. The
resonances inside the pipes limit the effective bandwidth in
both frequency response and noise reduction. The noise re-
duction obtained with an infinite number of air inlets cannot
theoretically exceed 25 dB for low wind speed and decreases
with increasing wind speed. A maximum noise reduction of
the order of 20 dB is obtained with about 100 air inlets. In
order to enhance the performances of these systems, the reso-
nances need to be reduced or shifted. One way would be to
use purely acoustic systems based on impedance matching
by means of capillaries~Christie, 2001; Hedlin, 2001!.
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APPENDIX A: ELEMENTS OF ELECTROACOUSTIC MODEL „Fig. 2 …

Elements Model Values

Air inlet: From the radiation impedances
~Beranek, 1986!:

a,10 mm, f 510 Hz
Radiation impedance r51.225 kg/m3

Zar5Rapr1 j v•Mapr uZcu.1300 kVAa

a: radius of measurement port
r: air density
k: acoustic wave number
c: sound speed in air

Rapr5Zc

~ka!2

11~ka!2

Rapr552E26 VAa

Mapr50.26 kg/m4

Mapr5Zc

ka

11~ka!2

⇒Rapr!uZcu

with: Zc5
rc

pa2
, k5

2p f

c

Pipes 1 and 2:
Dissipative transmission line Zatli15Zc•tanhSG•l2 D h518.631026 (Pa s) at 20 °C.
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APPENDIX B: CALCULATION OF TRANSFER
FUNCTIONS BY THE MATRIX METHOD

The diagram for a nodek is shown by Fig. 13~a!. The
acoustic flow rate between nodek and nodej is written as

qv ~ j ,k!5
Nj2Nk

Z~ j ,k!
, ~B1!

with ( jqv ( j ,k)50 at nodek, it follows that

(
j

Nj

Z~ j ,k!
2Nk•(

j

1

Z~ j ,k!
50. ~B2!

If an air inlet is connected to nodek by a pipe, the impedance
is modeled byZek ~formed byMapr, Rapr, andZatl11. Figure
13~b! presents the corresponding diagram. From Eq.~B2!,
we can write

(
j

Nj

Z~ j ,k!
2Nk•S 1

Zek
1(

j

1

Z~ j ,k!
D 5ek•2

1

Zek
. ~B3!

In order to simplify the establishment of transfer functions
and perform the calculations, a matrix resolution method is
used with the following:

~i! the impedance matrix@Z# representing the imped-
ances defined by Eqs.~B2! and ~B3!;

~ii ! the vector $N% representing the pressures at the
nodes;

~iii ! the vector$1/Ze% representing the inlet admitances;
~iv! the vector$e% representing the pressure applied to

the air inlets.
We obtain

FIG. 13. Calculation of transfer func-
tions.~a! Diagram for a nodek. qv( i ,k)
is the volume flow rate between nodes
i andk, Nj is the pressure potential at
nodej andZ( i ,k) is the acoustic imped-
ance between nodesi and k. ~b! The
calculation of impedanceZek .

APPENDIX A: „continued!

Elements Model Values

l: length of pipes
h: viscosity coefficient of air
S: cross section of the pipe

Zatli25
Zc

G• l

These broad tube
approximations~Keefe,
1984! are close to exact

wave parameters~Benade,
1968!.

Zc5R0• b(110.369•r v
21)

2 j •0.369•r v
21c

G5k"b1.045"r v
21

1 j "(111.045"r v
21) c

with R05
r•c

S
, r v5A2•r"f"S

h
>1

Summation cavity:
Acoustic compliance

Vs : cavity volume
Cavs5

Vs

r•c2
Vs50.331023 m3

Microbarometer MB2000 type

Inlet pipes:
Mass1 losses Rap5

8•h•lp

p•rp
4

, Map5
r•lp

p•rp
2

l p530 mm, r p55 mm
l p : length of inlets
r p : radius of inlets

Inner volume:
Acoustic compliance
Vab : volume of cavity
and lossesRab

Cab5
Vab

r•c2
, Rab

Vab50.631023 m3

Cab54.3331026 m3 Pa,
Rab5500VAa

Sensitive bellows:
Mass spring oscillator
Rad , Mad , Cad : sensor bellows

Zad5Rad1jv•Mad1
1

jv•Cad

Cad55.1310211 m3/Pa
Mad52.853104 kg/m4

Rad52.623105 VAa

aVA denotes an MKS acoustic ohm in Pa s/m3.
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3
� ]

¯ 2(
j

1

Z~ j ,m!

] � ]

¯

1

Z~m,k!

¯ 2(
j

1

Z~ j ,k!
¯

1

Z~n,k!

¯

] � ]

2(
j

1

Z~ j ,n!
¯

] �

4 •5 ]

Nm

]

Nk

]

Nm

]

6 5

¦

]

2
1

Zem

]

2
1

Zek

]

2
1

Zen

]

§
•5

]

em

]

ek

]

en

]

6
which has the form

@Z#•$N%52H 1

ZeJ •$e%. ~B4!

The vector$N% is then calculated at the node representing the
pressure potential in the summation cavity of the microba-
rometer. The resolution is performed for each frequency as
follows:

$N~v!%5@Z~v!#21
•H 2

e~v!

Ze~v!J . ~B5!

The transfer function linking the pressure in the sensor cavity
Np to the excitation present at air inletej is obtained using a
vector $e%. All the componentsek of this vector are null,
except for the component corresponding to air inletj (ej

Þ0):

H ]

Nj~v!

]

Np~v!
J 5@Z~v!#21

•5
0
]

2
ej~v!

Zej~v!

]

0

6 . ~B6!

Finally, the transfer functionH j (v) is given by

H j~v!5
Np~v!

ej~v!
. ~B7!
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Analysis of the sound field in finite length infinite baffled
cylindrical ducts with vibrating walls of finite impedance
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This paper describes an analytical model of finite cylindrical ducts with infinite flanges. This model
is used to investigate the sound radiation characteristics of the gradient coil system of a magnetic
resonance imaging~MRI! scanner. The sound field in the duct satisfies both the boundary conditions
at the wall and at the open ends. The vibrating cylindrical wall of the duct is assumed to be the only
sound source. Different acoustic conditions for the wall~rigid and absorptive! are used in the
simulations. The wave reflection phenomenon at the open ends of the finite duct is described by
general radiation impedance. The analytical model is validated by the comparison with its
counterpart in a commercial code based on the boundary element method~BEM!. The analytical
model shows significant advantages over the BEM model with better numerical efficiency and a
direct relation between the design parameters and the sound field inside the duct. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1867832#

PACS numbers: 43.20.Bi, 43.20.Mv, 43.20.Rz@TDM# Pages: 1728–1736

I. INTRODUCTION

Magnetic resonance imaging~MRI! scanners are popu-
lar medical diagnostic devices providing useful information
about a patient’s internal organs in a noninvasive manner.
However, a disadvantage of MRI is the high level of acoustic
noise generated during scanning. This noise is caused by the
Lorentz forces acting on the gradient coils bound within an
epoxy resin cylinder. As the gradient current switches direc-
tion the gradient windings vibrate, leading to the generation
of sound waves.1

Recently measures have been taken to control the acous-
tic noise generated by MRI scanners. The technique of active
noise control~ANC! for the reduction of MRI noise has been
studied.2–4 ANC was found to be effective only at relatively
low frequencies. Mansfieldet al.5 proposed a technique
called active acoustic screening for quiet gradient coil de-
sign. While reducing the acoustic noise inside MRIs, this
type of screening inevitably reduces the gradient strength as
well. Yoshidaet al.6 used ‘‘independent suspension’’ of the
coil to dampen vibrations, while a ‘‘vacuum vessel enclo-
sure’’ of the coil shields transmission of sound waves
through the air. These methods are not suitable for all kinds
of new MRI scanners and are impossible to retrofit to exist-
ing machines.

Optimizing the design of the gradient coil system could
attenuate the root cause of acoustic noise. A clear under-
standing on the characteristics of structural vibration and
acoustic radiation of the gradient coil system is necessary for
the design of quiet MRI scanners. Kessels7 has developed a
mathematical model of gradient coil structural vibrations due
to the Lorentz forces acting on the windings. An acoustical
model has been studied by Kuijpers.8 He used a baffled finite
cylindrical duct with vibrating walls to describe the sound
radiation of a gradient coil cylinder by assuming that only
the cylinder could vibrate and thus radiate acoustic energy.
This model can only be applied to the duct walls with zero
acoustic admittance~or infinite acoustic impedance!. It may

not always be reasonable to regard the walls as acoustically
rigid. This limitation also restricts the application of this
method to a gradient coil covered by sound absorption ma-
terials.

Studies on the acoustic radiation in cylindrical ducts
have been reported,9–15 but they mainly discuss situations
with simple sources~point source! or sound propagations
inside ducts without vibrating walls. Models dealing with
more complicated vibration conditions have also been
reported.16,17 These models only investigate the sound field
in closed cylindrical ducts~chambers!.

A schematic cross section of a gradient coil system of a
typical MRI scanner is shown in Fig. 1 and can be described
as an axisymmetric cylinder, that is, a finite cylindrical duct
with infinite baffles at the two open ends. The isocenter is the
coordinate origin for the model.

Due to wave reflection at the openings of a duct, the
acoustic radiation impedances at the open ends should be
considered as a boundary condition for the analytical model.
The radiation impedances at the open end of a finite cylin-
drical duct with an infinite flange were studied by
Zorumski.11 His results showed that the acoustical conditions
of the duct wall have a significant influence on the radiation
impedances.

In this paper, the radiation impedances are calculated for
a finite cylindrical duct with rigid and absorptive walls.
Based on these results, the inside sound field generated by
the vibrating wall is simulated. The variations of the pressure
levels caused by applying different acoustic admittances to
the wall are also shown and discussed. The results obtained
from the analytical models are compared with the data cal-
culated using the commercial software SYSNOISE, which is
based on the boundary element method~BEM!. Compared
with the BEM, the most important feature of analytical meth-
ods is that they can generally show the dominant parameters
for the modeled problems more directly and, therefore, yield
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more physical insight into the problem. In addition, they are
much more computationally efficient.

II. THEORY

An analytical model for the sound field generated by the
structural vibration of the wall of a finite cylindrical duct
with finite acoustic impedance will be derived in this section.
First, the fundamental theory of duct acoustics will be re-
viewed briefly. Then, the boundary problem will be solved
by making the acoustical model satisfy both boundary con-
ditions at the duct wall~vibrating and with a finite acoustic
impedance! and the two open ends~radiation impedances!.

A. Sound field of a infinite cylindrical duct

The sound field inside an infinite cylindrical duct can be
expressed as a sum of modal solutions~a time factoreivt is
understood throughout this paper!,

p~r ,u,x!5 (
m52`

`

(
n51

`

Jm~a r
mnr !e2 imu@Amne

2 iax
mnx

1Bmne
iax

mnx#, ~1!

wherex is the coordinate in the axial direction of the duct,r
is in the radial direction, andu is in the circumferential di-
rection~see Fig. 2!. Jm(a r

mnr ) are the Bessel functions of the
first kind with circumferential orderm. Heren is the radial
mode number. The parametersax anda r are the wave num-

bers in the axial and the radial direction, respectively.A and
B are the modal coefficients of the forward- and backward-
propagating acoustic wave modes, respectively.
For the rigid wall case, the boundary condition can be ex-
pressed as

Jm8 ~a r
mna!50. ~2!

For the wall with a finite acoustic impedance, the boundary
condition should satisfy the following equation:18

a r
mnJm8 ~a r

mna!5 ibkJm~a r
mna!, ~3!

whereJm8 is the derivative ofJm with respect to its argument;
a is the radius of the duct andb is a specific acoustic admit-
tance defined asb5j2 is5rc/Z. It should be noted that
Z5p/un , whereZ is the acoustic impedance,p is the pres-
sure on the surface, andun is the normal surface velocity.
The parametersr andc are the density and speed of sound in
the media, respectively, andk is the free field wave number.

The velocity distribution of the vibrating wall can be
written in the form of a Fourier series,

ur~a,u,x!5U~u,x!

5
1

2p (
m52`

`

eimuUm~x!

5
1

4p2 (
m52`

`

e2 imuE
2`

`

Ũme2 iaxx dax . ~4!

Assuming the length of the vibrating wall is 2L, the Fourier
coefficients,Ũm , are defined by

Ũm5E
0

2p

eimu duE
2L

L

U~u,x!eiaxx dx. ~5!

By considering the acoustic impedance of the wall, the sound
pressure should satisfy the combined boundary condition at
the wall,

]p

]r U
r 5a

5 irvur~a,u,x!1 ikbp

5
irck

4p2 (
m52`

`

e2 imuE
2`

`

Ũme2 iaxx dax1 ikbp.

~6!

In Eq. ~6! the first term indicates the effect of the surface
velocity distribution; the second term is the influence of the
finite impedance.

The sound pressure can also be expressed by the spatial
Fourier transformation in the axial direction and the Fourier
series in the circumferential azimuth,u, of the pressure
mode. Therefore, a solution for the sound field is

p~r ,u,x!5 (
m52`

`

e2 imuE
2`

`

AmJm~a r r !e2 iaxx dax , ~7!

wherea r
25k22ax

2, andAm are the coefficients. At a particu-
lar frequency and for a certain acoustic mode, the axial wave
number ax

mn5Ak2a r
mn50. This is called the cutoff fre-

quency below which the particular modes cannot propagate

FIG. 1. Schematic cross-sectional view of an MRI scanner.

FIG. 2. Cylindrical polar coordinates.
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freely in the duct. Those axial modes above the cutoff fre-
quency are called cut-on modes.

Bringing the above equation into Eq.~6! to solve for the
boundary condition, the following expression can be ob-
tained:

a rAmJm8 ~a r r !5
irck

4p2 Ũm1 ikbAmJm~a r r !. ~8!

The sound pressure can now be represented by replacingAm

in Eq. ~7!,

p~r ,u,x!5
irck

4p2 (
m52`

`

e2 imuE
2`

` Ũm

a rJm8 ~ara!2 ikbJm~ara!

3Jm~a r r !e2 iaxx dax . ~9!

This equation can be solved by the residue integration
method. An integration contour is chosen to enclose the
lower half-plane whenx>0 and enclose the upper half-
plane, wherex,0, as shown in Fig. 3. The poles,ax

mn ,
inside the contour can be calculated from

ax
mn56Ak2a r

mn, ~10!

where a r
mn are solved by rewriting Eq.~3! as a rJm8 (arr )

2 ikbJm(arr )50. When x>0, only the poles ax
mn

52Ak2a r
mn are inside the contour. Conversely, the poles

ax
mn5Ak2a r

mn are inside the integration contour forx,0.
Thus the integral in Eq.~9! can be calculated by the sum of
the residues at these poles~see Appendix A! and it can be
rewritten as

p~r ,u,x!5
rck

2p (
m52`

`

e2 imu (
n51

`
~a r

mn!2

ax
mn

3
Jm~a r

mnr !

~a r
mn!2aJm9 ~a r

mna!1 ikbJm~a r
mna!~12 ikab!

3E
2L

L

Um~x8!e2 iax
mnux2x9u dx8¯ , ~11!

where Re(ax
mn) and Im(ax

mn)>0 for x,0; Re(ax
mn) and

Im(ax
mn),0 for x>0.

B. Sound field of a finite cylindrical duct

The expression of the sound pressure level,P(r ,u,x),
for a finite duct must satisfy the boundary at the wall caused
by the structural vibration and finite acoustic impedance. The
expression also needs to agree with radiation impedances at
the duct open ends~see Fig. 4!. Therefore, the reflection at
the open ends should be taken into consideration and the
total pressure needs to be expressed as a sum of the above
solution satisfying the boundary condition at the wall and a
general solution. The total solution that satisfies the bound-
ary conditions at both the wall and the open ends can be
represented as

p~r ,u,x!5p8~r ,u,x!1p9~r ,u,x!, ~12!

where

p8~r ,u,x!5
rck

2p (
m52`

`

e2 imu (
n51

`
~a r

mn!2

ax
mn

Jm~a r
mnr !

~a r
mn!2aJm9 ~a r

mna!1 ikbJm~a r
mna!~12 ikab!

E
2L

L

Um~x8!e2 iax
mnux2x8u dx8,

~13!

p9~r ,u,x!5 (
m52`

`

e2 imu (
n51

`

BmnJm~a r
mnr !~e2 iax

mnx1eiax
mnx!. ~14!

FIG. 3. The residue integration contour.

FIG. 4. Boundary conditions for the finite cylinder.~The sound field should
satisfy both the impedance and velocity boundary conditions at the duct wall
and the radiation impedance boundary condition at the open ends.!
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In these expressions,Bmn are the coefficients for the general
solution and it is assumed that they are the same for the

forward-propagating (e2 iax
mnx) and backward-propagating

(eiax
mnx) acoustic wave modes because the duct is symmetric

about the center plane A~see Fig. 4!. In fact, the velocity
distribution of the duct wall is also symmetric about the cen-
ter plane due to the symmetry of the gradient coil windings.
Therefore, the total solution for the sound field satisfies the
boundary condition:

]p

]r
5

]p8

]r
1

]p9

]r
5 irvur~a,u,x!1 ikbp. ~15!

The expression for the total pressure can be rearranged as

p~r ,u,x!5 (
m52`

`

e2 imu (
n51

`

Jm~a r
mnr !@~Gmn8 ~x!1Bmn!

3e2 iax
mnx1~Gmn9 ~x!1Bmn!e

iax
mnx# ~16!

with

Gmn8 ~x!5
rck

2p

~a r
mn!2

ax
mn@~a r

mn!2aJm9 ~a r
mna!1 ikbJm~a r

mna!~12 ikab!#
E

2L

x

Um~x8!eiax
mnx8 dx8, ~17!

Gmn9 ~x!5
rck

2p

~a r
mn!2

ax
mn@~a r

mn!2aJm9 ~a r
mna!1 ikbJm~a r

mna!~12 ikab!#
E

2x

L

Um~x8!eiax
mnx8 dx8, ~18!

The pressure at an open end~suppose the right side,x5L) is

p~r ,u,L !5 (
m52`

`

e2 imu (
n51

`

@~Gmn1Bmn!e
2 iax

mnL1Bmne
iax

mnL#Jm~a r
mnr !. ~19!

with

Gmn~x!5
rck

2p

~a r
mn!2

ax
mn@~a r

mn!2aJm9 ~a r
mna!1 ikbJm~a r

mna!~12 ikab!#
E

2L

L

Um~x8!eiax
mnx8 dx8. ~20!

The corresponding axial velocity is

ux~r ,u,L !5
1

rc (
m52`

`

e2 imu (
n51

` ax
mn

k
@Bmne

iax
mnL

2~Gmn1Bmn!e
2 iax

mnL#Jm~a r
mnr !. ~21!

The acoustic pressure and velocity amplitudes at the open
ends of the duct can be expressed in terms of the acoustic
modes in radialr and circumferentialu directions as11

p~r ,u,x!5 (
m52`

`

e2 imu (
n51

`

PmnJm~a r
mnr !, ~22!

ux~r ,u,x!5
1

rc (
m52`

`

e2 imu (
n51

`

VmnJm~a r
mnr !, ~23!

wherePmn andVmn are the modal coefficients for the pres-
sure and velocity, respectively.

Comparing Eqs.~22! and ~23! to Eqs. ~19! and ~21!,
respectively, the amplitudes of modal pressurePmn and ve-
locity Vmv are

Pmn5~Gmn1Bmn!e
2 iax

mnL1Bmne
iax

mnL

5Bmn~eiax
mnL1e2 iax

mnL!1Gmne
2 iax

mnL, ~24!

Vmv5
ax

mn

k
@Bmne

iax
mnL2~Gmn1Bmn!#e

2 iax
mnL

5
ax

mn

k
@Bmn~eiax

mnL2e2 iaxm
n L!2Gmne

2 iax
mnL#.

~25!

The relationship between the modal pressure and velocity
amplitudes can be expressed by the radiation impedance,Z,
at the open end with an infinite flange,

Pmn5(
l 51

`

ZmnlVml , ~26!

wherel andn are the orders of radial incident and reflected
modes, respectively. Referring to Appendix B, the radiation
impedance,Z, can be calculated using
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Zmnl5
1

W E
0

p/2 sin3 fJm8
2~ka sinf!22ib sin2 fJm~ka sinf!Jm8 ~ka sinf!2b2 sinfJm

2 ~ka sinf!

~sin2 f2~a r
mn!2/k2!~sin2 f2~a r

ml!2/k2!
df

1
i

W E
0

` cosh3 jJm8
2~ka coshj!22ib cosh2 jJm~ka coshj!Jm8 ~ka coshj!2b2 coshjJm

2 ~ka coshj!

~cosh2 f2~a r
mn!/k2!~cosh2 f2~a r

ml!2/k2!
dj. ~27!

Bringing the above two equations forPmn andVmv into Eq.
~26! gives

Bmn~eiax
mnL1e2 iax

mnL!1Gmne
2 iax

mnL

5 (
v51

`

Zmnv

ax
mn

k
@Bmn~eiaxm

n L2e2 iax
mnL!2Gmne

2 iax
mnL#.

~28!

For a fixed order,m, the above equation can be expressed in
matrix form as

gmEm1Em8 bm5Zm~KmEm9 bm2Kmgm!

for m50,61,62,... . ~29!

The detailed expressions of the matrices in Eq.~29! are pre-
sented in Appendix C. The coefficient matrixbm can be
solved using the following equation,

@Em1ZmKm#gm5@ZmKmEm9 2Em8 #bm . ~30!

Oncebm is known, these values can be brought into Eq.~16!
and the sound field pressure,p, can be calculated.

III. NUMERICAL RESULTS AND DISCUSSION

To verify the validity of the above mathematical model,
the sound pressures at various points within the sound field
inside a finite cylindrical duct were calculated. The radii of
the gradient coils of MRI scanners are normally about 0.3 m.
The radius of the gradient coils for the 4 Tesla, Varian/
Siemens, Unity INOVA whole-body MRI system, used in
previously reported experimental studies,4 is 0.34 m~1.2 m
in length!. Therefore, a cylindrical duct with 0.3-m radius
and 1.2-m length was used for the simulations and different
wall acoustic impedances~rigid, b50.1 andb50.3) were
applied. The analytical results are compared with the data
calculated using the commercial code LMS SYSNOISE,
which is based on the boundary element method~BEM!.

The velocity distribution on the duct wall can normally
be expressed by a sum of trigonometric functions in the cir-
cumferential and axial directions, such as

U5 (
m50

`

(
n51

`

UA cos~mu!cos~npx/2L !. ~31!

The amplitude,UA50.001 m/s, is arbitrarily chosen. The pa-
rameterL is the length of the duct;m50 andn52, andm
51 andn53, are used in the calculations. Thus the velocity
distribution can be written as

U50.001@cos~2px/1.2!1cos~u!cos~3px/1.2!#. ~32!

Equation~13! is used for calculating the pressure. It is ap-
parent, because of the Bessel functions@see Eq.~33!#, that
just the first term, 0.001 cos(2px/1.2) (m50), of the duct
vibration velocity contributes to the sound pressure at the
center line (r 50):

Jm~a r
mnr !ur 5051 when m50,

~33!
Jm~a r

mnr !ur 5050 when mÞ0.

The infinite matrices for the analytical model of finite ducts
are truncated. The sound pressure level, Lp~dB! ~with a
reference of 20mPa!, from 100 to 3000 Hz at the isocenter
and the pointr 50, x50.3 m for the duct wall with the ad-
mittanceb50.1 calculated with different truncated orders,
n55, 7 and 9, are shown in Figs. 5 and 6, respectively. It is
obvious that there is a significant difference between the re-
sults calculated by ordern55 and the other two situations
~ordersn57 and n59) at the higher frequencies~.2400
Hz!. The reason is that higher duct modes contribute little to
the sound pressure below their cutoff frequency. For the
analysis frequency up to 3000 Hz, there are harmonic orders
from n51 to n56 (m50) with their corresponding cutoff
frequencies below 3000 Hz.~see Table I!. This also holds for
the orderm51. This suggests that infinite matrices truncated
at the ordern55 are not accurate enough at high frequencies
~.2400 Hz!. However, using truncated ordersn57 or n

FIG. 5. The sound pressure level, Lp, at the isocenter calculated with dif-
ferent truncated orders,n55, 7 and 9~the wall admittanceb50.1).

FIG. 6. The sound pressure level, Lp, at the pointr 50, x50.3 m calculated
with different truncated ordersn55, 7 and 9~the wall admittanceb50.1).
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59 will be acceptable for analysis of frequencies up to 3000
Hz.

It is impossible to build a duct with infinite baffles with
the SYSNOISE software. However, the size of the baffles
can be defined as relatively large in the BEM model for
comparison to the analytical model for the finite duct with
infinite flanges. For most MRI scanners, the gradient coils
are actually baffled by the casing~1–1.5 m in radius! of the
static magnet. Therefore, for assessing the influence of the
baffle radius to acoustic response of the BEM model, the Lp
at the isocenter and a particular point on the center line (r
50,x50.3 m) for different baffles with radiusR of 1.5, 3,
and 5 m~rigid wall! are calculated and shown in Figs. 7 and
8, respectively. These results are quite close~except for a
little difference at the lower frequencies! especially for the
baffles of 3 and 5 m in radius. These results indicate that the
BEM model with baffle 3 or 5 m validates the analytical
model. The results are applicable to simulate the acoustic
response of a real MRI scanner. For an analysis frequency up
to 3000 Hz, at least 7400 elements are used for the BEM
model to satisfy the minimum accuracy requirement.

The sound pressure level, Lp, at the isocenter for differ-
ent duct wall conditions~rigid, b50.1 andb50.3) calcu-
lated by the BEM model~SYSNOISE! and the analytical
model are shown in Fig. 9. This figure shows that the sound
pressure level at the isocenter calculated by both of the meth-
ods reaches a good agreement. The pressure peaks appear
around 700, 1300, 1850, 2400, and 3000 Hz~around cutoff
frequencies form50, referring to Table I!. This indicates
that the sound energy at the isocenter of the finite cylindrical
duct is concentrated around the duct cutoff frequencies. This
is due to the fact that the wave reflections at the open ends
reach their maximum value at the cutoff frequencies, causing
acoustic resonance inside the duct. The cutoff frequencies are
dependent on the geometrical dimension~radius! of the duct.

Compared with the results calculated by the analytical
model for the duct with acoustic rigid wall, reductions of the
sound pressure level Lp at the isocenter around cutoff fre-
quencies are shown in Table II when absorptive boundary
conditions for the duct wall are applied. The noise reduction
is obvious especially at the first peak at 700 Hz and the fifth

peak at 3000 Hz. These results also reveal that more noise
attenuation takes place as the value of the admittance,b,
increases.

Since the sound field inside the duct is symmetrical to
the isocenter, the acoustical pressure distributions for half the
duct (r 50 – 0.2 m,x50 – 0.6 m) with the wall admittance of
b50.1 were calculated by the analytical model. The results
from the analytical method and the differences between the
analytical model and the BEM model are shown in Figs.
10–13 for the frequencies 700, 1300, 1850, and 2400 Hz,
respectively. The results show that the sound fields obtained
by both methods are similar except for some differences
close to the open end.

IV. CONCLUSIONS

An analytical model for the acoustic radiation inside fi-
nite cylindrical ducts with infinite flanges has been pre-
sented. This model has been validated for a duct wall with
acoustically rigid boundary conditions and absorptive bound-
ary conditions. The acoustic response of the analytical model

FIG. 7. The sound pressure level, Lp, at the isocenter with different baffle
radii: 1.5, 3, and 5 m~rigid wall!.

FIG. 8. The sound pressure level, Lp, at the pointr 50, x50.3 m with
different baffle radii: 1.5, 3, and 5 m~rigid wall!.

FIG. 9. The sound pressure level, Lp, at the isocenter calculated by the
BEM and the analytical method for different wall conditions:~a! rigid, ~b!
b50.1, and~c! b50.3.

TABLE I. Cutoff frequencies,acuto f f , in Hz corresponding to radial acous-
tic modes,a r

mn . ~For the rigid wall,m50 andm51.)

n 1 2 3 4 5 6

m50 0 691 1266 1834 2402 2970
m51 332 961 1540 2113 2681 3259
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was found to be in a good agreement with the results ob-
tained by the BEM model with LMS SYSNOISE.

When compared with the BEM model, the analytical
model more directly shows the relationship of the sound field
to the geometrical parameters and boundary conditions of the
cylindrical duct. The observation of acoustic energy concen-
tration around the cutoff frequencies can make it possible for
MRI scanner designers to avoid designing inherently noisy
gradient coils. The simulation results also show that using
absorptive materials to cover the duct wall may be an effec-
tive way to reduce the noise without changing the design of
the scanner. The other important benefit of using the analyti-
cal model is that reduced computer resources are required
and it runs much faster than the BEM model, especially for
the ducts with absorptive walls and a wide range of analysis

frequencies. As an example, it normally took more than 2
weeks for calculating a model with absorptive walls from
100 to 3000 Hz~with a frequency resolution of 50 Hz! using
SYSNOISE on a computer with an Intel P4 1.7G Hz CPU
and 1.5 GB memory. The same calculation required only
about 2 h for the analytical model on the same computer.

APPENDIX A: RESIDUE INTEGRATION

From the Eq.~9!, the integration

E
2`

` Jm~arr !

a rJm8 ~ara!2 ikbJm~ara!
e2 iaxx dax

could be solved by the residue integration method,18

E
2`

`

F~ax!e
2 iaxx dax5H 22p i( Re2~ax

mn!, x>0,

2p i( Re1~ax
mn!, x,0,

~A1!

where F(ax)5Jm(arr )/@a rJm8 (ara)2 ikbJm(ara)#,
( Re2(ax

mn) is the sum of the residues ofF(ax)e
2 iaxx at all

its poles on and below the real axis, and( Re1(ax
mn) is the

sum of the residues ofF(ax)e
2 iaxx at all its poles above the

real axis.
The residue can be calculated by

FIG. 10. The sound field~Lp! at 700 Hz (b50.1). Axial direction from 0 to
0.6 m~the isocenter to the open end, radius from20.2 to10.2, ‘‘1’’ means
the point in the left side to the isocenter, ‘‘2’’ means the right side!. ~a!
Calculated by the analytical model.~b! The difference of results between the
analytical model and the BEM model.

TABLE II. The sound pressure level, Lp~dB!, reduction around the cutoff
frequencies when absorptive boundary conditions are applied.

Frequency~Hz! 700 1300 1850 2400 3000

b50.1 13 1.9 2.3 4 13.1
b50.3 16 6.5 8 9.5 21.3

FIG. 11. The sound field~Lp! at 1300 Hz (b50.1). ~a! Calculated by the
analytical model.~b! The difference of results between the analytical model
and the BEM model.
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Re~ax
mn!5

Jm~arr !

~d/dax!~a rJm8 ~ara!2 ikbJm~ara!ua
x
mn

5
~a r

mn!2

ax
mn

Jm~a r
mnr !

~a r
mn!2aJm9 ~a r

mna!1 ikbJm~a r
mna!~12 ikab!

. ~A2!

APPENDIX B: CALCULATION OF RADIATION
IMPEDANCES

The generalized radiation impedance can be written as

Zmnl5
2 i

NmnNml
E

0

` t

At221
Dmn~t!Dml~t!dt, ~B1!

Nmn5kaF1

2

~~a r
mna!22m2!Jm

2 ~a r
mna!

~a r
mna!2 1Jm8

2~a r
mna!G1/2

,

~B2!

Dmn~t!5
k2a

~a r
mn!22t2k2 @ktJm~a r

mna!Jm8 ~tka!

2kr
mnJm8 ~a r

mna!Jm~tka!#. ~B3!

Equation~B1! shows the incident modes can be coupled with
other reflection modes. Equation~B1! can be simplified as

Zmnl5
1

W E
0

` t3Jm8
2~tka!22ibt2Jm~tka!Jm8 ~tka!2b2tJm

2 ~tka!

A12t2~t22~a r
mn!2/k2!~t22~a r

ml!2/k2!
dt ~B4!

with

FIG. 12. The sound field~Lp! at 1850 Hz (b50.1). ~a! Calculated by the
analytical model.~b! The difference of results between the analytical model
and the BEM model.

FIG. 13. The sound field~Lp! at 2400 Hz (b50.1). ~a! Calculated by the
analytical model.~b! The difference of results between the analytical model
and the BEM model.
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W5
1

2 F S 12S bk

a r
mnD D 2

2
m2

~a r
mna!2G1/2F S 12S bk

a r
mlD D 2

2
m2

~a r
mla!2G1/2

. ~B5!

The integral can be split into two parts over the range~0,1!, and ~1, `! and with the changes of variable,t5sinf and t
5cosj, in those respective ranges, the impedance equation becomes

Zmnn5
1

W E
0

p/2 sin3 fJm8
2~ka sinf!22ib sin2 fJm~ka sinf!Jm8 ~ka sinf!2b2 sinfJm

2 ~ka sinf!

~sin2 f2~a r
mn!2/k2!~sin2 f2~a r

mn!2/k2!
df

1
i

W E
0

` cosh3 jJm8
2~ka coshj!22ib cosh2 jJm~ka coshj!Jm8 ~ka coshj!2b2 coshjJm

2 ~ka coshj!

~cosh2 f2~a r
mn!2/k2!~cosh2 f2~a r

mln!2/k2!
dj. ~B6!

APPENDIX C: THE MATRIX REPRESENTATION FOR
EQ. „28…

For a fixed order,m, Eq. ~28! can be expressed by ma-
trices as

gmEm1Em8 bm5Zm~KmEm9 bm2Kmgm! for m50,61,

62,..., ~C1!

where

gm5@Gm1 Gm2 Gmn#T, ~C2!

bm5@Bm1 Bm2 Bmn#T. ~C3!

Em , Em8 , andEm9 are diagonal matrices,

Em5F e2 iax
m1L 0 0

0 e2 iax
m2L 0

0 0 e2 iax
mnL

G , ~C4!

Em8

5Fe2 iax
m1L1eiax

m1L 0 0
0 e2 iax

m2L1eiax
m2L 0

0 0 e2 iax
mnL1eiax

mnLG ,

~C5!

Em9

5F eiax
m1L2eiax

m1L 0 0

0 eiax
m2L2e2ax

m2L 0

0 0 eiax
mnL2e2 iax

mnL

G .

~C6!

The general impedance matrix is given by

Zm5F Zm11 Zm12 Zm1n

Zm21 Zm22 Zm2n

Zmm1 Zmm2 Zmmn

G . ~C7!

Km is a diagonal matrix, which is composed of the ratio of
the axial wave number of the acoustic modes to the wave
number in the free field. It can be written as

Km5F ax
m1/k 0 0

0 ax
m2/k 0

0 0 ax
mn/k

G . ~C8!
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Simulations performed with the Biot theory show that for thin porous layers, a shear mode of the
structure can be induced by a point-source in air located close to the layer. The simulations show
that this mode is present around frequencies where the quarter wavelength of the shear Biot wave
is equal to the thickness of the samples and show that it can be acoustically detected from the fast
variations with frequency of the location of a pole of the reflection coefficient close to grazing
incidence. The mode has been detected with this method for two reticulated plastic foams. For one
of the foams studied, the velocity and the damping of the Rayleigh wave have been measured on a
thicker layer of the same medium at higher frequencies, giving a real part of the shear modulus close
to the one obtained from the measured location of the pole. The strong coupling of the shear mode
with the acoustic field in air allows the measurement of the shear modulus without mechanical
excitation. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1868392#

PACS numbers: 43.20.El, 43.20.Gp, 43.20.Jr@RR# Pages: 1737–1743

I. INTRODUCTION

Acoustical excitations from a sound source in air gener-
ally do not create noticeable displacements of the porous
frame for usual sound-absorbing materials. As a conse-
quence, the measurement of the rigidity coefficients of the
porous frames is performed with mechanical excitations.1–7

A contact surface with a static stress is generally present and
the material, often strongly nonlinearly reacting, can be
modified by the experimental procedure. This drawback is
avoided when the Rayleigh wave velocity is measured,8 but
this measurement can only be performed on sufficiently thick
layers; the penetration of the Rayleigh wave inside the ma-
terial is of several shear wavelengths. Free field measure-
ments of the surface impedance can be used, with the Biot
theory,9,10 to evaluate the velocity of the frame-borne com-
pressional wave.11 At normal incidence, a mode related to
this wave can be excited. This mode is with a good approxi-
mation the quarter wavelength resonance of the compres-
sional wave in the frame, and is present at frequencies where
the wavelength is close to four times the thicknessl of the
layer. The surface impedance at normal incidence for a layer
glued to a rigid impervious backing presents around these
frequencies fast variations if the loss angle of the frame is
sufficiently small, but this is not the case for most of the
porous sound absorbing media. The excitation of shear
modes related to the Biot shear wave would need less energy
at equal loss angles because the shear modulus is smaller
than the modulus related to frame compressional waves.
These modes cannot be excited by plane waves at normal

incidence but at large angles of incidenceu. At u5p/2, the
surface impedanceZs(p/2) can be measured with the
Tamura method,12 but areas as large as 10 m2 are needed,
over which the porous layer must be carefully glued to a
rigid impervious backing, and the experimental procedure is
complicated. It has been shown recently that for thin porous
layers with a motionless frame~the thicknessl of a thin layer
verifies udu l !1, whered is the wave number in the air satu-
rating the frame!, a pole of the reflection coefficient exists at
a complex angle of incidenceup close top/2, andup can be
evaluated easily from measurements of the monopole pres-
sure field close to grazing incidence.13–15More precisely, the
reflection coefficientV is given by

V~cosu!5
Zs~cosu!2Z/cosu

Zs~cosu!1Z/cosu
, ~1!

and the angleup is a solution of the following equation,

cosup52
Z

Zs~cosup!
, ~2!

whereZ is the characteristic impedance of air, and the sur-
face impedanceZs is given by

Zs~u!5
iZ1

f cosu1
cot~d l cosu1!. ~3!

In this equation,Z1 is the characteristic impedance in the
fluid equivalent to the air saturating the porous medium,f is
the porosity, andu1 is the refraction angle given by sinu1

5(sinu)k/d, k being the wave number in the free air. For thin
layersup is close top/2 becauseZ/uZs(up)u!1, and cosup is
close to2Z/Zs(p/2). In Fig. 1, a sketch of the experimental
set for the measurement method is presented. The monopole

a!Author to whom correspondence should be addressed. Electronic mail:
mihenry@univ-lemans.fr
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source S and the receiver at M are located at small distances,
respectivelyh1 andh2 , from the porous layer. The distance
R2 from the source to the receiver,R1 from the image of the
source to the receiver, and the radial distancer are much
larger thanh11h2 , and the angle of specular incidenceu0 is
close top/2. ~The symbolsu0 andu are used for the angle of
specular incidence and for the angle of incidence of plane
waves, respectively.! The method is based on the use of the
following approximation for the monopole reflected fieldpr

over thin porous layers with a motionless frame, valid under
the conditionu0 andup close top/2:

pr5
exp~ ikR1!

R1
F12A2pkR1 expS 3p i

4 D
3cosup exp~2w2!erfc~2 iw !G , ~4!

w5A2kR1 exp
p i

4
sin

up2u0

2
. ~5!

Under the conditionu0 and up close top/2, w can be
rewritten

w5A1

2
kR1

p i

4
exp~cosu02cosup!. ~6!

The possible variations ofZs(up) around frequencies
where the shear mode is excited are much easier to measure
with the new method thanZs(p/2) with the Tamura method.
The Biot theory is used in Sec. II to describe the shear mode
and to predict the surface impedance and cosup . The validity
of Eqs.~4!–~6! in the context of the Biot theory is discussed
in Sec. III. Measurements of cosup leading to an evaluation
of the shear modulus for two porous foams are presented in
Sec. IV.

II. DESCRIPTION OF THE SHEAR MODE

The Biot theory, with the formalism developed in Ref.
16, has been used to predict the surface impedance with the
model by Johnsonet al.17 for the viscous and inertial inter-
action, and the model by Lafarge18 for the incompressibility
of air. The stress-strain relations in the Biot theory are

s i j
s 5@~P22N!us1Qu f #d i j 12Nei j

s , ~7!

s i j
f 5Qus1Ru f , ~8!

whereu f andus are the dilatation of the air and of the frame,
respectively,ei j

s are the strain components of the frame, and
s i j

f and s i j
s are the stress components of the air and of the

frame, respectively. The stress components are related to
forces per unit area of porous medium; thens i j

f 52fpd i j ,
wherep is the pressure in the air that saturates the porous
medium. The Biot elasticity coefficientsP, Q, and R, with
the simplifications suggested in Ref. 16~see Eqs. 6.21–6.28
of Ref. 16!, are given by

P5
4

3
N1Kb1

~12f!2

f
K f , ~9!

Q5K f~12f!, ~10!

R5fK f , ~11!

Kb5 2
3N~11n!/~122n!, ~12!

whereKb is the bulk modulus of the frame,N is the shear
modulus, andn is the Poisson ratio. The incompressibilityK f

of the air saturating the porous frame is given in the present
work by

K f5
Ka

b
, ~13!

whereKa is the adiabatic incompressibility of air andb is
given by Eq.~30! of Ref. 18:

b5g2~g21!F11
1

2 i ṽ8 S 12
M 8

2
i ṽ8D 1/2G21

, ~14!

ṽ85
r0Prvk08

hf
, ~15!

M 85
8k08

fL82
. ~16!

In these equations,h is the viscosity,r0 is the density of
air, g is the ratio of the specific heats, Pr is the Prandtl
number,k08 is the thermal permeability, andL8 is the thermal
characteristic dimension of the porous frame.

The equations of motion governing the displacementus

of the frame anduf of the saturating fluid are

2v2~ r̃11u
s1 r̃12u

f !5~P2N!““"us1N¹2us

1Q““"uf , ~17!

2v2~ r̃22u
f1 r̃12u

s!5R““"uf1Q““"us. ~18!

The renormalized densitiesr̃11, r̃22, and r̃12 are given
by ~see Eqs. 6.58 of Ref. 16!

r̃115r11ra2 ib, ~19!

r̃1252ra1 ib, ~20!

r̃225fr01ra2 ib. ~21!

The coefficientb related to the viscous and the inertial
interaction is given in the present work by

b52
s

v
f2Gj~v!, ~22!

FIG. 1. Symbolic sketch of the experiment, the monopole source S, and the
receiver at M above the porous layer.
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Gj~v!5S 12
4ia`

2 hr0v

s2L2f2 D 1/2

~23!

~see Eq. 5–64 of Ref. 16 with a complex conjugation due to
the opposite time dependence!, wherea` is the tortuosity,s
is the flow resistivity, andL is the characteristic viscous
dimension. The added densityra is given by

ra5r0f~a`21!. ~24!

The wave numbersk1 and k2 for both Biot compres-
sional waves, andk3 for the Biot shear wave, are given by

k1,2
2 5

v2

2~PR2Q2!
@Pr̃221Rr̃1122Qr̃126AD#, ~25!

k3
25

v2

N F r̃11r̃222 r̃12
2

r̃22
G , ~26!

D5~Pr̃221Rr̃1122Qr̃12!
2

24~PR2Q2!~ r̃11r̃222 r̃12
2 !. ~27!

Both compressional waves can be related to a velocity
potentialw for the frame andw f5mw for the saturating fluid.
The related displacementsus anduf are given by

us5
i

v
“w, ~28!

uf5
im

v
“w. ~29!

The coefficientsm are given by

m1,25
Pk1,2

2 2v2r̃11

v2r̃122Qk1,2
2

. ~30!

The shear wave is related to a vector velocity potential
for the frameC, and a vector velocity potential for airCa

5m3C.
The related displacements are given by

us5
i

v
“∧C, ~31!

uf5
i

v
m3“∧C, ~32!

andm3 is given by

m352 r̃12/ r̃22. ~33!

A plane wave in air impinging upon the porous layer with an
angle of incidenceu is represented in Fig. 2. The incidence
plane isxoz, the axisx is parallel to the air-porous medium
interface. The incident field creates in the porous layer a field
which can be described by six potentials with the same hori-
zontal wave number vector componentj5k sinu, w1

1 , w1
2

for the first compressional wave with oppositez wave num-
bers vector componentsa15(k1

22j2)1/2 and 2a1 , respec-
tively. Similarly, two potentialsw2

1 and w2
2 are defined for

the second compressional wave, related to thez wave num-
ber vector componentsa25(k2

22j2)1/2 and 2a2 , and two
potentials C15nw3

1 , C25nw3
2 , related to a35(k3

2

2j2)1/2 and2a3 , n being the unit vector on they axis. The
scalar functionsw j

6 can be written

w j
65aj

6 exp~6 ia j z1 i jx!, ~34!

where the six constant coefficientsaj
6 can be predicted from

the boundary conditions.
The porous layer is glued to the rigid impervious back-

ing. At the contact surface with the rigid impervious backing
the boundary conditions areuz

s5ux
s5uz

f50, which can be
rewritten

a1@a1
1 exp~ ia1l !2a1

2 exp~2 ia1l !#1a2@a2
1 exp~ ia2l !

2a2
2 exp~2 ia2l !#1j@a3

1 exp~ i j l !1a3
2 exp~2 i j l !#

50, ~35!

j@a1
1 exp~ ia1l !1a1

2 exp~2 ia1l !#1j@a2
1 exp~ ia2l !

1a2
2 exp~2 ia2l !#2a3@a3

1 exp~ i j l !2a3
2 exp~2 i j l !#

50, ~36!

a1m1@a1
1 exp~ ia1l !2a1

2 exp~2 ia1l !#

1a2m2@a2
1 exp~ ia2l !2a2

2 exp~2 ia2l !#

1jm3@a3
1 exp~ i j l !1a3

2 exp~2 i j l !#50. ~37!

Let p andUz be the pressure and thez component of the
air velocity in the free air at the contact surface with the
porous layer. At this interface, the boundary conditions can
be written19

fuz
f1~12f!uz

s5Uz , ~38!

szz
f 52fp, ~39!

szz
s 52~12f!p, ~40!

sxz
s 50. ~41!

A preliminary use of Eqs.~35!–~37! provides the reflec-
tion coefficients at a rigid and impervious boundary for the
three Biot waves and first information concerning the shear
modes. Fora1

151, a2
15a3

150, i.e., a compressional wave
w1

1 of amplitude unity at the air-porous layer boundary, the
expressions for theai

2 , i 51, 3, solutions of Eqs.~35!–~37!
and denoted asr 1,i are given in the first line of Table I. In the
same way, the second line gives the expressionsr 2,i , i 51, 3,
of the ai

2 related toa2
151, a1

15a3
150, and the third line

gives the expressionsr 3,i , i 51, 3, of theai
2 related toa3

1

FIG. 2. A plane wave in air, incident on a porous layer. The angle of
incidence isu, the incidence plane isoxz.
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51, a1
15a2

150. The factor exp(ijx) has been removed from
the different amplitudes. At the air-porous layer interface,
each incident wave in the layer will be associated with its
reflected field, so that Eqs.~35!–~37! will be automatically
satisfied. Equations~38!–~41! can be rewritten

ia1~fm11~12f!!@a1
1~12r 1,1!2a2

1r 2,12a3
1r 3,1#

1 ia2~fm21~12f!!@2a1
1r 1,21a2

1~12r 2,2!2a3
1r 3,2#

1 i j~fm31~12f!!@a1
1r 1,31a2

1r 2,3

1a3
1~11r 3,3!#52 ivUz , ~42!

2 i

v
$~Q1Rm1!k1

2@a1
1~11r 1,1!1a2

1r 2,11a3
1r 3,1#1~Q

1Rm2!k2
2@a1

1r 1,21a2
1~11r 2,2!1a3

1r 3,2#%52fp,

~43!

2 i

v
$@~P1Qm1!k1

222Nj2#@a1
1~11r 1,1!1a2

1r 2,11a3
1r 3,1#

1@~P1Qm2!k2
222Nj2#@a1

1r 1,21a2
1~11r 2,2!

1a3
1r 3,2#12Nja3@2a1

1r 1,32a2
1r 2,31a3

1~12r 3,3!#%

52~12f!p, ~44!

2ja1@a1
1~12r 1,1!2a2

1r 2,12a3
1r 3,1#

12ja2@2a1
1r 1,21a2

1~12r 2,2!2a3
1r 3,2#1~j22a3

2!

3@a1
1r 1,31a2

1r 2,31a3
1~11r 3,3!#50. ~45!

The three Eqs.~43!–~45! provide the ratiosa1
1/p, a2

1/p,
and a3

1/p. Reporting these ratios in Eq.~42! provides the
surface impedanceZs(u)5p/Uz . The predicted cosup is ob-
tained from the series (cosup)i defined by the following it-
erative equation

~cosup! i 1150.8~cosup! i20.2
Z

Zs~~up! i !
, ~46!

with (up)15p/2. A general description of the shear mode
with Eqs. ~42!–~45! is beyond the aim of the present work.
The main properties of the mode are shown in the context of
a simulation with a porous foam.

The porous material used for the simulations is a typical
foam with a thicknessl 51 cm. The parameters that describe
the foam are given in Table II~yellow foam!, except the
imaginary part of the shear modulusN, and the thicknessl.
The layer is set on a rigid impervious backing and the frame

is motionless at the contact surface. The surface impedances
at normal incidenceZs(0) and cos(up) are represented in
Figs. 3 and 4 for two loss angles, 0.1 and 0.025, respectively.
The Poisson ratio n is real, because previous
measurements7,20 give Imn50, and Ren50.3. This choice
for Ren is arbitrary; coefficientsn previously measured for
different foams range from 0.1 to 0.5, but it has no signifi-
cant effect on the shear mode. There is only a small shift,
around 10 Hz, of the location of the peak related to the shear
mode in Fig. 4 whenn varies from 0 to 0.5. The shear mode
is located around 813 Hz, where the quarter shear Biot wave-
length is equal to the thickness of the layer, and the compres-
sional mode is located around 1500 Hz. At normal incidence,
j50, and r 3,15r 3,25r 1,35r 2,350, r 3,351. Then Eq.~45!
givesa3

150 and the Biot shear wave is not present. Letjp

be the horizontal wave number component related to the
pole,jp5k sinup . When cosup is small, sinup is close to 1,
andjp is close tok. All the coefficientsr i , j are different from
0, and the shear wave is present and gives a contribution to
Uz andp via uz

s , uz
f , szz

s , andszz
f . This contribution anda3

1

reach a maximum when the coefficientT3,35exp(22ia3l) of

TABLE I. The coefficients r i , j expressed withA5a1a2(m12m2), B
5a1j(m12m3), C5a2j(m22m3), D5a3A1j(B2C), and Ti , j

5exp(2i(ai1aj)l).

r 1,1DT1,1 r 1,2DT1,2 r 1,3DT1,3

a3A1j(B1C) 22jB 22jA

r 2,1DT2,1 r 2,2DT2,2 r 2,3DT2,3

2jC a3A2j(B1C) 22jA

r 3,1DT3,1 r 3,2DT3,2 r 3,3DT3,3

22a3C 2a3B a3A2j(B2C)

FIG. 3. The surface impedance at normal incidence. Same parameters as in
the second column of Table I~yellow foam! except thicknessl 51 cm and
Im N526.2 kPa: ———, ImN521.55 kPa: ---.

FIG. 4. Predicted cosup as a function of frequency for the same material as
in Fig. 3. ImN526.2 kPa: ———, ImN521.55 kPa: ---.
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Table I is close to21, for Rea3l close top/2. The shear
mode does not exist if the shear wave is faster than the sound
in air, because in this casea35(k3

22k2)1/2 is, in a first ap-
proximation, an imaginary quantity. In the simulation~and
for the usual plastic open-cell foams!, the speed of the shear
waves in the foam is much smaller than the sound speed in
the free air, anda3 is close tok3 . For a loss angle equal to
0.1 (ImN526200 Pa), the influence of the compressional
mode is negligible on the impedance but the shear mode is
detectable on the behavior of cosup . For a loss angle equal
to 0.025 (ImN521550 Pa), the presence of the shear mode
is much more obvious than the presence of the compres-
sional mode on the pole location. The shear mode appears in
a small range of frequencies where it is related to a horizon-
tal wave number component close tok, which allows a
strong coupling with the pressure field in the free air at graz-
ing incidence. An opposite case is the one of the Rayleigh
wave, which can propagate at the same frequencies on
samples of larger thickness. The order of magnitude of the
Rayleigh wave velocity is around 50 m/s, which corresponds
to a horizontal wave number component seven times as large
ask. The coupling with the field in air at grazing incidence is
weak, with no noticeable effect on cosup .

III. VALIDITY OF THE APPROXIMATION FOR p r IN
THE CONTEXT OF THE BIOT THEORY

The method used to measure cosup for thin porous lay-
ers with a motionless frame is based on the use of Eqs.
~4!–~6!. These expressions have been obtained with the ref-
erence integral method described by Brekhovskikh and
Godin21 from the Sommerfeld representation of the reflected
monopole field

pr5 i E
0

` kj dj

l
V~l!J0~jkr !exp@ ikl~h11h2!#, ~47!

which can be rewritten

pr5
i

2 E2`

` kj dj

l
V~l!H0

~1!~jkr !exp@ ikl~h11h2!#,

~48!
l5~12j2!1/2, Im~l!>0,

whereH0
(1) is the Hankel function of zeroth order. A complex

angle u can be defined by sinu5j, cosu5l. Using the
asymptotic development of the Hankel function,H0

(1)(u)
5(2/pu)1/2exp(iu2ip/4), Eq. ~48! can be rewritten

pr5S k

2pr D
1/2

expS ip

4 D E
2`

`

F~j!exp@r f ~l!#dj, ~49!

F~j!5A j

12j2
V~l!, ~50!

f ~l!5 i cos~u2u0!, ~51!

r5kR1 . ~52!

Using the reference integral method with the notations
of Ref. 21,q5sinu, qp5sinup , and q05sinu0, pr can be
rewritten

pr5S k

2pr D
1/2

exp~ ip/4!exp@r f ~q0!#

3FaF1~1,r,sp!1S p

r D 1/2

F1
0~0!G , ~53!

a51/S dF21~q!

dq D
q5qp

, ~54!

F1~1,r,sp!5 ip exp~2rsp
2!erfc~2 iArsp!, ~55!

F1
0~0!5F~q0!~22/f q29 ~q0!!1/21

a

sp
, ~56!

sp5exp~ ip/4!A2 sin
up2u0

2
. ~57!

With f q29 (q0)52 i /cos2(u0), the term F(q0)(22/
f q29 (q0))1/2 gives a contributionpr1 to pr given by

pr15V~cosu0!exp~ ikR1!/R1 , ~58!

independently on the expression which definesV. The two
terms with the factora give the contributionpr2 given by

pr25a exp~ ikR11 i3p/4!~k/2r !1/2~2 i 1wAp exp~2w2!

3erfc~2 iw !!/w, ~59!

wherew is given by Eq.~5!, and the coefficienta is given by

a5
22 cosup

Asinup

@11~cosup /Zs~cosup!!

3~dZs /d cosu!u5up
#21. ~60!

The reflected pressure can be written

pr5V~cosu0!exp~ ikR1!/R12
cosup

w
A 2k

r sinup

3
exp~ ikR11 i3p/4!@2i 1wAp exp~2w2!erfc~2iw !#

@11~cosup /Zs~cosup!!~dZs /d cosu!u5up
#

.

~61!

If Zs does not depend onup , this equation is identical to
Eq. 1-4-10 of Ref. 21 for locally reacting surfaces

pr5V~cosu0!exp~ ikR1!/R12
cosup

w
A 2k

r sinup
exp~ ikR1

1 i3p/4!@2 i 1wAp exp~2w2!erfc~2 iw !#. ~62!

If up andu0 are sufficiently close top/2, (sinup)
1/2 can

be removed and Eqs.~5! and~62! can be replaced by Eqs.~6!
and~4!. These equations can be used also for thin layers with
a motionless frame or in the context of the Biot theory if

u~cosup /Zs~cosup!!~dZs /d cosu!u5up
u!1. ~63!

An evaluation of the left side of this equation is not very
simple. If the structural damping of the frame is small, the
shear mode induces fast variations ofZs with frequency, Eq.
~63! is not satisfied, and Eqs.~4!–~6! cannot be used, but the
loss angle for usual open-cell foams is large. Comparisons
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between estimations of the reflected pressure over thin po-
rous layers, obtained with Eq.~47! and with Eqs.~4!–~6!,
have been performed around frequencies where the shear
mode is present, showing that for loss angles of the frame
larger than 1

100, Eqs.~4! and ~6! provide a good approxima-
tion for the reflected pressure for thin layers. The loss angle
for usual open-cell foams is much larger than1

100.

IV. EXPERIMENTAL EVALUATION OF THE SHEAR
MODULUS

In Fig. 1 a symbolic sketch of the experimental set is
presented. The monopole source S is a pipe fed by a com-
pression driver. The receiver at M is an electret microphone.
The distancesz1 from the porous layer to the source andz2

from the layer to the microphone arez15z253 mm. The
distancer from the source to the receiver isr 523 cm. The
angle of specular reflection isu0 verifying cotu05(z1

1z2)/r. The porous layers are glued to a rigid impervious
backing, the area of the layers is close to 1 m2. The evalua-
tion of cosup with Eq. ~4! is performed from a measurement
of the ratiopr /(exp(ikR1)/R1) where exp(ikR1)/R1 is the di-
rect field at a distanceR1 from the source. The measurement
of the ratio is obtained from a measurement of the pressure
ph related to the direct field, the porous surface being re-
placed by a rigid, impervious surface and a second measure-
ment over the porous surface of the pressurept . Both mea-
surements are performed with the same geometry, close to
grazing incidence so thatR1 andR2 are equal in a first ap-
proximation. The ratio in Eq.~4! can be evaluated from

pr /~exp~ ikR1!/R1!5
pt2ph/2

ph/2
, ~64!

and cosup is given by

2
ph2pt

ph
5cosup expS 3p i

4 D @A2pkR1 exp~2w2!

3erfc~2 iw !#. ~65!

An iterative procedure14 is used to evaluate cosup

from Eq. ~65!. For thin layers with a source-receiver

distance smaller than 1 m,w is small and the first value
for cosup is obtained with w50, giving cosup

52(12pt /ph)/exp(3pi/4)A2pkR1. The derivative ofg(w)
5exp(2w2)erfc(2iw) is gw8 (w)522wg(w)12i /Ap ~see
Ref. 22, Chap. 7!, and the derivative dw/d cosup

of w5(1/2ikR1)1/2(cosu02cosup) is dw/d cosup5
2(1/2ikR1)1/2. These two relations are used to minimize the
left- and right-hand side difference of Eq.~65!.

Measurements have been performed on two foams, a
yellow foam of thicknessl 50.5 cm and a black foam
~S616D! manufactured by Recticel~Plejadenlaan, 15,
B-1200 Brussels! of thicknessl 51 cm. Measurements on
the yellow foam are presented in Fig. 5 and on the black
foam in Fig. 6. Fast variations of cosup similar to the ones of
Fig. 4 are present for both foams. A set of parameters given
in Table II has been used to predict cosup in Figs. 4 and 5.
The flow resistivities and the densities in Table II are mea-
sured and the shear moduli have been chosen to set the fast
predicted variations at the same frequencies as the measured
ones. The other parameters have been set to reasonable val-
ues. The frequencies where the fast variations occur are
mainly related to densities and shear moduli; the other pa-
rameters have a very small influence on the localization of
the fast variations. For the black foam, measurements of the
Rayleigh wave velocity have been performed on a sample of
thicknessl 56 cm with the method described in Ref. 8: a
Rayleigh-like wave is excited with a conventional shaker in

FIG. 5. cosup as a function of frequency, yellow foam; measurement
j–j–j, prediction ———.

FIG. 6. cosup as a function of frequency, black foam; measurement
j–j–j, prediction ———.

TABLE II. Parameters for the porous materials.

Parameters Yellow foam Black foam

porosityf 0.99 0.99
flow resistivity s ~Nm24 s! 40 000.0 130 000.0
thermal permeabilityk08 (m2) 1029 5310210

viscous dimensionL ~mm! 100 60
thermal dimensionL8 ~mm! 300 180
tortuositya` 1.05 1.1
densityrs (kg/m3) 58 59
shear modulusN (kPa) 62.02 i1.55 125.02 i6.0
Poisson ratio~n! 0.3 0.3
thicknessl (cm) 0.5 1.0
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contact with the surface of the sample and the vertical dis-
placement is measured at several distances from the source
using a Polytec vibrometer. A line source has been used as an
excitation and the signal was a narrow-band Gaussian burst
centered around the measuring frequency. The shear modulus
was extracted from the phase velocity of the Rayleigh wave
and the attenuation was measured from the decay of the am-
plitude as a function of position. Figures 7~a! and ~b! show
typical results as a function of position at a center frequency
of 2 kHz and ambient temperature 25 °C. Table III summa-
rizes the results at 2 and 4 kHz under the hypothesis of a
Poisson ration50.3. The yellow foam is much less rigid at
very low frequencies than the black foam, but it has not been
possible to measure the Rayleigh wave velocity~samples of
sufficient thickness were not available!. The effect of the
shear mode is a peak limited over a small range of frequen-
cies. The precision of the measurement of ReN is limited by
the broadness of the peak. For the materials studied, the pre-
cision is about10

100 for ReN and 50
100 for Im N. The fast increase

of Im N with frequency can explain the difference between
the measured ImN around 1.2 kHz with the point source
method and around 2 kHz with the Rayleigh wave. The mea-
surements of ReN by both methods give similar results.

V. CONCLUSION

The acoustic field created by a point-source close to thin
layers of open-cell foams can be strongly coupled with a
shear mode around frequencies where the quarter shear
wavelength is equal to the thickness of the layer. The strong
coupling is due to the fact that the horizontal wave-number

component of the mode is close to the wave number in the
free air. The amplitude of the mode is sufficiently large for
the mode to be detected acoustically from the fast variations
with frequency of the location of a pole of the reflection
coefficient. The description with the Biot theory of the inter-
action between the shear mode and the acoustic field in air is
in good agreement with the experiment. This is a new ex-
ample of the adequacy of the Biot theory for the description
of the acoustical properties of sound-absorbing media. This
work also shows the interest of the method of localizing a
pole of the reflection coefficient from short range pressure
measurements close to grazing incidence.
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N
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A T-matrix based method of solution of the multiple scattering problem was presented by the authors
@J. Acoust Soc. Am.112, 2688–2701~2002!#. This method can be applied to the computation of
relatively small problems, since the number of operations required grows with the number of
spheresN asO(N3), and with the sixth power of the wave number. The use of iterative techniques
accelerated using the fast multipole method~FMM! can accelerate this solution, as presented by Koc
and Chew@J. Acoust. Soc. Am.103, 721–734~1998!# originally. In this study we present a method
that combines preconditioned Krylov subspace iterative techniques, FMM accelerated matrix vector
products, a novel FMM-based preconditioner, and fast translation techniques that enable us to
achieve an overall algorithm in which the cost of the matrix-vector multiplication grows withN as
O(N logN) and with the third power of the wave number. We discuss the convergence of the
iterative techniques, selection of the truncation number, errors in the solution, and other issues. The
results of the solution of test problems obtained with the method forN;102– 104 for different wave
numbers are presented. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1853017#

PACS numbers: 43.20.Fn Pages: 1744–1761

I. INTRODUCTION

Problems of acoustic and electromagnetic wave propa-
gation through a medium consisting of the carrier fluid or
solid and inclusions in the form of solid particles, droplets,
and bubbles are of great practical and theoretical interest, and
there are several approaches for the modeling of these. One
approach is based on the development of continuum theories
that treat a large system as a single complex medium with
special properties that are obtained on the basis of spatial or
other types of averaging~e.g., see Nigmatulin, 1990; Caf-
lisch et al., 1985!. This approach is validated against experi-
ments and has many strengths, such as a relative simplicity
of the description, a clear relation to the physics, and the
operation with quantities that can be measured. However, as
with any theory, the continuum theories have some limits and
restrictions that follow from basic assumptions. For example,
the models normally are based on assumptions that the me-
dium is acoustically homogeneous~Gumerov et al., 1988;
Duraiswami and Prosperetti, 1995!. This means that the
wavelengths should be much larger than the characteristic
size a and distanced between the particles (ka!1, kd!1,
wherek is the wave number!. While some assumptions can
be relaxed, an accurate averaging procedure should take into
account many real effects, and unavoidably introduces as-
sumptions that permit one to link the description of the pro-
cesses at the ‘‘microlevel’’ with the behavior of quantities at
the ‘‘macrolevel.’’

Another approach is based on the direct computation of
the acoustic field in the system at the level of particle sizes,
based on fundamental governing equations applicable at the
‘‘microlevel.’’ While valid and free of many limitations of
the continuum theory, this approach is computationally chal-
lenging. It is more or less obvious that there should be sub-
stantial efforts toward some theories that combine direct

computations, stochastic and continuum medium approach to
extend their limits, and, in fact, this is not a purpose of this
paper. Here we are interested with a solution of some ‘‘inter-
mediate’’ class of problems, when, on the one hand, the num-
ber of particles is large enough to make conclusions of a
statistical nature, and, on the other hand, may be small com-
pared to real systems.

The problems, which are out of the range of continuum
theories, are related to the acoustic wavelengths, which are
comparable with the size of the particles. This may include
both ultrasound propagation in dispersed systems, or lower-
frequency sound propagation in some environment with
larger objects~e.g., fish!. In this case the number of scatterers
in the system can be, say, several thousands. Since in the
present paper we are solving the problem for the three-
dimensional~3D! Helmholtz equation, which also appears in
electromagnetics, the method may also be applicable to the
solution of problems in diffraction optics, x-ray scattering,
and so on. In many situations the scatterers can be assumed
to be spherical, and the boundary conditions on the scatterer
have a strong influence on the results.

There exist several approaches to the solution of the
multiple scattering problems, and the T-matrix method and
its modifications are among these approaches~Waterman and
Truell, 1961; Peterson and Strom, 1974; Varadan and
Varadan, 1980; Wang and Chew, 1993; Mischenkoet al.,
1996; Koc and Chew, 1998! and recently in our paper
@Gumerov and Duraiswami, 2002; which in the sequel we
will refer to as ~GD02!#. A solution of the problem for
spherical scatterers based on a multipole re-expansion tech-
nique was presented in~GD02!. This solution is based on a
representation of the scattered field for each sphere by a se-
ries of multipoles, the coefficients of which can be deter-
mined by applying the impedance boundary conditions cor-

1744 J. Acoust. Soc. Am. 117 (4), Pt. 1, April 2005 0001-4966/2005/117(4)/1744/18/$22.50 © 2005 Acoustical Society of America



responding to each sphere. This was achieved using re-
expansion matrices, which enable one to find the expansion
coefficients in a basis conveniently located at the center of an
arbitrary scatterer. Since the series are infinite, we used trun-
cation to keep onlyp2 terms in the series, wherep is a
quantity termed the truncation number.

In ~GD02! the computational complexity for solution of
this problem forN scatterers isO(p6N3). While we found
that this method is reliable and fast for relatively smallN and
p, the solution of problems for a larger number of scatterers
(N*103) or higher frequencies~since for convergencep
.ka) with this method is computationally intractable.

Such computations are also known as ‘‘brute-force’’
method, and there exist several papers in electromagnetics
and acoustics that present algorithms of lower complexity.
For example, Wang and Chew~1993!, present a generalized
recursive aggregate T-matrix algorithm~RATMA !, with
complexity O(p2P4N) ~in our notation!, where P2 is the
number of harmonics to expand the field of the aggregated
scatterers. The latter quantity is related to the size of the
computational domain,D0 , andP;kD0 . If we assume that
the volume fraction of scatterers is constant, and soD0

;N1/3a, and since the truncation numbers can be estimated
as p;ka, we can see that actually the RATMA scales as
O(p6N7/3). The RATMA does not improve the sixth power
in the complexity dependence onp. That is why the compu-
tations with this algorithm can be performed only for lowp
~i.e., low ka). For example, Wang and Chew~1993! pre-
sented computations of electromagnetic scattering problem
for large enoughN56859, but for relatively lowkD0,10
~truncation numbers in these computationsp<3). In this
context we should note that the accuracy of computations
depends not only on the size of the domain or the size of
scatterers (kD0 and ka), but also on the interparticle dis-
tances,d/a. Even forka,1, truncation numbers can be, say
p;15, for the relatively low accuracy of computations of
1%, in the case that the scatterers are nearly touching~see the
discussion on truncation numbers later in this paper!.

Another, rather obvious, idea to improve the ‘‘brute-
force’’ method is to use iterative methods for a solution of
the linear system. IfNiter is the number of iterations to
achieve a required accuracy and each iteration requires one
matrix-vector multiplication, which can be performed di-
rectly for O(p4N2) operations, the total complexity of the
algorithm will be O(p4N2Niter). Comparing with the
RATMA, we can see that forNiter!p2N1/3, an iterative tech-
nique is faster.

A further improvement of the algorithm complexity
comes from the acceleration of the matrix-vector multiplica-
tion. Currently two major techniques are known to reduce
the complexity of solution fromO(N2) to O(N logN) or
O(N) ~if we assume that the truncation number does not
depend onN!: the Fast Fourier Transform~FFT! and the Fast
Multipole Method~FMM!.

The FFT cannot be applied if the scatterers are not lo-
cated in a regular grid. However, this can be fixed by using
translations from the scatterer locations to the regular grid,
which is an idea of the FMMFFT~Koc and Chew, 1998!. As
originally introduced, the FMMFFT utilizes the diagonal

forms of the translation operators and has complexity
O(p4N1p2N logN). Recently some modifications of the
FMMFFT, such as the FFTM~Ong et al., 2004! appeared in
the literature, which utilize different translation methods~re-
cursively computed translation matrices! and have complex-
ity O(p4N logN).

The FMM was introduced in Greengard and Rokhlin
~1987! for solution of the Laplace equation in two and three
dimensions. Later, this method was intensively studied and
extended to a solution of many other problems. Sangani and
Mo ~1996! applied it to multiparticle systems using the ana-
log of the T-matrix idea for the case of Laplace and Stokes
interactions of multiple particles via the FMM.

In the original work, functions were represented via a set
of expansion coefficients over a local or multipole basis. The
translation operators in this case appeared to be dense matri-
ces converting one set of the expansion coefficients to the
other. If the number of expansion coefficients isp2, this
results inO(p4) translation complexity and inO(p4N) over-
all complexity of the algorithm ifp is the same for all the
levels of hierarchical space subdivision. In the case of the
Laplace equation, this results in a fast enough algorithm.
However, for the Helmholtz equation for a given accuracy,
the number of terms needed in the expansion grows with the
largest length scale in the problem. Consequently, if we want
to use the method as is, then for the Helmholtz equation
instead ofp2 we should useP2, which is the number of
terms needed to represent the function at the coarsest level.
For a uniform volume distribution of the scatterers with a
constant volume fraction, we haveP;kD0;kaN1/3

;pN1/3, which results inO(p4N7/3) complexity. This is
slower thanO(p4N2) required for direct matrix-vector mul-
tiplication, and so the FMM in its original form is not appli-
cable to the scattering problem.

To reduce the cost of the FMM, an alternative function
representation, via samples of the so-called ‘‘signature func-
tion’’ ~also called the Herglotz wave function!, was intro-
duced by Rokhlin~1993!. This representation gives rise to
the diagonal forms of the translation operators. The number
of samples is proportional to the number of harmonics in
spectral representation, and here we can treat this quantity as
p2. The diagonal forms provideO(p2) translation complex-
ity. If the original FMM using the diagonal forms is em-
ployed for a solution of the Helmholtz equations, we should
use P2 instead ofp2 that results inO(P2N)5O(p2N5/3)
complexity of the matrix-vector multiplication. As was sug-
gested by Rokhlin, the way to overcome these large com-
plexities in the FMM is to vary the size of the vectors rep-
resenting functions from level to level.

The algorithm of this type based on the diagonal forms
of the translation operators with interpolation/anterpolation
procedures~MLFMA ! is presented in Chewet al. ~2001! and
used for the acoustic scattering problems by Koc and Chew
~1998!. If the interpolation/anterpolation procedures are per-
formed with complexityO(M ) for O(M ) samples of the
signature function with the required accuracy, then a solution
of the Helmholtz equation can be obtained forO(p2N) op-
erations. The algorithm of Koc and Chew~1998!, however,
formally has complexityO(p4N), since it requires a conver-
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sion of the function representation from the set of multipole
expansion coefficients to samples of the signature function,
and further accounting for near interactions is also estimated
~by us! as O(p3N). Our computations show that for dense
systems a computation of the near interactions can be several
times more expensive than a computation of the farfield in-
teractions.

In fact, theO(p4N) conversion is not a necessary step
for the algorithm if it operates with the expansion coeffi-
cients and uses matrix translation operators. The complexity
of such nondiagonalized operations can be reduced toO(p3)
for p2 expansion coefficients using rotational–coaxial trans-
lation decomposition, and this is sufficient to achieve
O(p3N logN) overall complexity of the matrix-vector multi-
plication for the volume distribution of scatterers. While this
fact is simple and we provide its proof in this paper, it seems
to have been overlooked in the previous publications, where
one can find statements that only the diagonal forms of the
translation operators provide algorithms scaled asO(N) or
O(N logN) for the Helmholtz equation. The benefits of op-
erating in the space of expansion coefficients also include
stability of the translations, which does not require
interpolation/anterpolation or spherical filtering procedures
that are necessary for the methods using diagonal forms and
is an expensive part of it~Darve, 2000a; Chewet al., 2001!.
Another benefit is the stability of computations for the cases
of low ka and relatively largep.

While the paper of Koc and Chew~1998! presumably is
the first that uses a combination of the T-matrix method and
iterative techniques accelerated by the FMM and/or FFT for
solution of acoustic scattering problems, several important
issues still remain to be worked out. First, the iterative tech-
niques presented in that paper are relatively standard, and
their rate of convergence can be slow. As we found from our
numerical experiments for systems of densely packed scat-
terers,Niter at sufficiently largeN may even grow asO(N),
which brings the total complexity of the FMM accelerated
methods toO(N2) or O(N2 logN). One of the ways to treat
this problem is to use properly designed preconditioners. In
this paper we introduce for the first time the flexible gener-
alized minimal residual method~FGMRES! with a right
dense preconditioner, which can also be computed with the
FMM/GMRES. Our results show that this can substantially
speed up the algorithm, and experimental data on the com-
plexity fit complexitiesO(N11b) with low b. Second, we
establish botha priori error bounds and used ana posteriori
error check of the solution to see how the error depends on
the relative scatterer locations and the truncation numbers
used. Third, as it was presented, the T-matrix could be arbi-
trary, but at the same time the application of the method to
real problems of interest in computational acoustics was lim-
ited. In the present paper we apply the solution to problems
that have been studied extensively in acoustics, of multiple
scattering from spheres. To solve this problem, we exploited
the multipole solution for the boundary value problem for
spheres presented in~GD02! and used the explicit T matri-
ces, which depend on the scatterer sizes, impedances, etc.
This allows one to model and investigate various parametric
dependencies, and, move the method to the solution of gen-

eral practical acoustical problems. Finally, we used a variant
of the FMM operating with expansion coefficients only,
where the rectangularly truncated translation operators were
computed using fast recursive algorithms and decomposi-
tions ~Gumerov and Duraiswami, 2003!. Numerical experi-
ments show the performance and efficiency of our algorithm
and support, that the matrix-vector multiplication is per-
formed withO(N) or O(N logN) complexity.

II. STATEMENT OF THE PROBLEM

The problem considered is that in~GD02!, and is re-
peated here to establish the notation. Consider sound scatter-
ing by N spheres with radiia1 ,...,aN situated inR3. The
coordinates of the centers of the spheres are denoted asrq8
5(xq8 ,yq8 ,zq8), q51,...,N. The scattering problem in the fre-
quency domain is reduced to the solution of the Helmholtz
equation for complex potentialc~r !,

¹2c1k2c50, ~1!

with the following general impedance boundary conditions
on the surfaceSq of the qth sphere:

S ]c

]n
1 isqc D U

Sq

50, q51,...,N, ~2!

where k is the wave number andsq are complex admit-
tances, andi 5A21. In the particular case of sound-hard
surfaces (sq50) we have the Neumann boundary condi-
tions,

]c/]nuSq
50, ~3!

and in the case of sound soft surfaces (sq5`) we have the
Dirichlet boundary conditions,

cuSq
50. ~4!

Usually the potential is represented in the form

c~r !5c in~r !1cscat~r !, ~5!

wherecscat(r ) is the potential of the scattered field. Far from
the region occupied by spheres, the scattered field should
satisfy the Sommerfeld radiation condition:

lim
r→`

r S ]cscat

]r
2 ikcscatD50. ~6!

We must determinec~r ! or cscat(r ) at anyr on the surface of
the spheres or outside them.

III. SOLUTION USING THE MULTIPOLE
RE-EXPANSION METHOD

A. T matrix for a single scatterer

We first solve the scattering problem~1!–~6! for a single
scatterer (N51) in an arbitrary incident field. We assume
that the incident field has no singularities in the domain in-
side the scatterer or on its boundary, and since it satisfies the
Helmholtz equation it can be expanded near the center of this
scatterer,rq8 (q51), in the form
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c in~r !5 (
n50

`

(
m52n

n

En
~q!mRn

m~rq!5E~q!"R~rq!,

rq5r2rq8 . ~7!

Here En
(q)m are the expansion coefficients of the potential

over the basis of the regular solutionsRn
m(r2rq8) of the

Helmholtz equation in the spherical coordinatesrq

5(r q ,uq ,wq) connected with the center of the sphere:

Rn
m~rq!5 j n~krq!Yn

m~uq ,wq!,

rq5r q~sinuq coswq ,sinuq sinwq ,cosuq!,

n50,1,..., m52n,...,n, ~8!

where j n(kr) are the spherical Bessel functions of the first
kind andYn

m(u,w) are the orthonormal spherical harmonics:

Yn
m~u,w!5~21!mA2n11

4p

~n2umu!!
~n1umu!!

Pn
umu~cosu!eimw,

n50,1,..., m52n,...,n, ~9!

wherePn
m(m) are the associated Legendre functions. Further,

for compactness of notation, we use the following abbrevia-
tion to denote the sum represented by the product of two
vectors:A5$An

m% andB5$Bn
m%:

A"B5 (
n50

`

(
m52n

n

An
mBn

m , A5$An
m%, B5$Bn

m%. ~10!

The scattered fieldc (q)(r )5cscat(r ) can be represented
in the form

c~q!~r !5 (
n50

`

(
m52n

n

An
~q!mSn

m~rq!5A~q!"S~rq!. ~11!

Here An
(q)m are the expansion coefficients of the potential

over the basis of the singular atr5rq8 radiating solutions
Sn

m(r2rq8) of the Helmholtz equation:

Sn
m~rq!5hn~krq!Yn

m~uq ,wq!,

n50,1,..., m52n,...,n, ~12!

wherehn(kr) are the spherical Hankel functions of the first
kind.

By ‘‘T matrix for scattererq’’ we mean the matrixT(q)

with elementsTnn8
(q)mm8 that relates the expansion coefficients

of the incident and scattered fields:

A~q!5T~q!E~q!,

S An
~q!m5 (

n50

`

(
m852n8

n8

Tnn8
~q!mm8En8

~q!m8 ,

n50,1,..., m52n,...,nD . ~13!

In general, the T matrix can be determined for a scatterer of
an arbitrary shape by a solution of the corresponding bound-
ary value problem~1!–~6!. For the case of spheres, this so-
lution can be obtained analytically, as shown in~GD02!.

Based on this solution, the T matrix for a spherical scatterer
of radiusaq and complex admittancesq is a diagonal matrix
with elements

Tnn8
~q!mm852

j n8~kaq!1~sq /k! j n~kaq!

hn8~kaq!1~sq /k!hn~kaq!
dnn8dmm8 , ~14!

wheren, n850,1,...; m52n,...,n; andm852n8,...,n8.

B. Decomposition of the scattered field

Due to the linearity of the problem, the scattered field
can be represented in the form

cscat~r !5 (
q51

N

c~q!~r !, ~15!

wherec (q)(r ) can loosely be thought of as the part of the
scattered field introduced by theqth sphere, though, of
course, it contains the influence of all the spheres. Each po-
tential cq(r ) is regular outside theqth sphere and satisfies
the Sommerfeld radiation condition, so that it can be repre-
sented as prescribed by Eq.~11!. In the vicinity of theqth
scatterer we can write Eq.~15! as

cscat~r !5c~q!~r !1f~q!~r !,

f~q!~r !5 (
q8Þq

c~q8!~r !, q,q851,...,N. ~16!

The latter sum represents the functionf (q)(r ) that is regular
in the part of the domain occupied by theqth scatterer and so
can be represented as

f~q!~r !5B~q!"R~rq!, ~17!

where B(q)5$Bn
(q)m% is a vector of expansion coefficients

over the basis of regular spherical functions~8!. These coef-
ficients can be expressed via the coefficientsA(q8), q8
51,...,N, q8Þq for all the scatterers, except of theqth scat-
terer, as

B~q!5 (
q8Þq

~SuR!~rq8q
8 !A~q8!,

rq8q
8 5rq82rq8

8 , q,q851,...,N, ~18!

where (SuR)(rq8q
8 ) is the re-expansion matrix with elements

(SuR)nn8
mm8 (rq8q

8 ) defined as the coefficients of expansion of
the singular basis functions centered atrq8

8 over the regular
basis functions centered atrq8 ~see Gumerov and Du-
raiswami, 2003!,

Sn8
m8~rq8!5 (

n50

`

(
m52n

n

~SuR!nn8
mm8~rq8q

8 !Rn
m~rq!,

q,q851,...,N, q8Þq. ~19!

Now, using Eqs.~5!, ~7!, ~16!, ~11!, and ~17!, we can
represent the total field near theqth scatterer in the form

c~r !5Eeff
~q!"R~rq!1A~q!"S~rq!, Eeff

~q!5E~q!1B~q!,
~20!
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where we introduced the notationEeff
(q) for the expansion co-

efficients of the ‘‘effective’’ incident field near theqth scat-
terer. Indeed, the first equation~20! shows that the multiple
scattering problem is equivalent to a single scattering prob-
lem for theqth scatterer placed in the field, which is a super-
position of the actual incident field and the fields scattered by
the other scatterers. In this case the solution of the boundary
value problem~1!–~6! for the qth scatterer is given by the T
matrix, which relates the expansion coefficientsA(q) andEeff

(q)

as prescribed by Eq.~13!. So we have

A~q!5T~q!~E~q!1B~q!!, q51,...,N. ~21!

Now we can see that the system of equations~18! and ~21!
with respect toA(q) andB(q) is closed, asT(q) andE(q) are
known ~given!. The coefficientsB(q) can be excluded to re-
duce the size of the system:

~T~q!!21A~q!2 (
q8Þq

~SuR!~rq8q
8 !A~q8!5E~q!,

q51,...,N. ~22!

This system also can be represented as a single equation,

LA 5E, ~23!

where the vectors and matrices are stacked as

L5S ~T~1!!21 2~SuR!~r218 ! ¯ 2~SuR!~rN18 !

2~SuR!~r128 ! ~T~2!!21
¯ 2~SuR!~rN28 !

¯ ¯ ¯ ¯

2~SuR!~r1N8 ! 2~SuR!~r2N8 ! ¯ ~T~N!!21

D ,

A5S A~1!

A~2!

¯

A~N!

D , E5S E~1!

E~2!

¯

E~N!

D . ~24!

This system can be solved by appropriately truncating the
infinite vectors top2 coefficients (A(q)5$An

(q)m%, n50,...,p
21, m52n,...,n). The final linear system withNp2 un-
knowns is the same as in~GD02! @where Eq.~22! was mul-
tiplied by matrixT(q) for eachq#. ThereforeO(N3p6) opera-
tions are required for a direct solution of this system. Using
Eqs. ~15! and ~11! knowing all A(q) enables the determina-
tion of cscat(r ) everywhere in space. For the surface values
of the potential and its normal derivatives simpler expres-
sions can be used@see~GD02!#.

IV. ITERATIVE METHODS

The first substantial reduction in complexity can be
achieved by using iterative methods for solving the linear
system. Assuming that each iteration involves one large
dense matrix-vector multiplication of complexityO(N2p4)
and that the iterative process converges to the required accu-
racy in Niter steps, we immediately obtain a computational
complexityO(NiterN

2p4) instead ofO(N3p6). For example,
if N;100, p;10, andNiter;10, the savings could be of
order 103 times. Of course convergence may be slow, but as
long asNiter!Np2, the iterative procedure brings substantial
savings. We note in this context that there exist methods

~e.g., based on Krylov subspaces! that guarantee that an ex-
act solution will be achieved inNiter<Np2 in exact arithmet-
ics, while in practice the goal is to achieve this at much
smallerNiter .

Treating the multiple scattering problem as the solution
of a dense linear system, we can employ different iterative
methods starting from simple iterations to various versions
of conjugate gradient, and Krylov subspace methods~see,
e.g., Saad, 2003!. Convergence of these methods can be im-
proved by using well-designed preconditioners, block de-
compositions, etc.

The description and analysis of the entire area of itera-
tive techniques is beyond the scope of this paper, and we
refer the interested reader to the textbooks~Kelly, 1995;
Saad, 2003!. The use of a preconditioning matrix plays an
important role, and the most efficient iterative schemes we
used were based on the Flexible GMRES~FGMRES!, which
uses as the right preconditioner an approximate~GMRES!
inverse of a matrix that approximates the system matrixL
~24!. We describe details of this iterative technique in the
next section since it is related closely to the FMM-based
matrix-vector product.

Any iteration method builds a sequence of approxima-
tions to the solution

A0
~q! ,A1

~q! ,...; lim
j→`

A j
~q!5A~q!, q51,...,N, ~25!

whereA0
(q) is some initial guess, e.g.,

A0
~q!5T~q!E~q!, q51,...,N, ~26!

and stops when the convergence criterion is achieved. The
convergence condition can be, e.g.,

max
q

iA j 11
~q! 2A j

~q!i,e, ~27!

wherei i is some norm to measure the distance between two
vectors ~e.g., iAi5maxn,muAn

mu). Also, for each iteration it
involves a computation of matrix vector productLA j for a
given input vectorA j . Thus, the speed of an iterative method
can be improved by reducing the number of iterations and
speeding up the embedded matrix vector products.

If we turn to the equation to be solved~23!, we can see
from Eq. ~24! that the matrixL can be decomposed as

L5T212~SuR!, ~28!

whereT21 is a diagonal matrix for spherical scatterers and
block-diagonal otherwise, and~SuR! is the matrix consisting
of the (SuR)(rqq8

8 ) blocks. Assuming that the productT21A
can be computed rapidly, we use the FMM to accelerate the
computation ofB5~SuR!A, or

Bj
~q!5 (

q8Þq
~SuR!~rq8q

8 !A j
~q8! , q51,...,N, j 50,1,....

~29!

V. FAST MULTIPOLE METHOD

The second substantial speed up of the solution can be
obtained by accelerating the matrix-vector product~23! in
the iterative methods via the multilevel Fast Multipole
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Method~FMM!. We refer the reader to details of the method
in Greengard~1988! and for particulars of the method we
used~Gumerovet al., 2003!. Below we describe the method
used for the multiple scattering problems.

A. Data structures

The FMM operates with the spatial data organized in
octrees. This means that the computational domain is the
cube, or box, of sizeD03D03D0 that encloses all the scat-
terers. We assign level 0 to this cube. Further, the computa-
tional domain is subdivided into eight smaller boxesD1

3D13D1 , each of sizeD150.5D0 . This is referred to as
level 1. Level 2 is obtained by the subdivision of boxes in
level 1 by 8, and so on until some levell max, where there are
8l max boxes of sizeDl max

522lmaxD0. To each box we assign
some index (n,l ), n50,...,8l21, l 50,...,l max. Such a space
partitioning generates a hierarchical data structure with
‘‘parent–children’’ relationships, where any box of levell
50,...,l max21 can be considered as a ‘‘parent,’’ with 8 chil-
dren boxes obtained by its subdivsion. Neighbors of a boxB
are boxes at the same level, that share at least one boundary
point with boxB. Boxes that are not adjacent to the bound-
aries of the computational domain have 26 neighbors, which
together with the box itself form the ‘‘neighborhood’’ of the
box.

In the multiple scattering problem we say that scattererq
belongs to box (n,l ) if the centerrq8 of the smallest sphere
enclosing the scatterer is located inside that box~for spheri-
cal scatters this sphere is simply its surface!. Any box may
intersect a scatterer, which does not belong to it~see Fig. 1!.
However, we require that the size of the smallest box~at the
maximum level of space partitioning! is determined as below
to ensure both the correctness of the FMM procedure and
ensure the validity of the multipole re-expansions on the sur-
faces of neighboring scatterers. If the scatterersq and q8
belong to two different boxes at the finest level with indices
(nq ,l max) and (nq8 ,l max), which are not neighbors, then the
field scattered byq8 can be described by the local expansion
of type ~17! centered at the center of box (nq ,l max) in the
domain occupied by the sphere surrounding the scattererq.
The maximum distance from the center of box (nq8 ,l max) to

a point on the surface of scattererq8 is Dl max
A3/21amax,

where amax is the maximum possible size of the scatterer,
amax5max(a1,...,aN). The minimum possible distance from
the center of the box (nq8 ,l max) to a point on the surface of
theqth scatterer is then 3Dl max

/22amax. The requirement on
the validity of expansions will be satisfied if 3Dl max

/2

2amax.Dlmax
A3/21amax, which yields the following condi-

tion:

Dl max
.

4

32A3
amax'3.15amax,

l max, log2S 32A3

4

D0

amax
D . ~30!

Note that this condition also ensures that the farfield re-
expansion about the center of the box (nq ,l max) of the field

scattered by scattererq is valid at any point on the surface of
the scattererq8.

A stronger limitation onl max follows from formal re-
quirements of the translation theory. Again, we can consider
two closest boxes (nq8 ,l max) and (nq ,l max), which are not
neighbors, and try to evaluate the effect of scattererq8 on q.
The multipole series representing the potential of the scat-
tererq8, whose center in the worst case is located at distance
Dl max

A3/2 from the center of the box (nq8 ,l max) should be
translated first to the center of this box, then to the center of
the box (nq ,l max), and finally to the center of scattererq with
a guarantee that the final local expansion is valid within the
sphere of radiusamax. This can be provided if 2Dl max

.Dlmax
A3/21Dl max

A3/21amax, which is a condition that

spheres of radiiDl max
A3/2 andDl max

A3/21amax circumscrib-
ing the boxes (nq8 ,l max) and (nq ,l max), respectively, do not
intersect (2Dl max

is the distance between the box centers!.
This condition can also be rewritten as

Dl max
.

1

22A3
amax'3.73amax,

l max, log2F ~22A3!
D0

amax
G . ~31!

A further limitation onl max should be imposed, since we use
truncated expansions. The truncation error is a function of
the truncation number, which in turn depends on the distance
between the center of the domain of local expansion and the
closest point on the sphere surrounding the box containing
the multipole,bl max

52Dlmax
2Dlmax

A3/2. The dimensionless
parameter,

dmin5bl max
/~Dl max

A3/21amax!.1, ~32!

FIG. 1. Illustration of space partitioning and data structure for multiple
scattering problem. The minimal spheres enclosing each scatterer are shown
~so an actual scatterer of arbitrary shape is located inside the sphere!. The
white sphere belongs to the black box. The gray spheres are its neighbors.
These are spheres which belong~in terms of their centers! to theE2 neigh-
borhood of the black box. The black spheres are the far spheres, they belong
to theE3 neighborhood of the black box~the centers are located outside the
E2 neighborhood!. For a description of different neighborhoods see also Fig.
2.
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then plays an important role for a selection of the truncation
number~see the section below! (p→` for dmin→1). If this
parameter is specified, then we have the following modifica-
tion for condition~31!:

Dl max
>

2dmin

42~11dmin!A3
amax,

l max< log2F42~11dmin!A3

2dmin

D0

amax
G , dmin.1. ~33!

It can be seen that in any casedmin,4/A321'1.31. Note
that in some test cases we found numerically that the algo-
rithm may continue to perform satisfactorily whenl max ex-
ceeds the value prescribed by conditions~30!–~33!.

B. Field decomposition

The field f (q)(r ) @see Eq.~17!# due to the potentials
centered at spheres other than theqth sphere can be decom-
posed into two parts:

f~q!~r !5fnear
~q! ~r !1f far

~q!~r !, B~q!5Bnear
~q! 1Bfar

~q! ,
~34!

fnear
~q! ~r !5Bnear

~q! "R~rq!, f far
~q!~r !5Bfar

~q!"R~rq!,

wherefnear
(q) (r ) is the field potential centered at the spheres

that belong to the neighborhoodV (q) of the box containing
the qth sphere at levell max, f far

(q)(r ) is the field scattered by
the other spheres, andBnear

(q) and Bfar
(q) are the respective ex-

pansion coefficients in the basisR(rq). According to Eq.
~18!, these coefficients can be written in the form

Bnear
~q! 5 (

rq8PV~q!, q8Þq

~SuR!~rq8q
8 !A~q8!,

Bfar
~q!5 (

rq8¹V~q!
~SuR!~rq8q

8 !A~q8!. ~35!

In the iterative algorithm, the coefficientsA(q) are
known from the previous iteration step, and the purpose is to
determineB(q) for the next iteration step@see Eq.~29!#. As
there are not many scatterers in the neighborhood of theqth
sphere, the coefficientsBnear

(q) can be computed directly using
the first equation in~35!. The major computational expense
comes from the second sum. To computeBfar

(q) we use the
FMM, as described in the next section. Based on a given set
of coefficients$A(q)%, the FMM provides coefficientsD(q) of
the farfield expansion near the center of the box at the finest
level, containing theqth scatterer,r

*
(q) :

f far
~q!~r !5D~q!"R~r2r

*
~q!!, q51,...,N. ~36!

To getBfar
(q) , which are the coefficients for expansion about

the center of theqth sphere we need to translate this expan-
sion to the proper center. This can be done by using the
local-to-local translation operator, or by applying the~RuR!
re-expansion matrix to coefficientsD(q):

Bfar
~q!5~RuR!~rq82r

*
~q!!D~q!, q51,...,N. ~37!

Here the~RuR! re-expansion matrix has entries (RuR)nn8
mm8

that are the expansion coefficients of the regular basis func-

tion over the same type of basis, whose center is shifted:

Rn8
m8~r2r

*
~q!!5 (

n50

`

(
m52n

n

~RuR!nn8
mm8~rq82r

*
~q!!Rn

m~rq!,

q51,...,N, n850,1,..., m852n8,...,n8.

~38!

C. Details of the fast multipole method

In the FMM we introduce the following hierarchical do-
mains, associated with each level of space subdivision:
E1(n,l ), the set of points located inside box (n,l ); E2(n,l ),
the set of points located inside the neighborhood of box
(n,l ); E3(n,l ), the set of points located in the computational
domain, which are outside the neighborhood of box (n,l )
@this domain is complementary toE2(n,l )], andE4(n,l ), the
set of points located in domainE2„Parent(n),l 21…, but out-
side domainE2(n,l ). For boxes, whose parents are not ad-
jacent to the boundaries of the computational domain,
E4(n,l ), consists of 189 boxes of levell. These domains are
shown in Fig. 2. We associate fieldsc j

(n,l )(r ) with every
domainEj (n,l ), j 51,...,4. These are fields scattered by all
the spheres, which belong to the respective domains. We also
associate truncation numbersp2 ,...,pl max

with each level of
subdivision l 52,...,l max. The selection of these truncation
numbers is based on the error analysis and is discussed later.
The algorithm consists of two major parts. In the first part we
set up the hierarchical data structure, based on the location
and sizes of the scatterers. This step need be performed only
once for a given scatterer configuration, and is not repeated
during the iterative process. The second part consists of the
upward pass and the downward pass, followed by the final
summation step, which is described by Eqs.~35! and ~37!,
leads to a determination of the expansion coefficientsB(q),
q51,...,N.

FIG. 2. The domains used for the construction of a hierarchical re-expansion
procedure in FMM~shown in projection to a plane!. A circle separates the
box for which domains are drawn.

1750 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 N. A. Gumerov and R. Duraiswami: FMM for multiple scattering



1. Upward pass

The purpose of the upward pass is to determine coeffi-
cientsC(n,l ) of expansion for all functionsc1

(n,l )(r ) over the
bases of theS functions centered at the box centersr

*
(n,l ) :

c1
~n,l !~r !5C~n,l !"S~r2r

*
~n,l !!, l 52,...,l max,

;n, rq8PE1~n,l !, q51,...,N. ~39!

Here the length of the truncated coefficient vectorsC(n,l )

and, respectively, the basis functionsS(r2r
*
(n,l )) depends on

the level l and is of lengthpl
2. To build the coefficients we

apply the multipole-to-multipole, or the~SuS! translation op-
erator, which can be thought of as a rectangularly truncated

matrix with entries (SuS)nn8
mm8 , defined as re-expansion coef-

ficients for theS functions:

Sn8
m8~r1t!5 (

n50

`

(
m52n

n

~SuS!nn8
mm8~ t!Sn

m~r !,

n850,1,..., m852n8,...,n8, ~40!

wheret is the translation vector determined by the location
of the expansion centers. Note that for the Helmholtz equa-
tion we have~SuS!~t!5~RuR!~t!.

d Step 1. For each scatterer determine the coefficients of the
S expansion centered at the center of the boxr

*
(q)

5r
*
(n,l max) at the finest level, (n,l max), to which this scat-

terer belongs using the multipole-to-multipoleSuS trans-
lation of the coefficientsA(q) to the center of this box:

C̃~q!5~SuS!~r
*
~q!2rq8!A~q!, q51,...,N,

rq8 ,r
*
~q!PE1~n,l max!. ~41!

This step of the algorithm provides a representation of
the scattered field for theqth scatterer~11! about the center
of the box to which it belongs:

c~q!~r !5A~q!"S~rq!5C̃~q!"S~r2r
*
~q!!. ~42!

Note that the length of truncated vectorsA(q) is p2,
while the length of the truncated vectorsC̃(q) is pl max

2 . These

lengths can be the same or different. We discuss this issue
later.

Step 2. Consolidate all the expansions at the finest level,
to obtain the expansion coefficientsC(n,l max) of functions
c1

(n,l max)(r ) over theS basis:

C~n,l max!5 (
r
*
~q!PE1~n,l max!

C̃~q!, r
*
~n,l max!5r

*
~q! . ~43!

Step 3. Forl 5 l max21,...,2, recursively obtain expansion
coefficientsC(n,l ) for all other functionsc1

(n,l )(r ) over theS
basis using the multipole-to-multipole translation operators
from the centers of children boxes containing the scatterers,

r
*
(n8,l 11) , to the center of their parent box,r

*
(n,l ) , and the

consolidation of the coefficients:

C~n,l !5 (
n8PChildren~n,l !

~SuS!~r
*
~n,l !2r

*
~n8,l 11!!C~n8,l 11!.

~44!

Here Children(n,l ) denotes the set of children boxes for
box (n,l ). These boxes are of a smaller size than (n,l ) and
located at the levell 11.

2. Downward pass

The purpose of the downward pass is to determine co-
efficientsD(n,l ) of expansion for all functionsc3

(n,l )(r ) over
the bases of theR functions centered atr

*
(n,l ) :

c3
~n,l !~r !5D~n,l !"R~r2r

*
~n,l !!, l 52,...,l max,

;n, rq8PE1~n,l !, q51,...,N. ~45!

Here the length of truncated coefficient vectorsD(n,l ) and,
respectively, the basisR(r2r

*
(n,l )) depends on the levell and

is pl
2. To build them we apply the multipole-to-local and

local-to-local, or the~SuR! and ~RuR! translation operators,
which can be thought of as square and rectangularly trun-
cated matrices, respectively, since the~SuR! translation is ap-
plied for boxes at the same level, while the~RuR! translation
is used to translate coefficients from a lower level to a higher
level. In the process we also determine coefficientsD̃(n,l ) of
expansion for potentialc4

(n,l )(r ) over the local bases:

c4
~n,l !~r !5D̃~n,l !"R~r2r

*
~n,l !!, l 52,...,l max,

;n, rq8PE1~n,l !, q51,...,N. ~46!

We need to do this in terms of organization of the hierarchi-
cal procedure, which is based on the following property of
the domainsE3(n,l ) andE4(n,l ) ~see Fig. 2!:

E3~n,l !5E3~n8,l 21!øE4~n,l !, n85Parent~n!.
~47!

This results in

c3
~n,l !~r !5c3

~n8,l 21!~r !1c4
~n,l !~r !, n85Parent~n!,

~48!

and enables recursion with respect to the levels of the octree.

d Step 1.~This step and step 2 of the downward pass are
performed recursively forl 52,...,l max.) Obtain coeffi-
cients D̃(n,l ) for all boxes containing the scatterers. We
obtain these coefficients by the multipole-to-local transla-
tions of respective coefficientsC(n8,l ), followed by the
consolidation of the expansions:

D̃~n,l !5 (
r
*
~n8,l !PE4~n,l !

~SuR!~r
*
~n,l !2r

*
~n8,l !!C~n8,l !,

~49!
;n,n8, rq8PE1~n,l !, rq8

8 PE1~n8,l !, q,q851,...,N.

Step 2. At levell 52 we haveE3(n,2)5E4(n,2), which
results in D(n,2)5D̃(n,2). For levels l 53,...,l max we have,
from Eq. ~48!,

D~n,l !5~RuR!~r
*
~n,l !2r

*
~n8,l 21!!D~n8,l 21!1D̃~n,l !,

~50!
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n85Parent~n!, l 52,...,l max, ;n, rq8PE1~n,l !,

q51,...,N.

3. Final summation

The final summation step results in a determination of
the scattered field at the current iteration, since the domains
E3(n,l ) and E2(n,l ) are complementary. This step of the
usual FMM procedure is skipped here, since all we need are
the expansion coefficients at the finest levelD(q)5D(n,l max),
rq8PE1(n,l max), q51,...,N. Equation~37! then provides co-
efficientsBfar

(q) .

D. Truncation numbers

To apply the algorithm we need to specify the truncation
numbersp for the coefficients$A(q)% and truncation numbers
p2 ,...,pl max

. Their selection depends on the acceptable error
of computations, which is determined by the rate of conver-
gence of the series being truncated. Consider first the selec-
tion of p.

The series under consideration converge absolutely and
uniformly only for p>ka. For relatively lowka (ka&10),
one can selectp as

p5@ka#1p0~ka,e,d!, p0>1, d5b/a>1, e.0,
~51!

wherep0 depends on the prescribed accuracye and the dis-
tanceb between the center of the scatterer and the closest
point on the surface of the closest scatter. While there are
some theories for the expansion errors~e.g., Kocet al., 1999;
Darve, 2000b!, they usually deal with the error of expansion
of a single source. We suggest the evaluation ofp0 based on
error maps~or their approximations! obtained as a solution
of the scattering problem for two spheres placed in the field
of the plane incident wave,c in(r )5eik"r. This problem can
be solved very rapidly based on direct matrix inversion for
coaxial spheres~GD02!, where the parametersp0 , ka, andd
can be varied within the range under consideration, while the
error of the solutione can be determineda posteriori, as the
error in boundary conditions.

Indeed, we note that since any radiating basis function
satisfies the Helmholtz equation, the expansion truncated
with an arbitraryp will satisfy the Helmholtz equation and
radiation condition~6!. So the only equation that is not sat-
isfied exactly by the approximate solution is the boundary
condition ~2!. Once an approximate solution is computed,
i.e., the expansion coefficients$A(q)% are found, we can com-
pute the normal derivative on the surface for any scatterer
using the differentiation theorem for the spherical basis func-
tions in an arbitrary direction specified by the unit vectorn
5(nx ,ny ,nz) ~Gumerov and Duraiswami, 2003!:

1

k
n"“Sn

m~r !5
1

2
~nx2 iny!@bn11

2m21Sn11
m11~r !2bn

mSn21
m11~r !#

1
1

2
~nx1 iny!@bn11

m21Sn11
m21~r !2bn

2mSn21
m21~r !#

1nz@an21
m Sn21

m ~r !2an
mSn11

m ~r !#, ~52!

where the coefficientsan and bn are specified by Eqs.~62!
and ~63!. Therefore, as the truncated solution is computed,
the left-hand side of Eq.~2! can be determined, and there are
no additional errors for derivative computation or approxi-
mation. If we sample the surface withM points, we can then
compute the following errors in boundary conditions:

em
~bc!5

M uDbc~ym!u

@(mucuSq
~ym!u2#1/2

, e~bc!5max
m

em
~bc! ,

~53!

Dbc~ym!5aqS ]c

]n
~ym!1 isqc~ym!U

Sq

D , m51,...,M .

Figure 3 illustrates dependenciesp0 (ka,e (bc),d) for two
fixed values ofd and a range ofka. The spheres are sound-
hard,sq50, q51, 2. Here for each curvee (bc) is fixed (p0 is
not an integer due to interpolation!. e (bc) was computed ac-
cording to Eq.~53!, where each sphere was sampled with
181 equispaced points with respect to the spherical polar
angle u. For the low-frequency region,ka&1 and e (bc)

*1024, we havep0;p00(e,d)1 log(ka), which in the semi-
logarithmic coordinates is a linear dependence. For higher
frequencies,ka@1, we havep0;(ka)n, where theoretically
n51/3 and that is pretty close to our computations. The de-
pendence ond in this range is rather weak~when d is not
very close to unity!, while for lower frequencies the trunca-
tion number substantially depends on this parameter. Figure
4 illustrates dependenciesp0(ka,e (bc),d) for fixed ka51
and varyingd. It is seen that if the spheres are very close to
each other~d;1!, the truncation number should be high to
provide small errors. However, if it is sufficient to compute a
solution with, say,;1% of relative error, these computations
can be achieved withp0;10, even when the spheres touch
each other.

FIG. 3. Dependences of the shift in the truncation number,p0 , defined by
Eq. ~51! on the dimensionless wave numberka for two sound-hard spheres
of equal size. The curves are computed to provide the errore (bc) in bound-
ary conditions shown near the curves. Two sets of curves marked by the
filled and empty symbols correspond to different distances between the
spheres~d51.5 andd52, respectively!.
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For larger ka the truncation number can be selected
based on the high-frequency asymptotics of the spherical
Bessel functions~e.g., see Chewet al., 2001!:

p5P~ka,e!5ka1
1

2 S 3 ln
1

e D 2/3

~ka!1/3. ~54!

In this equation the truncation number does not depend ond,
while such a dependence can be introduced. Equation~54! is
qualitatively consistent with the behavior of the error ob-
served in computations whered is not very close to 1. To
relate it to the actual error observed for a solution of the two
sphere scattering problem one should relatee to e (bc), and
we found that for the range plotted in Fig. 3 one can sete
;1022e (bc) to fit results forka.1.

Similar formulas can be applied for a computation of the
truncation numbers used in the FMM, in which case we need
to specify what we mean bya andd here. The parametera
can be selected as the radius of the smallest sphere that en-
closes the box of levell plus amax andd formally is limited
by the valued,1.31 ~see the discussion onl max previously,
while a more accurate analysis is required here, since the
‘‘worst case’’ analysis usually substantially overestimates ac-
tual errors!. Since the size of this box isDl522 lD0 , one can
set

al522 l 2131/2D01amax, pl5P~kal ,e!. ~55!

In computations we used this formula for automatically set-
ting the level-dependent truncation numbers with function
P(ka,e) specified by Eq.~54!, wheree was some prescribed
error. In computations we also performed ana posteriori
actual error check using Eq.~53!, which is valid for an arbi-
trary number of spheres.

We note also that for the present problem, when the
number of scatterers can be large, and so for fixedka and the
volume fraction of scatterers we haveD0;N1/3a, truncation
numberspl used in the FMM can be substantially larger than
p. In other words, if the wavelength is comparable with the

size of the scatterer, then the size of the computational do-
main is much larger than the wavelength for largeN.

We can note that in the case when the spheres are close
or may touch each other,p can be larger thanpl to provide
the required accuracy. To avoid unnecessary computations in
this case, translations for the farfield expansions at the finest
level can be made to obtain onlypl max

2 terms, since terms of

degreen corresponding topl max
<n,p are due to the influ-

ence of close neighbors. Moreover, in computations of the
near field, we can subdivide the set of neighbor spheres into
two sets: those that are closer than some prescribedb* ~or
d* ), for which the interaction should be computed using all
p2 terms, and the other neighbors, whose interactions with
the given sphere can be efficiently computed using onlypl max

2

terms. We found numerically that these tricks may bring sub-
stantial savings in computational time, while almost not af-
fecting the accuracy of the procedure.

E. Complexity estimates

In the FMM, translations occur between two subsequent
levels l and l 11 ~for the local-to-local or multipole-to-
multipole translations! or on the same levell ~for the
multipole-to-local translations!. Since the number of coeffi-
cients representing the potential for each box at levell is pl

2

and pl 11
2 ;pl

2, we can estimate the complexity of a single
translation associated with levell asO(pl

2n), wheren>1 is
some parameter, that we call the ‘‘translation exponent.’’ For
example, if the translation is performed by multiplication of
the translation matrix by the vector of coefficients, the com-
plexity of the translation will beO(pl

4), in which casen52.
To evaluate the number of operations required for all

translations, we assume that the scatterers are distributed
more or less evenly in space, and so all 8l boxes at levell
contain some scatterers. The maximum number of transla-
tions associated with any box at levell is finite ~8 multipole-
to-multipole translations in the upward pass, 8 local-to-local
translations in the downward pass, and 189 multipole-to-
local translations in the downward pass!. This shows that the
translation cost associated with each box at levell is O(pl

2n)
~with a large asymptotic constant!. Therefore the total num-
ber of translations can be evaluated as

Ntrans5OS (
l 52

l max

pl
2n8l D . ~56!

From Eqs.~54! and ~55! we can majorate the depen-
dence ofpl on l with function pl5bkD022 l , where b is
some constant. Substituting this into Eq.~56!, we obtain

Ntrans5~kD0!2nOS (
l 52

l max

2~322n!l D . ~57!

Three qualitatively different cases can be identified now.
The first case,n,1.5, corresponds to ‘‘fast translations.’’ In
this case we haveNtrans;(kD0)2n2(322n) l max. Assuming that
D0;N1/3a, so kD0;N1/3ka;N1/3p and 23l max;N, we can
see thatNtrans;p2nN. So the algorithm scales asO(p2nN),
with p taken for the truncation of coefficients$A(q)% @see
Eqs.~51! and~54!#. The second case,n51.5, corresponds to

FIG. 4. Dependences of the shift in the truncation number,p0 , defined by
Eq. ~51! on the dimensionless parameterd characterizing the distance be-
tween the spheres for two sound-hard spheres of equal size. The curves are
computed to provide the errore (bc) in boundary conditions shown near the
curves.
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the ‘‘critically fast translations,’’ and this value ofn can be
called a ‘‘critical translation exponent.’’ We have then, using
the same assumptions as for the first case,Ntrans

;(kD0)3l max;p3N logN, or complexity O(p3N logN). Fi-
nally, we have the case of ‘‘slow translations,’’n.1.5. Here
Ntrans;(kD0)2n;p2nN2n/3. So the FMM in this case scales
asO(p2nN2n/3), or superlinearly withN, 2n/3.1. It is inter-
esting to note that in the first case the major number of trans-
lation operations are performed at the finest level of space
partitioning l max, in the second case the number of opera-
tions for each level is approximately the same, while in the
third case the major complexity comes from operations at the
coarsest levell 52. So two competing effects, the reduction
of the number of boxes, and an increase of the truncation
numbers compensate each other in the ‘‘critical’’ case. To
provide an algorithm that scales asO(N logN), one should
use at least anO(p3) translation method.

Note that the theoretically minimum translation expo-
nent isn51 ~one operation per one expansion coefficient!.
This value is also ‘‘critical’’ for two-dimensional problems,
and for three-dimensional problems, where the scatterers are
distributed over some surface. The later case also applies to
the boundary element methods. For these cases to have an
O(N logN) complexity FMM algorithm with a variable trun-
cation number, one should employ the theoretically fastest
translation methods.

Finally, we note that the total complexity of the method
consists of the complexity of translations plus complexity of
generation of function representations for each box at the
finest level, the complexity of evaluation of function repre-
sentations, and the final summation. In the present paper all
procedures have complexityO(p3). Taking into account that
such operations should be performed for each point, the total
complexity of the present algorithm will beNoper5O(p3N)
1O(p3N logN)5O(p3N logN).

In the paper of Koc and Chew~1998!, the diagonal
forms of the translation operators obtained by Rokhlin
~1993! are used. Formally, the complexity of these transla-
tion methods can be evaluated asO(p2), while their imple-
mentation requires additional procedures, such as interpola-
tion and anterpolation~e.g., see Darve, 2000a; Chewet al.,
2001!, or the filtering of spherical harmonics. These proce-
dures can be much more expensive than the translation itself
@e.g.,K-point Lagrange interpolation, the complexity can be
evaluated asKp2, and forK;p this results inO(p3) com-
plexity#, while they can be efficient for higher frequencies. In
any case, if we assume that the complexity of the translation
method isO(p2) ~n51! we obtainNtrans;O(p2N). How-
ever, higher complexity comes from the initial and final steps
of the algorithm. To use the diagonal forms we need to con-
vert the representation based on expansion coefficients to
that based on samples of the signature function over the
sphere. A bandlimited function withp2 coefficients can be
represented byO(p2) samples, and the conversion of one
representation to the other using a direct integral evaluation
~as did Koc and Chew! requiresO(p4) operations. The same
relates to the final evaluation step, where we should convert
function representation from the samples of the signature
function to the expansion coefficients. So the total complex-

ity of the Koc and Chew algorithm can be evaluated as
O(p4N)1O(p2N)5O(p4N). There may be some possibili-
ties to improve the complexity of the Koc and Chew algo-
rithm, e.g., if a fast Legendre transform were available~an
item of current research!. We note that formally the com-
plexities of the Koc and Chew method and the present
method are the same forp; logN, while, in practice, the
quality of implementation, which influences the asymptotic
constants, can reduce the execution time of the algorithm
several times and factors of type logN in the range ofN
considered in this paper are unimportant, except from a the-
oretical point of view.

F. Translation method

For the present class of problemsO(p3)-translation
methods based on the use of the re-expansion matrices can
be employed, as they provide a transparent link to the coef-
ficients of the expansions.

The translation method based on a direct computation of
the re-expansion matrices~EuF!~t!, where~EuF! can be any
combination of lettersS andR, followed by their multiplica-
tion by the vectors of expansion coefficients has complexity
O(p4). This is the lowest complexity that one can expect,
even using recursive procedures for the computation of ma-
trix elements, since the matrix is dense. To achieveO(p3)
complexity, we used a translation method based on the
rotation-coaxial translation decomposition of an arbitrary
translation operators:

~EuF!~ t!5Rot21S t

t D ~EuF!~ t !RotS t

t D ,

t5utu, E,F5S,R, ~58!

whereRot(t/t) is the rotation transform matrix, which en-
ables one to obtain the expansion coefficients in the refer-
ence frame rotated by such way that thez axis of the new
reference frame is directed as the unit vectort/t, (EuF)(t)
denotes the coaxial translation matrix that performs transla-
tion along thez axis for distancet and Rot21(t/t) is the
backward rotation, which brings the reference frame to its
initial orientation. Each of these operations can be performed
with complexityO(p3) using a recursive computation of the
matrix elements~Gumerov and Duraiswami, 2003!. So, e.g.,
for the ~SuR! translation of some vectorC, we first produce
C̃5Rot(t/t)C, then C85(SuR)(t)C̃, and finally Ĉ
5Rot21(t/t)C8 for the expense ofO(p3) operations, op-
posed toO(p4) operations if we use straightforward multi-
plication Ĉ5~SuR!~t!C.

1. Rotation transform

In general, an arbitrary rotation transform can be speci-
fied by three angles of rotation, e.g., the Euler angles,aE ,
bE , gE , or anglesa, b, g related to the Euler angles asa
5p2aE , b5bE , andg5gE , which are more convenient,
since they are related to the spherical angles (u t ,w t) of the
unit vector t/t5(sinut coswt ,sinut sinwt ,cosut) as b5u t

anda5w t ~see Fig. 5!. The rotation transform of the expan-
sion coefficients is a function of the rotation matrix
Q(a,b,g). The inverse rotation transform is the same func-
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tion from the inverse rotation matrixQ21(a,b,g)
5QT(a,b,g)5Q(g,b,a), so we can describe only the for-
ward rotation, since the inverse rotation can be obtained sim-
ply by exchanging anglesa andg.

Rotation of the truncated vectorC with components

$Cn
m8% can be performed according to the following formula:

C̃n
m85e2 im8g (

m52n

n

Hn
m8m~b!eimaCn

m , n50,1,...,p21,

m852n,...,n. ~59!

HereHn
m8m(b) are the entries of a real dense matrix that can

be computed recursively~Gumerov and Duraiswami, 2003!:

Hn21
m8,m115

1

bn
m H 1

2
@bn

2m821~12cosb!Hn
m811,m

2bn
m821~11cosb!Hn

m821,m#

2an21
m8 sinbHn

m8mJ ,

~60!
n52,3,..., m852n11,...,n21, m50,...,n22,

starting with the initial values

Hn
m80~b!5~21!m8A~n2um8u!!

~n1um8u!!
Pn

um8u~cosb!,

n50,1,..., m852n,...,n. ~61!

The coefficientsan
m and bn

m of the recurrence relation~60!
are

an
m5HA~n111umu!~n112umu!

~2n11!~2n13!
, n>umu,

0, umu.n,

~62!

bn
m55

A~n2m21!~n2m!

~2n21!~2n11!
, 0<m<n,

2A~n2m21!~n2m!

~2n21!~2n11!
, 2n<m,0,

0, umu.n.

~63!

The amount of the recursive computations can be reduced
using the symmetry relations:

Hn
mm8~b!5Hn

m8m~b!5Hn
2m8,2m~b!,

n50,1,..., m8,m52n,...,n. ~64!

So computations of the general rotation can be orga-
nized as follows. First we compute all rotation coefficients

Hn
m8m(b). This requiresO(p3) operations. Then we perform

the multiplication Dn
m5eimaCn

m , n50,1,...,p21, m5
2n,...,n. This can be treated as multiplication of vectorC
by a diagonal matrix and requiresO(p2) operations. Then
for each subspace of degreen we perform multiplication of
the dense (2n11)3(2n11) matrix with the entries

Hn
m8m(b) by vectorD, and this totals inO(p3) operations for

all subspaces and produces the vectorG. The last step is
multiplication of this vector by the diagonal matrix, to pro-

duce the final result:C̃n
m85e2 im8gGn

m8 , n50,1,...,p21, m8
52n,...,n. This takesO(p2) operations.

We note that the decomposition can be simplified by
settingg50, since the rotations with anglesa andb align the
new z axis with directiont/t, while the latter rotation does
not change this direction~see Fig. 5!. So the forward trans-
form can be performed with the rotation matrixQ(w t ,u t,0)
(a5w t , b5u t , g50! and the inverse withQ(0,u t ,w t).

2. Coaxial translation

Coaxial translations, or translations along thez axis, can
also be performed with lower complexity than the general
translation, since each subspace of orderm is invariant with
respect to this type of translation. So ifĈ5(EuF)(t)C, we
have

Ĉn8
m

5 (
n5umu

p21

~EuF !n8n
m

~ t !Cn
m ,

m50,61,...,6„min~p,p8!21…,

n850,1,...,p821, E,F5S,R. ~65!

Here (EuF)n8n
m are the entries of matrix (EuF)(t), which is

truncated rectangularly, since it applies to vectorC of total
lengthp2 and produces a vectorĈ of total length (p8)2. This
is due to the algorithm, where the truncation number must
change from level to level. Since the truncation numbersp8
and p are of the same order, the total complexity of the
matrix-vector multiplication~65! is O(p3) for a given trans-
lation matrix. All entries of this matrix can be computed
recursively for an expense ofO(p3) operations using the
following recursions~Gumerov and Duraiswami, 2003!:

To advance with respect to the ordern at fixedm>0:

an
m~EuF !n8,n11

m
5an21

m ~EuF !n8,n21
m

2an8
m

~EuF !n811,n
m

1an821
m

~EuF !n821,n
m ,

~66!
n5m,m11,..., E,F5S,R,

with thea’s given by Eq.~62!. For advancement with respect
to m:

bm11
2m21~EuF !n8,m11

m11
5bn8

2m21
~EuF !n821,m

m

2bn811
m

~EuF !n811,m
m ,

~67!

FIG. 5. An illustration of rotation specified by anglesa, b, andg. Anglesb
anda are the spherical polar angles of the translation vectort.
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n85m11,m12,..., E,F5S,R,

with theb’s given by Eq.~63!. The recursive procedure starts
with the initial values

~SuR!n80
0

~ t !5~21!n8A2n811hn8~kt!,

~RuR!n80
0

~ t !5~21!n8A2n811 j n8~kt!. ~68!

For the Helmholtz equation we have (SuS)n8n
m (t)

5(RuR)n8n
m (t), and so only the latter coefficients need be

computed. We also note that computational savings can be
achieved using the following symmetries of the coaxial
translation coefficients:

~EuF !n8n
m

5~EuF !n8n
2m

5~EuF !n8n
umu

5~21!n1n8~EuF !nn8
m ,

E,F5S,R. ~69!

G. Use of the FMM for preconditioning in the GMRES

Our computations show that the plain~without precon-
ditioning! GMRES slows down substantially at largerN and
for relatively high volume fractions of the spheres~in this
case the number of iterations increases proportionally toN!.
If Niter5O(N) then a method that requiresO(N logN) per
matrix-vector multiplication will requireO(N2 logN) opera-
tions to solve the problem. We found that this drawback can
be fixed in many cases by the use of properly designed pre-
conditioners. The GMRES with the right preconditioner
M21 solves the problem

LM 21~MA !5E, ~70!

which is formally equivalent to the original problem~23! for
arbitrary invertible matrixM . If solution of the system
MA 5F for an arbitrary inputF can be obtained faster than
solution of the original systemLA 5F, and M is a good
approximation ofL ~M'L !, then one can expect a substan-
tial reduction in the number of iterations.

The FMM provides a good tool for building a precondi-
tioner ~for the discussion of preconditioning see Kelly, 1995;
Saad, 2003!. The preconditioners that can be constructed are
based on decompositions of the dense~SuR! matrix in Eq.
~28!:

~SuR!5~SuR!near1~SuR! far , M sparse5T212~SuR!near,

Mdense5T212~SuR! far , ~71!

where (SuR)near is a sparse matrix, which includes only in-
teractions between the scatterers located in the same neigh-
borhood~say at the maximum level of space subdivision!,
and (SuR) far is the matrix, which includes farfield interac-
tions. This decomposition, in fact, is decomposition~35! in
terms of the resulting vectorB. The matrix-vector products
M sparseA or MdenseA involving preconditionersM sparse and
Mdensethen can be computed faster thanLA , since only part
of the FMM operations are needed to perform the computa-
tions. At first look, it seems that it is more reasonable to use
M sparseas the preconditioner, since presumably matrix-vector
multiplication in this case should be cheaper. However, there
are two reasons, both working in the same direction, why the
use ofMdensemay make more sense.

The first reason is based on the efficiency of the precon-
ditioner in terms of the process convergence. Despite the fact
that the distance between the neighbor scatterers is smaller
and the interaction between any pair of neighbors is stronger
than between the remote particles, the number of neighbors
is also substantially smaller. Since this interaction decays as
r 21, while the number of particles in the farfield increases as
r 3 ~for a uniform distribution! the effect of the farfield on the
given scatterer dominates for larger domain sizes and a larger
number of scatterers. Most computational work then is to
iterate the solution for a proper determination of the farfield,
and that is what the unpreconditioned method does.

The second reason is a feature of the FMM that appears
to have been used for the first time here. It is based on the
efficiency of the preconditioner in terms of the speed of
matrix-vector multiplication. It may seem paradoxical but in
the FMM as described above the computation of (SuR) farA
can be much faster than the computation of (SuR)nearA. This
happens due to limitations of type~31! on the maximum
level of space subdivision and takes place for a relatively
high volume fraction of scatterers@for low volume fractions
(SuR)nearA can be computed faster#. Indeed if l max is small
enough, then the most computational work is spent for direct
computations of matrix-vector productsBnear5(SuR)nearA
@for l max51 we have (SuR)near5(SuR) and need to multiply
the matrix by vector directly for costO(N2)]. An increase of
l max reduces the number of direct matrix-vector products,
while increasing the total number of translations. There exist
some optimuml max

opt , where the costs of translations and di-
rect computations is balanced. It appears that for high vol-
ume fractions of scatterersl max

(opt). l max, wherel max is limited
by condition ~31! ~we checked this numerically for some
spatially uniform random distributions of the scatterers!, and
so the use ofMdenseis preferable.

Finally, we note that we computed the matrix-vector
productA5M21F by solvingMA 5F using the unprecondi-
tioned GMRES, which introduced an internal iteration loop.
As a convergence criterion for this internal process we im-
posed the error of iteration much larger than the error for an
external loop~this is possible, since the preconditioner can
be computed roughly!. This type of iterative scheme pro-
duces poor results if a regular GMRES is used, due to the
nonlinear dependence ofA on F in this process. It is also
well known that this drawback can be fixed by the use of
flexible GMRES, which we do. For details refer to Saad
~1993!.

VI. NUMERICAL RESULTS AND DISCUSSION

A. Test problems computed

The multiple scattering problem even with spherical
scatterers is a multiparametric problem with many degrees of
freedom. In the tests we selected a few typical types of spa-
tial distributions: uniformly random, periodic~spheres in a
grid!, randomly periodic, where some random pattern is re-
peated several times in a cubic mesh, and uniformly random
with some limitations on the interparticle distances~e.g., that
the ratio of the minimum distance between the sphere centers
to the sphere radius,dmin /a, is some prescribed number!. The
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latter type of distribution enables computations with high
accuracy~which depends ondmin /a, as discussed above!. We
also performed computations for monodisperse~all spheres
of the same size! and polydisperse systems~see Fig. 6!. In
the latter case the radii of the spheres were distributed be-
tween someamin and amax ~we used uniformly random dis-
tributions, while other situations are possible, depending on a
particular physical problem!. The number of spheres was
varied in rangeN5@10,10 000#. This also depends onka,
which was varied in range 0.1,ka,5, and the volume frac-
tion of the spheres in the computational domain,a:

a5
4pNa3

3D0
3

, a35 (
q51

N

aq
3. ~72!

For largerka and smallera we used smaller numberN to
stay within the rangekD0,100, according to the equation

kD05S 4pN

3a D 1/3

ka. ~73!

Potentially largerkD0’s are possible; however, some loss of
precision was observed at largerkD0 , which may be related
to the number of bits representing float numbers and the
growth of the cut-off errors.

We also varied the boundary admittancessq of the scat-
terers. Despite the fact that the procedure allows computa-
tions with differentsq’s for each scatterer, we did not con-
duct systematic tests of this case and in all computations we
assumed that all admittances are the samesq5s, q
51,...,N.

B. Field visualization

Once computations of the expansion coefficients$A(q)%
are performed, the problem is how to determine the surface
and spatial distributions of the potential and the surface dis-
tributions of its normal derivative. A computation of the sur-
face distributions is a relatively easy task, since we have
~GD02!,

cuSq
5

1

ikaq
2 (

n50

p21

(
m52n

n An
~q!mYn

m~uq ,wq!

k jn8~kaq!1 isqj n~kaq!
, ~74!

]c

]nU
Sq

52
sq

kaq
2 (

n50

p21

(
m52n

n An
~q!mYn

m~uq ,wq!

k jn8~kaq!1 isqj n~kaq!

52 isqcuSq
. ~75!

An example of surface potential visualization for the case of
100 spheres is shown in Fig. 7.

A computation of the potential atM spatial locationsym ,
m51,...,M can be a computationally more expensive task
than the solution of the problem itself, if this is performed in
a straightforward way. The spatial visualization, however,
can be performed as fast as the solution and with the same
accuracy, if the FMM is applied to this task. Two major
modifications of the algorithm are needed in this case. First,
we separate the set ofN scatterer centers from the set ofM
evaluation points. The octree-based space partitioning is ap-
plied to the new data structure. As soon as the expansion
coefficientsA(q), q51,...,N are known, the upward pass then
is the same as for solution of the scattering problem, while in
the downward pass the process goes over the hierarchy of the
evaluation points@see the separation of data hierarchies dis-
cussed in Gumerovet al., ~2003!#. At the end of the down-
ward pass we obtain the expansion coefficientsD(n,l max) for
each target box~the box containing the evaluation points!.
Then, as the final summation step, we compute the potential
for all evaluation points as

c~ym!5c in~ym!1D~n,l max!"R~ym2r
*
~n,l max!!

1 (
rq8PE2~n,l max!

A~q!"S~ym2rq8!,

;ymPE1~n,l max!, m51,...,M . ~76!

Here the first term on the right-hand side is the known po-
tential of the incident field at the receiver locations, the sec-
ond term is the potential of the field scattered by the scatter-
ers located outside the neighborhood of the target box, and
the third term is a field scattered by the scatterers located in
the neighborhood of the receiver and found by direct evalu-
ation. The complexity of this procedure for theO(p3) trans-
lation method is of typeO„(N1M )logN… if the samel max is
used for the space imaging method as for the solution of the
problem. If there are many imaging points in a target box,
finer space partitioning can be used to reduce the complexity,
and the optimum number of levels can be found experimen-
tally or based on some theory applicable for the FMM
~Gumerovet al., 2003!.

Figure 8 illustrates the ‘‘speckle patterns’’ on the image
plane shown in Fig. 7 by blue dots. The solution is obtained
using the FMM both for an accelerated iterative solution of

FIG. 6. Examples of distributions ofN spheres used in computations: peri-
odic, randomly periodic, and random.

FIG. 7. Examples of the computation of the surface potential for 100
spheres exposed to a plane wave directed as shown by the arrows.
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the linear system and for imaging of the field as described.
The images are computed for monochromatic fields of dif-
ferent frequencies. These pictures are frames of a movie that
animates the wave propagation in time, by plotting
Re$c(r )e2 ivt% for different t. A similar figure~Fig. 9! illus-
trates the ‘‘speckle patterns’’ for the case of 10 000 equal
spheres (a51) with centers that are randomly distributed
inside a cube 80380380 (dmin52.5).

C. A posteriori error evaluation

For these tests we used Eq.~51! to obtain the truncation
number where we variedp0 , and Eqs.~54! and ~55! for the
FMM procedure, wheree was specified to be the same as for
the convergence of the iterative process. After the iterative
process~GMRES! was terminated, we computed the poten-
tial at M sampling points according to Eq.~74! and the rela-
tive errors in boundary conditions using~53!. The spheres
were distributed randomly inside a cubic box with the re-
striction that the distance between the sphere centers exceeds
some prescribeddmin . Test were made for the incident wave
c in(r )5eik"r.

An example of the computed surface error is shown in
Fig. 10. This figure illustrates the behavior ofucuuSq

(ym) and
Dbc(ym) for M53200 sampling points allocated on the sur-
faces of 100 equal size sound-hard spheres forp511 (ka
51, kD0'30, s50, a50.042, dmin /a53, l max53, e
510210). It is seen that the maximum absolute error of com-
putations in this case is less than 1024, while the average
error of computations is of the order of 1026.

The parameterdmin /a has a substantial effect on the ac-
curacy. Figure 11 illustrates this effect for the same settings
as for 10, where the truncation number anddmin /a were var-
ied. The relative errore (bc) defined by Eq.~53!, that also can

be assigned as the relative error in the ‘‘infinity’’ normL` , is
much larger~about one order of magnitude! than the average,
or L2-norm error,e2

(bc) , defined as

e2
~bc!5

1

M H (
m51

M

@em
~bc!#2J 1/2

, ~77!

with em
(bc) specified in Eq.~53!. It is seen that even for the

case when the spheres may touch (dmin /a52), computations
can be performed with relatively small truncation numbers if
an accuracye (bc) of the order of a few percent is acceptable
~that might be sufficient for comparisons with experiments,
field imaging, etc.!. For computations with high precision,
the truncation numbers should be increased, which may sub-
stantially slow down the computation process. One of the
methods to treat this drawback is to introduce truncation
numberspq for each scatterer,q51,...,N, which should de-
pend on the distance from theqth sphere to its closest neigh-
bor sphere. In the present study, however, we did not perform

FIG. 8. Speckle patterns on the imaging plane computed using the FMM for
scattering of plane waves of different wavelengths from 100 scatterers~the
geometry and the imaging plane are shown in Fig. 7!.

FIG. 9. Speckle patterns on the imaging plane computed using the FMM for
scattering of plane waves of different wavelength from 10 000 spheres of
sizea51 randomly distributed inside a cube 80380380. The image plane
is located atz582 ~assuming that the computational domain is betweenz
521 andz581 and the plane wave propagates in the positive direction!.

FIG. 10. The modulus of the potential and the absolute error in boundary
conditions obtaineda posteriorias functions on the surface node index. The
surface of each of 100 spheres was sampled by 32 points.

FIG. 11. Dependencies of the relative errors in the infinite~solid lines! and
quadratic~dashed lines! norms on the truncation numberp for the same
parameters as shown in Fig. 10. The errors are computed for random distri-
butions with different ratiosdmin /a shown near the curves.
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modifications, since our goal was to develop and test the
base algorithm.

D. Convergence

Several factors may affect the rate of convergence of the
iterative method and more or less a complete study involves
the investigation of the multiparametric space. In the present
tests we usually fixed all parameters for the case and varied
one or two parameters to see their effect on the convergence
rate and accuracy of computations. Figure 12 shows the ef-
fect of the frequency on the convergence of unprecondi-
tioned GMRES. For the case illustrated, 200 equal size
sound-hard spheres with random distribution of their centers
were generated as described above (dmin /a52.3). The trun-
cation numbers were selected according to Eq.~51! with a
constantp0510 for all cases, while the FMM truncation
numbers were determined according to Eq.~54! with e
51024. It is seen that in this case the number of iterations to
achieve specified accuracy increases withka. An a poste-
riori error check for the boundary conditions at 6400 points
shows that for this case the errore (bc) defined by Eq.~53!
does not exceed 531023 for all cases, whilee2

(bc) defined by
Eq. ~77! is about 1 order of magnitude smaller. We found that
the iteration process for higher frequencies (ka*5, kD0

*100) diverges, and special methods for treatment of higher
frequencies are required. Several methods can be tried in this
case, such as using preconditioners based on high-frequency
asymptotic expansions of the system matrix, and some relax-
ation methods, where, e.g., the impedance of the spheres,s,
can be gradually adjusted during the iteration process. In-
deed, we did some preliminary computations with fixedka
54 and varyings and found that, say fors/k;0.1, the
number of iterations to achieve the same accuracy drops by a
factor of 2.

Properly designed preconditioners can substantially re-
duce the computation time to obtain a solution of specified
accuracy. Some results of the use of GMRES and FGMRES
with the right dense preconditionerMdense@see Eq.~71!# is
shown in Table I. This table shows computational results for

10 000 sound hard spheres of equal size with a randomly
periodic distribution~blocks of 80 spheres with random dis-
tribution of centers,dmin /a52, a50.2, were repeated 125
times to occupy a larger cube!. Here D0 /a560 and ka
50.5, l max54, e51024, p57, and the CPU time was mea-
sured for 3.2 MHz dual Intel Xeon processor~3.5 GB RAM,
25% CPU resource allocation for a task!. The table shows
that the number of iterations for the external loop can be
drastically reduced due to the use of a preconditioner. The
price to pay for this is the internal iterative loop, which uses
also GMRES to obtain a solution of the equationMdenseA
5F. However, for the present case matrix-vector multiplica-
tion MdenseA was seven times faster than performing multi-
plication LA ~both using the FMM!. This resulted in a de-
crease of the overall computational time. A solution of
equationMdenseA5F can be performed with much less accu-
racy, epre ~shown in the first column of the table!, than the
accuracy required for the external iterative process. This can
be a subject for optimization, since the increase of the accu-
racy for internal iterations reduces the number of external
iterations and increases the number of the internal iterations.
We also need to mention that the efficiency of precondition-
ers depend on several other parameters, including wave num-
ber, number of scatterers, surface admittance, volume frac-
tion, etc.~See Table I!

E. Performance study

To determine the dependence of the CPU time required
for a solution of the problem, and to check the consistency of
the actual results with the theoretical predictions, we con-
ducted a performance study. All computations were made in
double precision complex arithmetic on a desktop PC~3.2
MHz dual Intel Xeon processor, 3.5 GB RAM, 25% CPU
resource allocated for a task!. As a test distribution we used
randomly periodic distributions of equal size sound hard
spheres~blocks of 80 spheres with random distribution of
centers,dmin /a52, were repeatedm3 times to occupy a
larger cube,m51,...,5; an example form52, N5640 is
shown in Fig. 6!. Since the volume fraction and the wave
number in the tests were fixed~a50.2,ka50.5) the increase
in the number of spheres also means the increase of the size
of the computational domain@see Eq.~73!#.

We found that to reduce the CPU time for the present
case, one should select the computational domain size larger
than the size of the box, which encloses all the spheres. The
size of the computational domain can be determined based
on l max according Eq.~33! as

FIG. 12. Convergence of the unpreconditioned GMRES at different dimen-
sionless wave numberska shown near the curves.

TABLE I. Performance of the FMM accelerated GMRES/FGMRES.N
510 000. Number of complex unknowns52.253106.

Preconditioner
No. external

iterations
No. internal

iterations
CPU time

~s!

No preconditioner 58 0 8340
Right dense,epre50.1 11 87 3460
Right dense,epre50.01 10 165 4525
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D05
2dmin

42~11dmin!A3
2l maxamax. ~78!

Setting herel max52,3,..., we can determine a discrete set of
D0 . For computations we selected the minimum ofD0 from
this set, which encloses all the spheres. Althoughdmin here
should be larger than 1, we found with thea posteriorierror
check thatdmin51 provides stable and accurate results in this
case. Note that for performance tests we accepted relative
errorse (bc) of about 2%~the errorse2

(bc) were one order of
magnitude smaller!. To provide this order of errors we set
e51024 for the global iteration convergence, while the error
for the preconditioner was set toepre50.2. In all computa-
tions we used a truncation number ofp515. This substan-
tially exceedspl max

;8, and the choice ofp was dictated by a
desire to compute accurately the case of touching spheres.
Since the excessive valuep515 is due only to the influence
of the neighbor spheres, for each sphere we took the contri-
bution of the neighbors withd/a,1.3 into harmonics of de-
green58,...,15, while we neglected the effect of other scat-
terers on these harmonics~see the discussion at the end of
Sec. V D!. An a posteriorierror check showed that the rela-
tive errors specified above were achieved.

Figure 13 shows the measurements of the CPU time for
various operations of the algorithm based on the FGMRES
with a right preconditioner. It is seen that the computation
time scales almost linearly for a single matrix-vector multi-
plication in the internal or external loop using the FMM.
This agrees well with the theoretical predictions of complex-
ity O(N logN). Due to the growth of the number of iterations
both in the internal and external loops withN, the total CPU
time scales asO(N1.25). This shows that some average num-
ber of internal–external iterations,Niter , is proportional in
the present case toN0.25 or so. As it was discussed previ-
ously, an optimum can be sought by varyingepre, and pos-

sibly, e, to perform better, while we kept these parameters for
the illustration case fixed. Note that for largeN and unprec-
onditioned GMRES we found that the number of iterations
Niter grows proportionally toN for N*2000, which substan-
tially reduces the efficiency of the algorithm.

It is also noteworthy that even forN580 the size of the
complex system matrixL is Np23Np2518 000318 000,
which would require several hours to solve the problem di-
rectly, while the present method requires only 10 s for this
operation. We also found that a solution of this problem us-
ing GMRES without preconditioners and the FMM for
matrix-vector multiplication takes about 75 s of CPU time
for the same machine. Cases with largerN were not even
computable due to memory limitations.

VII. CONCLUSIONS

We have developed and tested a procedure for a solution
of the acoustic scattering problems for the case of clusters
consisting of a relatively large number of spherical scatterers
of various radii and impedances arbitrarily located in three-
dimensional space. This procedure uses a multipole re-
expansion technique, the fast multipole method, and iteration
algorithms, such as GMRES with possible preconditioners
and is accelerated utilizing the FMM. We developed and
tested a technique fora posteriorierror control, investigated
convergence, and performance of the method in a certain
range of parameters and found that this technique can be an
efficient, accurate, and powerful tool for solution of such
multiple scattering problems.

While the method is developed and tested for spherical
scatterers, it can be naturally extended for the computation of
scattering from objects of an arbitrary shape, as soon as the T
matrices for the single scatterers are known analytically or
precomputed numerically. Several research issues for further
improvement of the method remain open, e.g., the problem
of computations for very high frequencies or large domain
sizes,kD0*100.
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Phased array transducers are multi-element transducers, where different elements are activated with
different time delays. The advantage of these transducers is that no mechanical movement of the
transducer is needed to scan an object. Focusing and beam steering is obtained simply by adjusting
the time delay. In this paper the DPSM~distributed point source method! is used to model the
ultrasonic field generated by a phased array transducer and to study the interaction effect when two
phased array transducers are placed in a homogeneous fluid. Earlier investigations modeled the
acoustic field for conventional transducers where all transducer points are excited simultaneously. In
this research, combining the concepts of delayed firing and the DPSM, the phased array transducers
are modeled semi-analytically. In addition to the single transducer modeling the ultrasonic fields
from two phased array transducers placed face to face in a fluid medium is also modeled to study
the interaction effect. The importance of considering the interaction effect in multiple transducer
modeling is discussed, pointing out that neighboring transducers not only act as ultrasonic wave
generators but also as scatterers. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1835506#

PACS numbers: 43.20.Fn, 43.20.Bi, 43.20.El@JBS# Pages: 1762–1776

I. INTRODUCTION

A phased array transducer is composed of many ele-
ments arranged in a certain pattern that emit acoustic energy
at different times. The elements can be pulsed in certain se-
quence to control the beam angle, also known as the steering
angle. During conventional ultrasonic nondestructive testing
~NDT! experiments, one transducer mechanically moving
from one point to the next or several transducers working
simultaneously inspect an object. Mechanical movement of
one transducer is a time-consuming operation and the use of
multiple transducers is an expensive operation. On the other
hand, one phased array transducer can scan an object rela-
tively quickly because it can inspect a wide range by emit-
ting acoustic energy in controlled directions. Thus efficient
scanning is possible by phased-array transducers. Wooh and
Shi ~1999! and Azar and Wooh~1999a, b! experimentally
studied the steering and focusing behavior of phased array
transducers in concrete structures. In the present paper
phased array transducers are semi-analytically modeled by
the distributed point source method~DPSM!. The DPSM is a
semi-analytical technique used to model ultrasonic~or eddy
current! transducers for computing pressure and velocity
fields ~or magnetic fields! generated by the transducers.
Placko and Kundu~2001, 2003! first developed the method
for ultrasonic transducer modeling. This technique has been
used to model ultrasonic fields in homogeneous and nonho-
mogeneous fluids, and scattered fields generated by a solid
scatterer of finite dimension placed in the fluid~Plackoet al.,
2001, 2002, 2003!. Inhomogeneous media composed of fluid

and solid materials with a fluid–solid interface have also
been modeled by this technique~Leeet al.; 2002!. Use of the
DPSM for solving problems other than ultrasonic problems
is discussed in Plackoet al., ~2001!. In the DPSM technique,
the active part of the transducer surface is discretized into a
finite number of small hemispherical surface areas. Point
sources are placed at the centers of these hemispheres. Each
point source acts as an active source of energy. For each
point source, an analytical solution for the generated field
can be obtained. The total ultrasonic field is computed by
superimposing the solutions of all point sources.

In this research work, a phased array transducer is mod-
eled using the DPSM to obtain the ultrasonic field in a ho-
mogeneous medium. For this purpose the transducer face is
discretized and point sources are placed in every elemental
area. The point sources are excited with a certain phase dif-
ference~or time lag! to enhance the dynamic focusing. Later,
interaction between two phased array transducers placed in a
homogeneous medium is studied. The results presented here
compare the phased array transducer and conventional planar
transducer generated ultrasonic beams in different directions.
The results also show the importance of considering the in-
teraction effect between two phased array transducers when
the total field is computed. For computing a mathematically
correct ultrasonic field, it should be kept in mind that a trans-
ducer not only acts as a generator of the ultrasonic energy
but also as a scatterer of the energy generated by the other
transducer. However, the scattering effect is found to be
small in many cases considered in this paper.

II. THEORY

The distributed point source method can be used to com-
pute the pressure field generated by an ultrasonic transducer

a!Author to whom correspondence should be addressed. Electronic mail:
tkundu@email.arizona.edu
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of finite dimension, placed in a homogeneous or nonhomo-
geneous fluid~or fluid–solid! media, or in a fluid with a
scatterer of finite dimension. The theory associated with this
formulation is briefly described in the following. For more
detailed description the readers are referred to Placko and
Kundu ~2003! and Ahmadet al. ~2004!.

A. Planar transducer modeling by the distributed of
point source method „DPSM…

The basic principle of the DPSM for modeling of mag-
netic and ultrasonic sensors has been described in a number
of earlier publications~Placko and Kundu, 2003!. The active
surface of the transducer is discretized into an array of point
sources. Sources on the transducer surface are shown in Fig.
1. Each point source transmits a signal. The total signal is the
superposition of the signals transmitted by all point sources.
The pressure field generated by a plane source of finite di-
mension can be assumed to be the summation of the pressure
fields generated by a number of point sources distributed
over the surface of the finite source as shown in Fig. 1. The
finite plane source can be, for example, the front face of a
transducer as shown in the figure. The combined effect of a
large number of point sources distributed on a plane surface
is the vibration of the particles in the direction normal to the
plane surface. Non-normal components of motion at a point
on the surface, generated by neighboring source points, can-
cel each other.

B. Computation of an ultrasonic field in a
homogeneous fluid using the distributed point
source method

For a flat surface transducer, where all point sources are
excited at the same time, the pressure field generated at a
point x ~see Fig. 2! by the transducer can be obtained by
integrating the spherical waves, as done in the conventional
surface integral technique~Schmerr, 1998; Placko and
Kundu, 2003!,

p~x!5E
S
B

exp~ ik f r !

4pr
dS, ~1!

whereB relates the source velocity and pressure and, thus,
proportional to the source velocity amplitude,kf is the wave
number andr is the distance between the observation pointx
and the source points distributed over the transducer face.

For a phased array transducer, the point sources are ex-
cited at different times. Let the strength of themth point

source beAm , and it is excited at a timetm . Then the pres-
sure at a distancer m from the point source is given by

pm~r !5Am

exp~ ik f r m2 ivtm!

r m
, ~2!

wherev is the angular frequency. For the phased array trans-
ducer, the point sources on the surface are assumed to be
excited after different time intervalsDtm ; in Eq. ~2! the term
tm can be expressed in terms of a time lag from a reference
time t,

tm5t2Dtm . ~3!

If there areN point sources distributed over the transducer
surface, as shown in Fig. 2, then the total pressure at pointx
is given by

p~x!5 (
m51

N

pm~r m!

5 (
m51

N

Am

exp~ ik f r m2 iv~ t2Dtm!!

r m
, ~4!

wherer m is the distance of themth point source from point
x.

It should be noted here that Eq.~1! can be written in
discrete summation form in the following manner:

p~x!5 (
m51

N

Bm

exp~ ik f r m!

4pr m
DSm. ~5!

In Eq. ~5! the time dependencee2 ivt is implied. If Eq.~4! is
specialized for the conventional or static transducer case
where all elements are excited at the same phase, then Eq.
~4! is simplified to

p~x!5 (
m51

N

Am

exp~ ik f r m!

r m
. ~6!

In Eq. ~6! the time dependencee2 ivt is implied. Comparing
Eqs. ~5! and ~6! the relation betweenAm and Bm can be
obtained,

Am5
BmDSm

4p
. ~7!

FIG. 1. Four point sources distributed over a finite surface of an ultrasonic
transducer.

FIG. 2. Velocityvm at pointx due to themth point source.
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The particle velocity in the radial direction, generated by
the mth point source at a distancer , is given by

vm~r !5
Am

ivr

]

]r S exp~ ik f r 2 iv~ t2Dtm!!

r D
5

Am

ivr S ik f exp~ ik f r !

r
2

exp~ ik f r !

r 2 D
3exp~2 iv~ t2Dtm!!,

~8!

or vm~r !5
Am

ivr

exp~ ik f r !

r S ik f2
1

r D
3exp~2 iv~ t2Dtm!!.

After contributions of allN sources are added, the velocity
components in the three orthogonal directionsx1 , x2 , andx3

~see Fig. 2! are obtained,

v1~x!5 (
m51

N

v1m~r m!5 (
m51

N
Am

ivr

x1m exp~ ik f r m!

r m
2

3S ik f2
1

r m
Dexp~2 iv~ t2Dtm!!,

v2~x!5 (
m51

N

v2m~r m!5 (
m51

N
Am

ivr

x2m exp~ ik f r m!

r m
2

3S ik f2
1

r m
Dexp~2 iv~ t2Dtm!!, ~9!

v3~x!5 (
m51

N

v3m~r m!5 (
m51

N
Am

ivr

x3m exp~ ik f r m!

r m
2

3S ik f2
1

r m
Dexp~2 iv~ t2Dtm!!.

On the transducer surfacev150 andv250 because the
transducer surface vibrates with a nonzero velocity in thex3

direction only. Note that for conventional transducersv3

5v0 ~the time dependencee2 ivt is implied! and for phased
array transducersv35v0 exp$2iv(t2Dtm)%. If the observa-
tion point x is placed on the transducer surface, then the
three expressions of Eq.~9! should be equal to 0, 0, andv0

~or v0 exp$2iv(t2Dtm)%), respectively. Thus, fromN points
on the transducer surface, 3N equations are obtained. How-
ever, we have onlyN unknowns (A1 ,A2 ,....,AN) in the
above equation set. To obtain the same number of unknowns
as equations the number of unknowns can be increased from
N to 3N by replacing each point source by a triplet. In triplet
modeling the single source of every sphere is replaced by
three sources. Three point sources of each triplet are located
at three vertices of an equilateral triangle and these triangles
are oriented randomly on a plane atx352r S . Random ori-
entations of triplet sources are necessary to preserve the iso-

tropic material properties and prevent any preferential orien-
tation. It should be noted that the triplet source modeling is
not needed if only thev3 component of displacement is
equated tov0 .

For viscous fluid and solid interface modeling all three
velocity components should be matched across an interface,
but that is not necessary for ideal or perfect fluid modeling.
In this paper ideal fluids are considered and only thev3

component of velocity is matched at the transducer–fluid
interface. However, it was observed that the ultrasonic field
computed by matching only thev3 component of velocity
was very close to the one obtained by matching all three
velocity components, if the number of point sources consid-
ered in the triplet modeling and simple~or single! source
modeling were kept same. In other words,N triplet sources
~consisting of 3N point sources! generate an ultrasonic field
that is very close to the one produced by 3N simple point
sources. Since the total number of point sources used in the
DPSM modeling controls the computation time, both triplet
and simple point source modeling takes almost the same
amount of computer time for a similar degree of accuracy in
computation.

The point sources are placed atx352r S to guarantee a
nonvanishing denominator in Eq.~9!. Note that if the point
sources are placed on the transducer surface, then for some
observation points on the transducer surface the distance
(r m) between themth source and the observation point may
vanish, giving rise to the numerical error~division by zero!
while computing the velocity components using Eq.~9!. For
this reason point sources are placed atx352r S , slightly
behind the transducer face atx350. The lengthr S is ob-
tained by equating the total hemi-spherical surface area
(2pNrS

2) of N hemispheres of radiusr S to the front surface
area (A) of the transducer. Note thatN is the number of
point sources used to model the transducer face.

After solving the system of 3N linear equations~for
triplet sources! or a system ofN linear equations~for simple
point sources obtained by equating onlyv3 to v0 or
v0 exp$2iv(t2Dtm)%) the source strengthsAm associated
with all point sources are obtained. After evaluatingAm , the
pressurep(x) can be calculated at any point~on the trans-
ducer surface or away! from Eq. ~4!.

C. Matrix formulation

Equation~9! can be written in the form of a matrix equa-
tion,

VS5MSSAS , ~10!

whereVS is the (3N31) vector of the velocity components
at N number of surface points andAS is the (3N31) vector
containing the strengths of 3N point sources.MSS is the
(3N33N) matrix relating the two vectorsVS andAS , where

$VS%
T5@v1

1 v2
1 v3

1 v1
2 v2

2 v3
2

¯ v1
N v2

N v3
N#, ~11!

$AS%
T5@A1 A2 A3 A4 A5 A6 ¯ A3N22 A3N21 A3N#, ~12!
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and

MSS5F f ~x11
1 ,r 1

1! f ~x12
1 ,r 2

1! f ~x13
1 ,r 3

1! ... ... f ~x1(3N21)
1 ,r 3N21

1 ! f ~x1(3N)
1 ,r 3N

1 !

f ~x21
1 ,r 1

1! f ~x22
1 ,r 2

1! f ~x23
1 ,r 3

1! ... ... f ~x2(3N21)
1 ,r 3N21

1 ! f ~x2(3N)
1 ,r 3N

1 !

f ~x31
1 ,r 1

1! f ~x32
1 ,r 2

1! f ~x33
1 ,r 3

1! ... ... f ~x3(3N21)
1 ,r 3N21

1 ! f ~x3(3N)
1 ,r 3N

1 !

... ... ... ... ... ... ... ...

f ~x31
N ,r 1

N! f ~x32
N ,r 2

N! f ~x33
N ,r 3

N! ... ... f ~x3(3N21)
N ,r 3N21

N ! f ~x3(3N)
N ,r 3N

N !

G
3N33N

, ~13!

where

f ~xjm
n ,r m

n !5
xjm

n exp~ ik f r m
n !

ivr~r m
n !2 S ik f2

1

r m
n D

3exp~2 iv~ t2Dtm
n !!. ~14!

In Eq. ~14!, the first subscriptj of x can take value 1, 2, or 3
and indicate whetherx is measured in thex1 , x2 , or x3

direction. The subscriptm of x andr can take values from 1
to 3N depending on which point source is considered and the
superscriptn can take any value between 1 andN corre-
sponding to the point on the transducer surface where the
velocity component is computed. In this formulation for 3N
point sources, three boundary conditions on the velocity are
satisfied at every point of theN boundary points.

Source strength vectors can be obtained as

AS5@MSS#
21VS5NSSVS. ~15!

The pressurePT and velocity vectorVT at any given number
(M ) of points $x% on a target surface can be simultaneously
obtained by

PT5QTSAS ,
~16!

VT5MTSAS.

Matrix MTS is same asMSS of Eq. ~13! when the target
points or reference points are identical to the transducer sur-
face points where the velocity components are matched to
obtain the point source strength vectorAS in Eq. ~15!. Matrix
QTS is obtained as

QTS53
exp~ ik f r 1

12 iv~ t2Dt1
1!!

r 1
1

exp~ ik f r 2
12 iv~ t2Dt2

1!!

r 2
1 ... ...

exp~ ik f r 3N
1 2 iv~ t2Dt3N

1 !!

r 3N
1

exp~ ik f r 1
22 iv~ t2Dt1

2!!

r 1
2

exp~ ik f r 2
22 iv~ t2Dt2

2!!

r 2
2 ... ...

exp~ ik f r 3N
2 2 iv~ t2Dt3N

2 !!

r 3N
2

exp~ ik f r 1
32 iv~ t2Dt1

3!!

r 1
3

exp~ ik f r 2
32 iv~ t2Dt2

3!!

r 2
3 ... ...

exp~ ik f r 3N
3 2 iv~ t2Dt3N

3 !!

r 3N
3

... ... ... ... ...

... ... ... ... ...

exp~ ik f r 1
NT2 iv~ t2Dt1

Nr !!

r 1
NT

exp~ ik f r 2
NT2 iv~ t2Dt2

Nr !!

r 2
NT

... ...
exp~ ik f r 3N

NT2 iv~ t2Dt3N
Nr !!

r 3N
NT

4
M33N

. ~17!

ReplacingAS by @MSS#
21VS in Eq. ~16! we get

PT5QTS@MSS#
21VS ,

~18!
VT5MTS@MSS#

21VS .

D. Pressure field in a homogeneous fluid

Following the DPSM technique described above, the ul-
trasonic field in a homogeneous fluid~water! generated by a
flat circular transducer is computed. For such simple problem
geometry the expression of the near field zone length and the
divergence angle of the emitted beam can be calculated in
closed form~Kundu, 2000!. Numerically computed values of

these two parameters are compared with the closed form ana-
lytical values to check the accuracy of the numerical results.

From Kundu 2000,

NF5
D22l2

4l
'

D2

4l
for l!D ~19a!

and

f52 sin21S 1.2
l

D D , ~19b!

whereNF is the near field length the distance between the
transducer face and the last peak of the pressure field along
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the x3 ~or Z) axis. D is the transducer diameter;l is the
wavelength of the ultrasonic signal, andf is the divergence
angle.

The analytical expression of the pressure in a homoge-
neous fluid along the central axis of a circular transducer is
~Placko and Kundu, 2003!

p~x3!5rcfv0bexp~ ik fx3!2exp~ ik fAx3
21a2!c ~20!

Figure 3 shows acoustic pressure variations along the
central axis (Z axis! of a circular transducer computed by the
DPSM technique described above~solid curve! and the ana-
lytical expression@Eq. ~20!, dashed curve#. CoordinateZ is
measured from the transducer face. The transducer area is
2.24 mm2, its diameter (D)52.528 mm, and signal fre-
quency (f )55 MHz. For the DPSM modeling 128 sources

are placed atx352r S , while the transducer face is atx3

50. For this problem geometry

r S5A pD2

432pN
5

D

A8N
5

2.528

A83128
50.08 mm.

Since the wave speed in the surrounding fluid~water! is 1.49
km/s, wavelengthl is equal to 0.298 mm for the 5-MHz
signal. From Eq.~19a! NF is found to be 5.3 mm. This the-
oretical value ofNF matched very well with the last peak.
The matching between the DPSM computed curve and the
analytical solution in Fig. 3 is also excellent.

Figure 4 shows acoustic pressure in front of a transducer
with diameterD56 mm and f 52.2 MHz, obtained by the
DPSM technique withN5200. The theoretical divergence
angle f for this transducer is 15.6°, calculated from Eq.
~19b!. The divergence angle in Fig. 4 is measured and found
to be about 15°, very close to the theoretical prediction.
These two checks—Figs. 3 and 4—validate the DPSM com-
puted results.

The only restriction of this technique for guaranteeing
accurate computation is that the distance between the neigh-
boring point sources should be less than the wavelength of
the ultrasonic signal~Placko and Kundu, 2003!.

FIG. 4. Ultrasonic field generated by a 6-mm-diam circular transducer ex-
cited at 2.2 MHz frequency, following DPSM technique~from Nasser,
2004!.

FIG. 5. Focal pointP for a phased array transducer.VP andHP denote the
position of pointP relative to the transducer surface.

FIG. 6. PointP can receive two rays, direct ray 1 and reflected ray 2, from
a single point sourceym .

FIG. 3. Acoustic pressure variation along the central axis (Z-axis! of a
circular transducer. CoordinateZ is measured from the transducer face. The
transducer diameter (D)52.528 mm, signal frequency (f )55 MHz. Solid
and dashed lines are generated by the DPSM technique and the analytical
formula@Eq. ~20!#, respectively. Near field zone (NF) predicted by Eq.~19a!
matches with the last peak of the curve.
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E. Dynamic focusing and time lag determination

The main purpose of the phased array transducer is to be
able to steer the beam and focus it at any point of interest by
accurately controlling the time delay of excitation of the
point sources. Figure 5 shows how the time delay can be
determined for a desired direction of the transmitted beam.

The time lagDtn can be obtained from the following
equation, so that all signals arrive at pointP at the same
time:

Dtn5
Dp

c
5

Pn2Pn21

c
, ~21!

wherec is the velocity of the pressure wave in the medium,
and Pn and Pn21 are the distances of thenth and (n21)th
point sources, respectively, from pointP. If the distance be-
tween two consecutive point sources isdx, then Pn and
Pn21 can be expressed as

Pn5AVp
21@Hp1~n21!dx#2 and

Pn215AVp
21@Hp1~n22!dx#2, ~22!

whereVp and Hp are vertical and horizontal distances, re-
spectively, of pointP from one edge of the transducer face as
shown in Fig. 5.

Note that the selection of the focal point automatically
determines the steering direction; thus both the focal point
and the steering direction are determined in this manner.

F. Modeling of the ultrasonic field in a homogeneous
fluid in the presence of a solid scatterer

When a solid scatterer is placed in front of a transducer
in a homogeneous fluid, the ultrasonic field can be computed
using the DPSM, by placing point sources both along the
transducer surface and along the fluid–solid interface of the
solid scatterer. The acoustic field in the fluid is computed by
superimposing the contributions of two layers of point
sources distributed over the transducer face and the scatterer
face as shown in Fig. 6. Two layers of sources are located at
a small distance,r S , away from the transducer face and in-
terface, respectively, such that the apex of every sphere~of
radiusr S) touches the transducer face or the fluid–solid in-
terface, as shown in the figure.

Strength of the point sources distributed along the trans-
ducer surface can be obtained from Eq.~15! and from the
specified boundary conditions at the fluid–solid interface.

For finding the strength of the point sources attached to the
interface, velocity components at the interface due to the
reflected waves at the interface are to be matched, as de-
scribed below.

Velocity components atM interface points due to ray 1
only ~ignoring reflection! can be easily obtained from theN
triplet sources in the following manner@Eq. ~16!#:

VT
i 5MTS

i AS , ~23!

whereVT
i is the velocity vector at the interface points (xn)

due to the incident beam only,AS is the vector of the point
source strengths on the transducer surface.MTS

i is the matrix
that relates the two vectorsVT

i andAS , and the components
of MTS

i are similar to the components ofMSS, the only dif-
ference is in the dimensions of the two matrices when the
number of point sources at the transducer surface and the
interface are different.

For computing the source strength at the interface, the
velocity due to the reflected field at the interface~generated
by the point sources at the transducer face! and the velocity
due to the direct incident field produced by the point sources
at the interface are equated. Note that

VT
r 5MTS

r AS ~24!

is the velocity due to the reflected beam only~ray 2 of Fig.
6!. MTS

r is the (M3N) @or (3M33N) if all three velocity
components are matched# matrix that relates the two vectors
VT

r andAS of Eq. ~24!. Note that components ofMTS
r can be

obtained by multiplyingMTS
i by the appropriate reflection

coefficient~Placko and Kundu, 2003!.
The velocity field at the same point generated by the

interface point sources is obtained from the following equa-
tion,

VT
r 5MTI

i AI , ~25!

whereVT
r is the (M31) or @(3M31)# vector, same as that

in Eq. ~24!. AI is the (M31) or @(3M31)# vector of the
strength of interface sources; this vector is unknown.MTI

i is
the (M3M ) or @(3M33M )# matrix that relates the two
vectorsVT

r andAI . Components ofMTI
i are computed using

similar mathematical formulation as those forMSS in Eq.
~13!. However, there are some differences betweenMSS and
MTI

i —their dimensions are different and the time delay fac-
tor is absent inMTI

i ,

MTI
i 5F f ~x11

1 ,r 1
1! f ~x12

1 ,r 2
1! f ~x13

1 ,r 3
1! ... ... f ~x1(L21)

1 ,r L21
1 ! f ~x1L

1 ,r L
1!

f ~x21
1 ,r 1

1! f ~x22
1 ,r 2

1! f ~x23
1 ,r 3

1! ... ... f ~x2(L21)
1 ,r L21

1 ! f ~x2L
1 ,r L

1!

f ~x31
1 ,r 1

1! f ~x32
1 ,r 2

1! f ~x33
1 ,r 3

1! ... ... f ~x3(L21)
1 ,r L21

1 ! f ~x3L
1 ,r L

1!

... ... ... ... ... ... ... ...

f ~x31
M ,r 1

M ! f ~x32
M ,r 2

M ! f ~x33
M ,r 3

M ! ... ... f ~x3(L21)
M ,r L21

M ! f ~x3L
M ,r L

M !

G
L3L

, ~26!
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whereL5M ~or 3M ) for matching only one component~or
three components! of velocity across the interface,

f ~xjm
n ,r m

n !5
xjm

n exp~ ik f r m
n !

ivr~r m
n !2 S ik f2

1

r m
n D . ~27!

SinceAI of Eq. ~25! is unknown,AI is solved in the follow-
ing manner:

AI5@MTI
i #21VT

r 5~@MTI
i #21MTS

r !AS . ~28!

The above equation gives the source strength vector at the
interface in terms of the source strengths at the transducer
face.

The velocity vector on the transducer surface, generated
only by the point sources distributed over the transducer
face, can be obtained from Eq.~23!:

VS
i 5MSS

i AS . ~29!

VS
i is the (N31) @or (3N31)] vector of the velocity

components at the transducer surface. At this step,AS is the
unknown (N31) @or (3N31)] vector of the point source
strengths distributed over the transducer face andMSS

i is the
(N3N) @or (3N33N)] matrix, identical to the matrixMSS,
defined in Eq.~13!.

In the same manner, velocity components on the trans-
ducer surface, only due to the interface sources are obtained,

VS
r 5MSI

i AI . ~30!

The above equation is derived from Eq.~25!, after placing
the target points on the transducer surface. Here,VS

r is a
(N31) @or (3N31)] vector of the velocity components at
N points on the transducer surface,AI is the unknown (M
31) @or (3M31)] vector of the interface source strengths
and MSI

i is the (N3M ) @or (3N33M )] matrix, similar to
the one given in Eq.~13!.

Adding Eqs.~29! and~30!, the total velocity at the trans-
ducer surface is obtained:

VS5VS
i 1VS

r 5MSS
i AS1MSI

i AI . ~31!

Substituting Eqs.~24! and ~25! into Eq. ~31!:

VS5MSS
i AS1MSI

i AI

5MSS
i AS1MSI

i @MTI
i #21MTS

r AS⇒VS

5@MSS
i 1MSI

i @MTI
i #21MTS

r #AS , ~32!

or,

FIG. 7. Modeling of multiple transducers placed in a homogeneous fluid.

FIG. 8. ~a!A phased array transducer with a steering angleu and ~b! a
regular transducer rotated at an angleu.
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AS5@MSS
i 1MSI

i @MTI
i #21MTS

r #21VS , ~33!

where

VS5@0 0 v0 0 0 v0 0 0 v0#T. ~34!

Note thatv0 is the value ofv3 (x3 component of velocity! on
the transducer surface. This choice forVS reflects the fact
that the vibration produced by a piezoelectric transducer has
only normal velocity components on its active surface.

After obtainingAS , the pressure field at any point be-
tween the transducer and the scatterer can be computed in the
following manner:

PT5PS
i 1PI

i ,

PS
i 5QTS

i AS5QTS
i @MSS

i 1MSI
i @MTI

i #21MTS
r #21VS , ~35!

PI
i 5QTI

i AI5QTI
i @@MTI

i #21MTS
r #AS

5QTI
i @@MTI

i #21MTS
r #@MSS

i 1MSI
i @MTI

i #21MTS
r #21VS.

G. Interaction between two transducers in a
homogeneous fluid

When two transducers are placed in a homogeneous
fluid, the ultrasonic field can be modeled by superimposing
two simpler problems as shown in Fig. 7. Fields due to these
two simpler problems can be added to obtain the total ultra-
sonic field at any pointxn . Note that each transducer face
will act as the source of energy as well as a reflecting sur-
face. For simplicity we will call one of the transducers as the
left side transducer and the second one as the right side trans-
ducer~see Fig. 7!.

As shown in Fig. 7, the original problem is decomposed
into two problems—in one problem, the right transducer is
replaced by an imaginary scatterer and, in the second prob-
lem, the left transducer is replaced by the imaginary scatter-
ing surface~see the bottom two figures of Fig. 7!. For the
first problem~the left figure!, the ultrasonic field at a pointxn
is the combined effect of the ultrasonic rays coming from the
left side transducer face and the imaginary scatterer on the
right side. For the second problem~the right figure! the

FIG. 9. Ultrasonic pressure fields for a phased array transducer for steering angles equal to~a! 0°, ~b! 10°, ~c! 30° and~d! 45°.

TABLE I. Water and steel properties.

Material and
properties

P-wave speed
~km/s!

S-wave speed
~km/s!

Density
~gm/cc!

Steel 5.96 3.26 7.932
Water 1.49 ¯ 1
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acoustic field at pointxn is the combined effect of the right
side transducer and the imaginary scatterer on the left side.

For both problems the transducer and the scatterer sur-
faces are modeled as distributed point sources. The total ul-
trasonic field at pointxn generated by the two transducers is
then obtained by superimposing the two solutions. In math-
ematical notations, the modeling steps described above can
be written as

Ple f t5PS( le f t)
i 1PI (right scatterer)

i ,

Pright5PS(right)
i 1PI ( le f t scatterer)

i , ~36!

PTotal5Ple f t1Pright ,

where Ple f t and Pright are the pressure fields generated by
problems 1 and 2, respectively.PS

i andPI
i are obtained from

Eq. ~35!. PTotal is the combined effect for the two transduc-
ers. Note thatPI

i takes into account the interaction effect. If
the ultrasonic fields generated by the two transducers are
simply added without taking into account the interaction~or
scattering! effect of one transducer on the other, thenPI

i will
not appear in the formulation.

III. NUMERICAL RESULTS AND DISCUSSION

The main objective of this paper is to model a phased
array transducer with dynamic focusing using the distributed
point source method~DPSM!. The first part of this research
work involves the modeling of the time-dependent excitation
of point sources in a phased array transducer. The second
part focuses on studying the interaction effect when two
phased array transducers are placed, face to face, in a homo-
geneous fluid~water! medium. Phased array transducers pro-
vide dynamic capabilities compared to the conventional
static transducers. For conventional transducers the trans-
ducer surfaces are rotated to achieve the desired steering
angle ~see Fig. 8!. In a phased array transducer, the trans-
ducer surface does not have to be rotated or translated
~moved!. For a phased array transducer, different segments
of the transducer are activated at different time intervals. In
the DPSM modeling technique individual point sources are
excited at a predetermined time interval.MATLAB codes,
based on the DPSM, have been developed to introduce the
time-dependent excitation of the point sources.

A. Dynamic steering and focusing

As mentioned earlier, in a phased array transducer, dy-
namic steering and focusing can be achieved by suitably se-

FIG. 10. Ultrasonic pressure fields for a conventional planar transducer for rotation angles equal to~a! 0°, ~b! 10°, ~c! 30° and~d! 45°.
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lecting the time phase and point of focus as described in Sec.
II E. In the first investigation, we modeled a phased array
transducer that produces ultrasonic beams at angles;0°,
10°, 30° and 45°. Figure 9 shows the pressure fields gener-
ated by a rectangular phased array transducer in a homoge-
neous fluid~water!. The area of the transducer surface is
2.5 mm2 and its length to width ratio is 2:1. The outermost
layer of the transducer is taken as steel. The acoustic prop-
erties of steel and water are given in Table I. We will use the
term ‘‘steering angle’’ for the angle that the ultrasonic beam
makes with the normal direction to the transducer face. The
excitation frequency is 5 MHz.

The purpose of this investigation is to compare the ul-
trasonic fields generated by phased array transducers and

conventional planar transducers rotated at different steering
angles. Figures 9~a!–~d!, show the acoustic pressure fields
generated by a phased array transducer for steering angles
equal to;0°, 10°, 30° and 45°, respectively. Note that the
scales inx andy directions are different. Figures 10~a!–~d!,
show the acoustic pressures generated by a conventional pla-
nar transducer when the axis of the transducer surface is
rotated by 0°, 10°, 30° and 45° angles, respectively. In this
paper phased array and conventional transducers are also
called as dynamic and static transducers, respectively. For
both these transducers, the surface area is equal to 2.5 mm2

and the number of point sources is equal to 98. Fourteen
rows of elements are distributed along thex direction repre-
senting 14 physical elements of the phased array transducer.

FIG. 11. Comparison of acoustic pressures along the steering directions generated by the phased array transducer and the conventional static transducer for
steering angles equal to~a! 0°, ~b! 10°, ~c! 30° and~d! 45°. The pressure values are proportional to the transducer surface velocity amplitudev0 and can be
easily changed by simply alteringv0 . For this reason the absolute values of the plotted pressure are not very important; however, the variation of the pressure,
which is independent of the transducer surface velocity amplitude, is important.
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Each physical element is discretized into 7 point sources
distributed along they direction, giving rise to a total of 98
point sources. Note that the spacing between two neighbor-
ing point sources is smaller than the wavelength. Such small
spacing is needed for right convergence of the solution
~Placko and Kundu, 2003!.

In Fig. 9, the normal distance of the focal point from the
transducer face is set at 10 mm in theZ direction. The steer-
ing angles of 0°, 10°, 30° and 45° are achieved by changing
the horizontal distance of the focus point, keeping the normal
distance fixed at 10 mm. Figures 9~a! and 10~a! are pressure
fields generated by the phased array and conventional static
transducers for a steering angle of 0°. From these figures, it
can be seen that the maximum pressure intensities are 8.2
3109 and 7.63109 units for phased array and static trans-
ducers, respectively. In the figures, it is also observed that the
pressure beam produced by the phased array transducer is
narrower or more collimated than that produced by the con-
ventional static transducer. Similar conclusions are drawn
from Figs. 9~b! and 10~b! for 10° steering angle, Figs. 9~c!
and 10~c! for 30° steering angle and Figs. 9~d! with 10~d! for
45° steering angle. Such observation is expected because the
phased array transducer is focused at a finite distance while
the conventional planar transducer is focused at infinity.

Figures 11~a!–~d!, plot the pressure fields along the
steering directions for both phased array and conventional
transducers for 0°, 10°, 30° and 45° inclination angles, re-
spectively. These figures show that near the transducer face,
the pressure intensity for the two cases are somewhat close,
but beyond this near field region the pressure difference be-
tween these two types of transducers is much greater. The
phased array transducer produces stronger pressure beams
than the static transducer in the region between the focal
point (Z510 mm) and the near field distanceNF .

B. Interaction between two phased array transducers
placed face to face

In the second investigation, the interaction effect be-
tween two phased array transducers placed in a homoge-
neous medium is studied. The transducer faces are placed in
parallel to each other as shown in Fig. 12. The central axes of
the transducers are collinear. The surrounding medium is wa-
ter. The direct field generated by the first transducer as well
as the scattered field from the second transducer is calcu-
lated. Note that each transducer surface is modeled as the
energy-generating surface as well as the scattering surface or
the reflecting surface for the ultrasonic field generated by the
other transducer.

The steering angle for the phased array transducer is
varied to study the interaction effect as a function of the
steering angle. We studied the interaction of the transducers
for three different steering angles. For the first case, the
steering angle is very small (u'0°). For thesecond and
third cases the steering angle is increased to 10° and 30°,
respectively. The reason for the incident angle to be close to
0° but not exactly equal to 0° is that during the discretiza-
tion process of the transducer face the point source place-
ments have some randomness. Thus for the 0° case all point
sources are not necessarily placed in perfect symmetry with

respect to the transducer axis going through the focal point.
Therefore, the field generated for the 0° case is not neces-
sarily perfectly symmetric about the central axis of the trans-
ducer. Three different steering angles~u! are analyzed be-
cause whenu is small~close to0°), thebulk of the incident
pressure beam hits the surface of the second transducer face.
For 10° steering angle, a part of the beam hits the opposite
transducer and, for 30° steering angle, the bulk of the inci-
dent beam travels through the fluid medium without hitting
the second transducer. We compared the acoustic pressure
fields generated by the phased array transducers when the
interaction or the scattering effect of the second transducer is
ignored and when it is included. Figures 13~a! and~b! show
the pressure fields generated by the phased array transducers
for a small steering angle (u'0°) when the interaction ef-
fect is ignored. Figures 14~a! and ~b! plot the acoustic pres-
sures generated by the same transducers when the interaction
effect is included. Let us state here again what we mean by
the interaction effect being ignored and included. The acous-
tic pressure field in Fig. 13~a! is generated by the bottom
transducer when the top transducer is absent. In other words,
in Fig. 13~a! the ultrasonic waves generated by the bottom
transducer propagate freely without being interrupted or scat-
tered by the top transducer. The top transducer generates a
similar beam that is simply a mirror image of the bottom
transducer generated beam and is not shown here. Figure
13~b! is the superposition of uninterrupted fields generated
by the bottom transducer@Fig. 13~a!# and the top transducer
~not shown!.

On the other hand, Figs. 14~a! and~b! show the pressure
fields obtained after considering the interaction effect. Figure
14~a! shows the pressure field generated by the bottom trans-
ducer when the top transducer, placed at a distance of 10
mm, acts as a scatterer, in this case mostly as a reflector. The
pressure beam generated by the bottom transducer is partly

FIG. 12. Steering direction for two transducers.
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reflected or scattered by the top transducer and thus affects
the total pressure field in the homogeneous medium. It
should be mentioned here that for Fig. 14~a! the top trans-
ducer surface acts only as a scatterer and not as a wave
generator. The top transducer generates a similar beam that is
simply a mirror image of the bottom transducer generated
beam and is not shown here. Figure 14~b! is the superposi-
tion of the field shown in Fig. 14~a! and a similar field~sim-
ply a mirror image! generated by the top transducer. The
steering angle is;0° for both Figs. 13 and 14.

In Fig. 14~a!, the interaction effect~due to the reflection
at the top transducer surface! can be clearly seen. In this
figure the interference between the direct incident ultrasonic
beam from the bottom transducer and the reflected beam
from the top transducer causes alternate peaks and dips in the
pressure field whereas, in Fig. 13~a!, no such peaks and dips
are observed. The difference between Figs. 13~b! and 14~b!
is comparatively less prominent; however, one can see from
these two figures that in the central region, nearz55 mm,
the beam in Fig. 14~b! is slightly wider than that in Fig.
13~b!.

In Fig. 15~a! the pressure variations along the steering
direction are plotted for both cases, i.e., when the interaction
effect is considered and when it is ignored. In Fig. 15~a!, the
two lines almost coincide. When the difference between the
two pressure fields is plotted one can see in Fig. 15~b! that
the difference is more prominent near the transducer faces.
Figure 15~c! shows the pressure difference as a percentage of
the total pressure plotted as a function of the distance from
the transducer surface. Note that the maximum difference
between the two pressure fields is about 4% within 1 mm of
the transducer face and it is less than 0.5% when the distance
from the transducer face is greater than 2.5 mm. The reason
for the pressure difference being higher near the transducer
face is that the reflected pressure produced by the second
transducer is relatively stronger near the reflecting surface
and it becomes weaker as the distance from the reflecting
surface increases.

Figure 16 shows the pressure field when the steering
angle is 10° and the interaction effect is considered. Figure
16~a! plots the pressure field generated by the bottom trans-
ducer and then scattered by the top transducer. Small scatter-
ing effect can be noticed in the top part of the beam forz

FIG. 13. Acoustic pressure in theXZ ~or x1x3) plane for phased array
transducers when the interaction effect is ignored. Transducers are placed at
a distance of 10 mm.~a! shows pressure fields generated by the bottom
transducer in the absence of the top transducer when the steering angle is
0°. ~b! shows the total field, obtained by adding two fields generated by the
bottom transducer@shown in~a!# and the top transducer@a mirror image of
~a!#.

FIG. 14. Acoustic pressure in theXZ ~or x1x3) plane for phased array
transducers when the interaction effect is considered. Transducers are placed
at a distance of 10 mm.~a! shows pressure fields generated by the bottom
transducer when the top transducer acts as a scatterer or reflector, for 0°
steering angle.~b! shows the total field, obtained by adding two fields gen-
erated by the bottom transducer@shown in ~a!# and the top transducer@a
mirror image of~a!#.
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between 9 and 10 mm. Figure 16~b! shows the total effect
when both top and bottom transducers are excited. The pres-
sure fields generated after ignoring the interaction effect are
very similar to the figures shown in Fig. 16 although not
identical, and not shown separately here. The difference be-
tween these two pressure fields is plotted in Fig. 17. Figure
17~a! shows the difference between the total pressure fields
along the steering line when the interaction effect is consid-

ered@Fig. 16~b!# and when it is ignored~corresponding fig-
ure is not shown!; Fig. 17~b! shows the percentasge differ-
ence between the two pressure fields along the steering line.
Because of symmetry the percentage difference is plotted
from the transducer face to the central plane only. Note that
the maximum difference between the two pressure fields is
about 17.5% within 1.4 mm of the transducer face and it is
less than 0.2% when the distance from the transducer face is
greater than 2.8 mm. From Figs. 16 and 17, it is clear that the
interaction from the second transducer surface has some ef-
fect on the total pressure distribution. It is interesting to note
that although for the inclined beam comparatively less en-
ergy is being reflected by the second transducer the differ-
ence between the two pressure fields is greater near the trans-
ducer face in Fig. 17~b! in comparison to that in Fig. 15~c!.
For ;0° steering angle probably some destructive interfer-
ence between the two reflected beams reduces the interaction
effect to some extent. However, in the central region Fig.
15~c! shows a higher value in comparison to that in Fig.
17~b!.

FIG. 15. Acoustic pressures generated by two phased array transducers,
placed face to face with steering angle50°, when the interaction effect is
considered and when it is ignored.~a! shows the two pressure fields that
almost coincide along the central axis of the transducers.~b! shows the
difference between the two pressure fields.~c! shows the percentage differ-
ence between the two fields. Because of symmetry the percentage difference
is plotted from the transducer face to the central plane only.

FIG. 16. Acoustic pressure in theXZ ~or x1x3) plane for phased array
transducers when the interaction effect is considered. Transducers are placed
at a distance of 10 mm.~a! shows pressure fields generated by the bottom
transducer when the top transducer acts as a scatterer or reflector, for 10°
steering angle.~b! shows the total field, obtained by adding two fields gen-
erated by the bottom transducer@shown in ~a!# and the top transducer@a
mirror image of~a!#.
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Figure 18 shows the pressure field for 30° steering angle
when the interaction effect is considered. These plots are
similar to Fig. 16, the only difference is that the steering
angle for Fig. 18 is 30° and for Fig. 16 it was 10°. Figure
18~a! plots the pressure field generated by the bottom trans-
ducer and scattered by the top transducer. Hardly any scat-
tering effect can be observed in this figure because the pres-
sure beam almost completely misses the second transducer.
Figure 18~b! shows the total effect when both top and bottom
transducers are excited. Pressure fields generated by ignoring
the interaction effect looks almost identical to the figures
shown in Fig. 18 and not shown separately here. Although to
the naked eye they look almost identical, there is some dif-
ference between these two pressure fields. This difference is
plotted in Fig. 19. Figure 19~a! shows the difference between
the total pressure fields along the steering line when the in-
teraction effect is considered@Fig. 18~b!# and when it is ig-
nored~corresponding figure is not shown!; Fig. 19~b! shows
the percentaage difference between the two pressure fields
along the steering line. Because of symmetry the percentage
difference is plotted from the transducer face to the central

plane only. Note that the maximum difference between the
two pressure fields is about 14% within 1 mm of the trans-
ducer face and it is less than 0.1% when the distance from
the transducer face is greater than 1.2 mm. In the central
zone, the pressure difference is negligible. Therefore, even
when the ultrasonic beam from one transducer apparently
misses the other transducer, there is some significant scatter-
ing effect near the transducer face and it should not be ig-
nored while computing the total field.

IV. CONCLUSION

The advantage of using a phased array transducer is its
faster scanning capability that is achieved by removing the
mechanical movement of the transducer and combining the
electronic focusing with the beam steering. In this research,
the distributed point source method~DPSM! is used to model
phased array transducers. Different point sources placed on
the transducer face are excited with varying time delays. The
delay in excitation time is changed to produce acoustic
beams with various steering angles. Comparison between the
pressure fields produced by phased array transducers and
conventional transducers for different steering angles shows
that the focusing effect in the phased array transducers helps

FIG. 17. Pressure difference for 10° steering angle.~a! Difference between
the total pressure fields along the steering line when the interaction effect is
considered@Fig. 16~b!# and when it is ignored~not shown!; ~b! shows the
percentage difference between the two pressure fields along the steering
line. Because of symmetry the percentage difference is plotted from the
transducer face to the central plane only.

FIG. 18. Acoustic pressure in theXZ ~or x1x3) plane for phased array
transducers when the interaction effect is considered. Transducers are placed
at a distance of 10 mm.~a! shows pressure fields generated by the bottom
transducer when the top transducer acts as a scatterer or reflector, for 30°
steering angle.~b! shows the total field, obtained by adding two fields gen-
erated by the bottom transducer@shown in ~a!# and the top transducer@a
mirror image of~a!#.
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us in producing stronger and better collimated beams than
the conventional planar transducers. Pressure fields are mod-
eled for single transducers as well as for pairs of phased
array transducers placed face to face, to study the interaction
effect for different steering angles. As expected, relatively
stronger interaction effect is observed near the transducer
face because the scattered field is relatively stronger there.
Interestingly, even when the steering angle is large and the
beam generated by one transducer apparently misses the
other transducer, the field near the transducer face produced
by the simple superposition of two generated beams signifi-
cantly differs from the total field that includes the interaction
effect. However, in the central region, away from the trans-
ducer face, the interaction or scattering effect is very small.
Therefore, simple superposition of two ultrasonic fields gen-
erated by two individual phased array transducers working
independently, in absence of the second transducer, is suffi-
cient to model the combined ultrasonic field in this region.
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Two general and flexible numerical techniques based on the finite-element and boundary element
methods developed by the authors in a previous paper are applied to study Lamb wave propagation
in multilayered plates and Lamb mode conversion at free edges for frequencies beyond the first
cutoff frequency. Both techniques are supported by a meshing criterion which guarantees the
accuracy of the results when a condition is fulfilled. A finite-element formulation is directly
applicable to study Lamb wave propagation and reflection by simple obstacles such as a flat edge.
In order to tackle Lamb wave diffraction problems by defects with more complex geometries, a
hybrid boundary element–finite-element formulation is used. This technique provides a major
improvement with respect to the only previous boundary element application on Lamb waves: the
connecting boundary might be placed as close to the reflector as desired, reducing greatly the
requirement on mesh size. Two main application problems on practical metallic plates are studied
and compared with reported numerical, theoretical, and experimental results:~1! Lamb wave
propagation in degraded titanium diffusion bonds, and~2! Lamb mode conversion at inclined or
perpendicular free edges of steel plates for frequencies beyond the first cutoff frequency. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1857525#

PACS numbers: 43.20.Gp, 43.20.Bi, 43.35.Cg@VWS# Pages: 1777–1784

I. INTRODUCTION

The use of elastic guided waves for nondestructive test-
ing ~NDT! purposes is developing rapidly.1 Their long propa-
gation distance and their ability to travel along the structures
are advantages with respect to bulk wave ultrasonic tech-
niques. Some successful applications have already been
reported.2,3 This paper focuses on Lamb waves, which are
guided waves in plates. A thorough theoretical analysis of
these waves can be found in the literature.4–6

A further development of Lamb wave NDT techniques
requires understanding the interaction with defects and geo-
metrical features. Lamb wave scattering is more complex
than bulk wave scattering because the whole set of propagat-
ing modes is generated in the scattered field. This behavior
restrains an analytical solution to very simple cases, and a
numerical approach is therefore required.

The reflection at the edge of a semi-infinite plate is the
simplest case of Lamb wave scattering, but it provides in-
sight into its essential features. The first studies were aimed
to explain the edge resonance phenomena.7–12 Later, the
mode conversion for frequencies above the first cutoff fre-
quency was studied theoretically,11,8 numerically,13 and
experimentally.14 Lamb wave scattering by more general and
realistic obstacles and defects~such as cracks, delaminations,
or corrosion! has also been studied by other authors. Some
theoretical approaches15–18 are available which express the
field in the plate as an analytical normal mode expansion, but
they are valid for very particular geometries. In the numeri-
cal studies, the finite-element~FE! method is the most

widely used technique. Two different implementations are
considered:~1! Frequency-domain analysis, where a normal
mode expansion of the far field is connected to a FE discreti-
zation of the defect neighborhood;19–23 ~2! Time-domain
analysis, where the scattering of ultrasonic pulses of finite
duration is considered.24–26Alleyne and Cawley24 perform a
postprocessing of the results to extract the modal content of
the signals through a 2D-FFT. Verdictet al.25 and Zgonc and
Achenbach26 use the time records directly to train neural
networks for defect detection and characterization.

The boundary element~BE! method has not been used in
guided wave scattering problems until very recently.13,27The
pioneering works by Cho and Rose combine the 2D
frequency-domain BE method with a truncated analytical
normal mode expansion including propagating modes only.
This hybrid method was applied to study the reflection at
free edges of semi-infinite steel plates,13 and the scattering
by elliptical and rectangular surface defects on steel and alu-
minum plates.27

The authors presented in a previous paper28 two numeri-
cal techniques for the study of Lamb waves in plates which
simplify the calculation of dispersion curves and diffraction
by defects. The first technique is an FE formulation29–31with
two important features:~a! dispersion curves can be approxi-
mated easily and accurately up to the maximum frequency of
interest by solving a quadratic eigensystem;~b! the FE dy-
namic stiffness matrix of the semi-infinite plate is an accu-
rate approximation of an absorbing boundary condition for
Lamb waves, which automatically takes into account the ra-
diation of energy towards infinity in the form of propagating
modes and includes the near-field effect of the evanescent
modes. The second technique is a hybrid BE–FE formulation
which uses the FE dynamic stiffness matrix of the semi-

a!Electronic mail: mfernan@us.es
b!Author to whom correspondence should be addressed. Electronic mail:

abascal@us.es
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infinite plate as an absorbing boundary condition on a BE
region modeling the vicinity of a defect. The coupling be-
tween the FE and BE regions might be placed as close to the
defect as desired. Both formulations are complemented by a
meshing criterion which assures the accuracy of the results.

Additional results on Lamb wave propagation and scat-
tering in metallic materials are presented in this paper. A
multilayered plate which models a degraded titanium diffu-
sion bond is studied to check the performance and applica-
bility of the FE technique to nonhomogeneous plates. The
reflection of high Lamb modes at the edge of a semi-infinite
steel plate is analyzed. Reflection of Lamb waves at inclined
edges is solved by the hybrid BE–FE technique.

II. AN FE FORMULATION FOR LAMB WAVES

A. Dynamic stiffness matrix of an infinite plate

Let us consider an infinite multilayered plate of thick-
ness 2h under plane strain as shown in Fig. 1. Displacements
corresponding to plane harmonic waves propagating in thex
direction are considered. The plate cross section is dis-
cretized withn elements andN nodes, and shape functions
are used to interpolate the variables. One-dimensional iso-
parametric ~linear or quadratic! finite elements are used.
Each element must be homogeneous, although the mesh may
have elements of different materials.

The global stiffness and mass matrices for the infinite
plate can be obtained and assembled into the global system
of equations, rendering28

~k2A1 ikB1G2v2M !d5f, ~1!

where the matricesA, G, and M are symmetric andB is
antisymmetric, andd and f are vectors containing the nodal
values of the displacements and consistent forces, respec-
tively. The homogeneous problem withf50 is used to obtain
the Lamb wave modes and wave numbers.

B. Dynamic stiffness matrix of a semi-infinite plate

A semi-infinite plate of thickness 2h extending over the
rangexP(2`,x0# is considered~see Fig. 2!. The elastody-
namic field can be expressed as a superposition of Lamb
modes~normal mode expansion7,11! where only modes satis-

fying the radiation condition are included. These are noneva-
nescent modes propagating towardsx52` or evanescent
modes with decaying amplitude forx→2`. Taking into ac-
count that the dependence withx and t is exp@i(kx1vt)#, the
former modes have a real, positive wave number~except for
backward waves! and the latter have a complex wave num-
ber with negative imaginary part.

For a certain frequencyv, the FE formulation approxi-
mates the Lamb modes with the solutions of the quadratic
eigensystem in Eq.~1!. A mesh of N nodes produces 4N
eigenvalues for 2D problems, from which only 2N satisfy
the radiation condition. These 2N approximated modes,
which include propagating and evanescent modes, are used
in a normal mode expansion of the reflected field at the edge,
providing a relationship between displacements and consis-
tent nodal forces at sectionx5x0 :28 Frefl5Surefl, whereS is
the FE dynamic stiffness matrix of the semi-infinite plate
which is independent ofx0 .

1. Incident wave

Some excitation atx,x0 not included in the previous
model can generate a Lamb wave which will propagate
through the plate towards the edge,x5x0 . Superposition can
be applied by expressing the total field as the sum of an
incident and a reflected wave:u5uI1urefl andF5FI1Frefl,
where the incident field is known. A relationship between
displacements and consistent forces in the total field can be
written: F2FI5S(u2uI).

The excitation source can generate all the possible
modes~propagating and evanescent! at that frequency. If the
source is sufficiently far from the edge, the evanescent
modes have zero amplitude at sectionx5x0 because their
amplitude decays exponentially with distance. Only propa-
gating modes will reach the edge. In this paper, incident
plane harmonic Lamb waves containing a single propagating
mode are considered. By taking into account the boundary
condition atx5x0 , participation factors of modes in the re-
flected field are calculated.

2. Partition of energy flux. Conservation of energy

The total reflected energy flux is computed from the FE
results as follows:

Eref5 (
propagatingm

ua~m!u2E~m!, ~2!

where a (m) is the participation coefficient of modem and
E(m) is the energy flux averaged over a period carried by the
propagating modem. The summation is extended over the
propagating modes only, since the evanescent modes do not
carry any net energy flux when averaged over a period.

The principle of conservation of energy applied to a
semi-infinite plate states that the energy flux transported by
the incident waveEinc must be equal to the energy flux trans-
ported by the reflected waveEref through any cross section of
the plate. In this work two main sources of approximation
are considered: an FE discretization is used and only a finite
number of modes is retained in the normal mode expansion.
They both introduce an error in the solution which causes the

FIG. 1. FE discretization of a multilayered plate.

FIG. 2. Geometry of a semi-infinite plate.
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violation of the energy-flux conservation principle. A first
estimation of the accuracy of the results is that the energy-
flux conservation is satisfied within a small margin, which is
a necessary but not sufficient condition to validate the nu-
merical results. All the numerical results for Lamb wave
scattering in semi-infinite plates presented subsequently in
this paper satisfy energy-flux conservation within a 1% mar-
gin, which is a very tight limit in comparison to previous
published work20,13 where even a 10% error is allowed.

C. Meshing criterion

An analysis of the error when the FE stiffness matrix is
used instead of the exact stiffness matrix for a thin, homoge-
neous plate was carried out by the authors in a previous
paper,28 from which a meshing criterion was proposed that
can be applied to calculate dispersion curves and to solve
Lamb wave scattering problems. In order to obtain accurate
results, the meshing criterion requires the fulfillment of the
following condition:28

lT

L
.b, ~3!

whereL is the element size,lT52pcT /v is the wavelength
of transverse waves at frequencyv, b520 for linear ele-
ments, andb54 for quadratic elements. This criterion has a
clear physical interpretation: in order to get accurate results
with an FE mesh, the number of elements per transverse
wavelength must be greater thanb. It agrees with the usual
rule-of-thumb of FE in dynamics. From the viewpoint of a
practical application, the following two solutions are pro-
vided by the meshing criterion:

~i! Determination of element sizeL to get accurate re-
sults up to a given maximum frequencyvmax, which
yields L,2pcT /bvmax;

~ii ! Determination of the maximum frequency that a given
mesh of element sizeL can solve accurately:v
,2pcT /bL.

III. SOME FE RESULTS

A. Numerical calculation of dispersion curves

The FE formulation is able to produce dispersion curves
for Lamb waves in a simple manner by solving the eigen-
problem in Eq.~1!. In this paper, dispersion curves are cal-
culated by means of a wave number sweep usingIMSL

eigenroutines.32

1. Homogeneous isotropic plate

The dispersion curves for Lamb waves in homogeneous
plates were calculated by Mindlin and other authors in the
50’s,4–6 by numerically tracking the roots of the Rayleigh–
Lamb frequency equations. Although the dimensionless dis-
persion curves only depend on Poisson’s ratio,5 the numeri-
cal calculation requires complete definition of the material
and dimensions of the plate. A plate of thickness 2h
52 mm with Poisson’s ration50.25 and bulk wave veloci-
ties cL51 km/s andcT51/A3 km/s is considered.

The dimensionless FE results obtained are plotted and
compared with exact dispersion curves in Fig. 3. Exact
branches corresponding to symmetric modes are plotted with
a thin continuous line, exact branches corresponding to anti-
symmetric modes with a thin dotted line, FE results with
linear elements withs dots and numerical results with qua-
dratic elements with3 crosses. The meshes of linear and
quadratic elements used have the same number of d.o.f. The
agreement is excellent up to the limit defined by the meshing
criterion. The thick black line encloses an area where the
error in the linear element stiffness matrices is below 5%.

2. Titanium diffusion bond

Diffusion-bonded members are used in aerospace struc-
tures. The quality of the bond is an aspect which must be
asessed by some NDT technique, among which Lamb waves
have been considered.1 The thin diffusion bond interface can
be modeled as a thin layer having distinct properties from the
titanium~Ti!. Bond quality can be represented in this manner
by assigning degraded properties to the bond layer. In this
paper the FE formulation is applied to calculate dispersion
curves for a titanium diffusion bond under two different
bonding conditions:~1! perfect bonding, where the bond
layer has the same properties as Ti and therefore a homoge-
neous Ti plate is considered;~2! poor-quality bonding, where
the bond layer has degraded properties compared to Ti. A
nonuniform mesh of 27 quadratic elements is used, which is
guaranteed by the meshing criterion to provide accurate re-
sults for frequencies up tovh/(cT)Ti,15.8. The geometry is
perfectly symmetrical with respect to the plate midplane, and
the dimensions are total thickness 2h52.01 mm, bond layer
thickness 0.01 mm. The material properties used in the cal-
culations are for titaniumr54.46 kg/dm3, cL56.06 km/s,
cT53.23 km/s and for the poor-quality bond layerr52.2
kg/dm3, cL51.35 km/s, cT50.55 km/s. Numerical results
are plotted in Fig. 4, where they are compared with the exact
results for the homogeneous Ti plate. One observes a shift to
the right in thek–v dispersion curves of the degraded bond
with respect to the perfect bond case, which agrees with
experimental observations and previous numerical
calculations.1

FIG. 3. Dispersion curves with 24 linear elements and 12 quadratic ele-
ments.

1779J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 J. M. Galan and R. Abascal: Numerical Lamb mode conversion at edges



Dispersion curves for the imperfect bond are compared
in Fig. 5 with those obtained withDISPERSE,33 a commercial
software to generate dispersion curves which makes use of
the global matrix method. A complete agreement between
both results is observed.

B. Reflection of an S0 mode by a free end

The reflection of anS0 mode by a free edge of a semi-
infinite homogeneous plate was solved by Gazis and
Mindlin7 for frequencies below the first cutoff frequency, by
Torvik11 for frequencies below the third cutoff frequency,
and by Gregory and Gladwell8 for even higher frequencies.

A semi-infinite homogeneous plate of thickness 2h with
a free end atx50 is considered. The material is linear, elas-
tic, and isotropic, with a Poisson’s ration50.25. For numeri-
cal calculations, a plate thickness 2h52 mm, and bulk wave
velocitiescL51 km/s andcT51/A3 km/s are considered.

Since the reflector~free end! is symmetric, there cannot
be any mode conversion between symmetric and antisym-
metric modes. The numerical results reproduce this effect
exactly. The minimum number of elements required by the
meshing criterion in order to accurately reproduce Fig. 4
from Ref. 8 isnmin511. Numerical results with 11, 22, and
44 quadratic elements are represented and compared with
those of Gregory and Gladwell in Fig. 6, showing excellent
agreement.

Shaw,10 while studying experimentally the axisymmetric
resonant vibrations of thick barium titanate disks~n50.31!,

observed the existence of an edge resonance below the first
cutoff frequency which he could not explain theoretically. A
theoretical explanation was first given by Gazis and
Mindlin,7 who showed that it is produced by a pair of eva-
nescent modes corresponding to complex conjugate roots of
the frequency equation when theS0 mode impinges on the
edge. A similar edge resonance was found at the free edges
of semi-infinite plates. Later, Torvik,11 Tsao and Auld,12 and
Gregory and Gladwell8 confirmed those conclusions by
means of more refined calculations. Using the FE formula-
tion, a resonance in the second and third symmetric modes
was found at a frequency (vh/cL)251.493, where they are
evanescent, which agrees with the results reported by those
authors.

C. Reflection of higher Lamb modes by a free end

The reflection of higher Lamb modes by a free edge of a
semi-infinite homogeneous plate was studied experimentally
using photoelasticity by Zhanget al.,14 and numerically by
Cho and Rose,13 using a combination of a normal mode ex-
pansion technique and BEM with piecewise constant ele-
ments. The approach of the latter paper is based on expand-
ing the scattered field as a superposition of Lamb modes
~normal mode expansion! and keeping only propagating
modes. The dispersion curves are obtained by numerically
finding the roots of the exact Rayleigh–Lamb frequency

FIG. 7. Reflection ofS0 mode at a flat free edge.

FIG. 4. Dispersion curves for titanium diffusion bond.

FIG. 5. Dispersion curves for imperfect diffusion bond. Comparison with
DISPERSE.

FIG. 6. Reflection of modeS0 by a free end. Results with quadratic ele-
ments.
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equation for the plate. The analytical expressions for dis-
placements and stresses are used in order to obtain a nonre-
flecting boundary condition. Since only propagating modes
are included in the modal superposition, the absorbing
boundary must be placed far enough from the edge~at a
distance longer than one wavelength of the incident mode! in
order to avoid the near-field effect of evanescent modes. This
approximation is satisfactory except in the neighborhood of
the cutoff frequencies, where evanescent modes with wave
numbers having very small imaginary part and therefore with
a very weak exponential decay are found.

The FE formulation is used to study the reflection of
higher modes at free flat edges. In order to compare with
Cho and Rose’s results, a semi-infinite homogeneous plate of
thicknessd52h51 mm with a free end atx50 is consid-
ered. The material is common steel, with densityr57.8
kg/dm3 and bulk wave velocitiescL55.94 km/s andcT

53.2 km/s. Since the reflector~free edge! is symmetric, no
mode conversion between symmetric and antisymmetric
modes can occur. The numerical results reproduce this effect
exactly.

The maximum frequency considered in Cho and Rose’s
paper13 is f 56 MHz. The minimum number of quadratic
elements required by the meshing criterion for frequencies
up to that value isnmin58. A uniform FE mesh of 8 quadratic
elements was used to get the numerical results which are
plotted in Figs. 7-11. Using a uniform mesh of 16 elements
does not change the results practically. The agreement with
Cho and Rose, who used more than 200 constant elements, is

good. Moreover, since the formulation used in this work re-
tains the evanescent modes in the far-field expansion, the
results are also accurate in the neighborhood of the cutoff
frequencies. Cho and Rose reported some values of the re-
flected amplitudes above 1~see Fig. 11!, which clearly vio-
lates the energy-conservation principle, but never beyond the
610% bound allowed in their calculations.

The FE results presented satisfy the energy-flux reci-
procity principle, i.e., when ap mode is incident on to the
edge, the fraction of energy which is transformed into ann
mode is precisely the same as that transformed into ap mode
upon incidence of ann mode onto the edge.

IV. THE BE METHOD

The BE method~BEM! is a numerical method that has
been widely and successfully used to solve elastodynamic
problems.34,35 Some of its advantages with respect to other
domain-type methods, such as FE and finite difference meth-
ods, are~1! reduction of the dimension of the problem, since
only the surface of the domain has to be discretized;~2!
better performance in the analysis of high-stress gradient
problems, such as cracks. In this section the formulation of
BEM is briefly described.

The reciprocal theorem for two time-harmonic elastody-
namic states of the same frequencyv on a bodyV with
surfaceG can be written as34

FIG. 8. Reflection ofS1 mode at a flat free edge.

FIG. 9. Reflection ofS2 mode at a flat free edge.

FIG. 10. Reflection ofA0 mode at a flat free edge.

FIG. 11. Reflection ofA1 mode at a flat free edge.

1781J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 J. M. Galan and R. Abascal: Numerical Lamb mode conversion at edges



E
G
t iui* dG1E

V
rbiui* dV5E

G
t i* ui dG1E

V
rbi* ui dV,

~4!

where the field variablesui , t i , bi , ui* , t i* , andbi* are the
components of the displacements, tractions, and body forces,
respectively, that depend on positionx and frequencyv and
might be real or complex-valued.

The elastodynamic fundamental solution corresponds to
the displacements and stresses produced by a time-dependent
point load in an unbounded medium. It was first presented by
Stokes.5 Assuming that the second state in Eq.~4! ~the one
denoted by* ! is the fundamental solution for a unit time-
harmonic load of frequencyv applied along thel direction at
a pointx5jPV, taking the collocation pointj to the bound-
ary by a limiting process, and extracting the singularity atr
50 due to the fundamental solution, renders

clk~j!uk~j,v!1E
G
t lk* ~x,j,v!uk~x,v!dG~x!

5E
G
ulk* ~x,j,v!tk~x,v!dG~x!, ~5!

where the integrals are Cauchy principal value integrals,uk

andpk are the boundary displacements and tractions, and the
matrix clk(j) only depends on the smoothness and the local
geometry of the boundary at the collocation pointj.

The numerical solution of Eq.~5! requires the discreti-
zation of the boundaryG into elementsG5( j 51

n G j , wheren
is the number of elements andG j the boundary of elementj.
Over each element, geometry, displacements, and tractions
are interpolated in terms of their nodal values by means of
shape functions. In BEM, displacements and tractions are
interpolated independently, in contrast with FEM where
stresses~and tractions! are obtained as derivatives of the in-
terpolated displacements. Substituting the element discretiza-
tion into Eq. ~5! yields two equations relating the displace-
ment of the collocation point with the nodal displacements
and tractions of all boundary nodes. A system of equations in
terms of the nodal values as the only unknowns can be ob-
tained by writing that equation at all boundary nodes, which
after taking the boundary conditions into account provides
the solution on the boundary.

V. HYBRID BE–FE FORMULATION

The problem of Lamb wave interaction with complex
obstacles and defects is tackled by dividing the geometry in
two regions, as shown in Fig. 12:~1! neighborhood of the
defect and~2! far field. The former region is modeled with
BE, which is proven very accurate and successful in the
study of harmonic problems and can reproduce accurately

many kinds of obstacles, such as inclusions, voids, delami-
nations, and cracks. The latter region is modeled with FE by
means of a truncated normal modal expansion which gives
rise to the dynamic stiffness matrix of the semi-infinite plate
S. This matrix represents a nonreflecting boundary condition
for Lamb waves with a very high accuracy up to a frequency
limit defined by the meshing criterion@Eq. ~3!#. It reproduces
in a precise manner the energy flux towards infinity through
a semi-infinite plate in the form of propagating Lamb modes.
The near-field effect of evanescent modes is also taken into
account.

This modeling strategy is similar to that followed by
Cho and Rose,13,27 but our approach introduces three main
improvements.

~1! Not only propagating but also evanescent modes are
used in the far-field expansion. Therefore, the response
in the neighborhood of the cutoff frequencies is repro-
duced better;

~2! The dispersion curves and modes are obtained numeri-
cally by the FE method, which greatly simplifies the cal-
culation of the wave numbers and permits the extension
to sandwich plates without any additional effort; and

~3! Quadratic boundary elements are used instead of con-
stant elements.

This hybrid BE–FE formulation requires a coupling be-
tween the BE and FE regions. Several techniques can be
found in the literature.36,37 In our approach, compatibility
and equilibrium are enforced variationally and at an element
level.28

It was shown28 that the fictitious absorbing boundary
can be placed as close to the reflector as desired without any
decrease in accuracy. This is in clear contrast with Ref. 13,
where the coupling between normal mode expansion and BE
region had to be done at a distancedf longer than an incident
wavelength. This distance becomes large for high frequen-
cies and consequently demands a large number of elements.
The explanation for this behavior is that Ref. 13 does not
include evanescent modes in the normal mode expansion,
which are essential in the vicinity of reflectors. The number
of elements required to solve the problem with the proposed
hybrid formulation is therefore greatly reduced.

FIG. 13. Reflection ofS0 mode at a 45 deg inclined free edge.

FIG. 12. Hybrid BE–FE model for the inclined edge.
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VI. SOME HYBRID BE–FE RESULTS

A. Reflection of S0 and A0 modes by inclined free
edges

Let us consider a semi-infinite homogeneous plate of
thickness 2h51 mm with an inclined free edge with an in-
clination angleu with respect to the vertical axis. A Lamb
mode (S0 or A0) is incident fromx52`. The material is
common steel, with densityr57.8 kg/dm3 and bulk wave
velocities cL55.94 km/s andcT53.2 km/s. Because of the
geometry this problem cannot be solved using only the FE
formulation of Sec. II B. The hybrid BE–FE model for this
problem is shown in Fig. 12. The fictitious boundary is
placed as close to the edge as possible in order to reduce the
number of elements in the BE region. Quadratic elements of
sizeL50.125 mm are used to mesh both regions. According
to the meshing criterion, this element size gives accurate
results up to 6 MHz.

This problem is solved for two different anglesu560
deg and 45 deg using meshes of 38 and 28 quadratic ele-
ments, respectively. The results of the partition of energy flux
are shown in Figs. 13-16. Since the reflector is not symmet-
ric, a mode conversion between symmetric and antisymmet-
ric modes occurs and can be observed in the figures. The
numerical results satisfy the energy-flux reciprocity prin-
ciple, as shown in Fig. 17.

VII. CONCLUSIONS

Two numerical techniques based on the finite-element-
and boundary element methods developed by the authors in a
previous paper are applied to practical cases of Lamb waves
in metallic plates with excellent results.

Dispersion curves for degraded titanium diffusion
bonds, modeled as nonhomogeneous three-layer plates, have
been calculated and compared with previously reported ex-
perimental and numerical results. A shift of the degraded
curves with respect to the perfect bond curves is observed, in
complete agreement with previous work.

Reflection of high Lamb modes at the free edge of a
semi-infinite steel plate are studied and compared with pre-
vious work by Cho and Rose. The agreement is good, with a
much smaller mesh and computational effort. Reflection at
an inclined edge of a semi-infinite steel plate is studied using
the hybrid BE–FE technique for two different angles,u560
deg and 45 deg.

The meshing criterion proposed by the authors has been
used in all the examples and is shown to provide meshes
whose results are accurate up to the desired frequency. The
accuracy of the scattering results is such that energy-flux
conservation and reciprocity are satisfied within a 1% mar-
gin.

The hybrid technique developed by the authors contains

FIG. 14. Reflection ofA0 mode at a 45 deg inclined free edge.

FIG. 15. Reflection ofS0 mode at a 60 deg inclined free edge.

FIG. 16. Reflection ofA0 mode at a 60 deg inclined free edge.

FIG. 17. Check of the reciprocity principle for Lamb mode reflection at
inclined free edges.
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two main improvements as compared to previous BE tech-
niques for Lamb wave problems.

~1! The fictitious boundary might be placed as close to the
reflector as desired, since evanescent modes are included
in the normal mode expansion. Hence, the mesh size
requirement is greatly reduced.

~2! The accuracy of the numerical results is under control by
the proposed meshing criterion.

In conclusion, the two numerical techniques presented
by the authors for the study of Lamb waves in homogeneous
or sandwich plates greatly simplify the calculation of disper-
sion curves and diffraction by defects. They provide a flex-
ible and general tool to solve Lamb wave scattering prob-
lems that can be readily extended to study defects of more
complex geometry in semi-infinite and infinite plates.
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Dispersion of waves in porous cylinders with patchy saturation:
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Laboratory experiments on wave propagation through saturated and partially saturated porous media
have often been conducted on porous cylinders that were initially fully saturated and then allowed
to dry while continuing to acquire data on the wave behavior. Since it is known that drying typically
progresses from outside to inside, a sensible physical model of this process is concentric cylinders
having different saturation levels—the simplest example being a fully dry outer cylindrical shell
together with a fully wet inner cylinder. We use this model to formulate the equations for wave
dispersion in porous cylinders for patchy saturation~i.e., drainage! conditions. In addition to
multiple modes of propagation obtained numerically from these dispersion relations, we find two
distinct analytical expressions for torsional wave modes. We solve the resulting torsional wave
dispersion relation for two examples: Massillon sandstone and Sierra White granite. One essential
fact that comes to light during the analysis is that the effective shear moduli of the gas- and
liquid-saturated regions must differ, otherwise it is impossible to account for the laboratory torsional
wave data. Furthermore, the drainage analysis appears to give improved qualitative and quantitative
agreement with the data for both of the materials considered. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1861712#

PACS numbers: 43.20.Jr, 43.35.Cg, 62.30.1d, 43.20.Bi@ANN# Pages: 1785–1795

I. INTRODUCTION

The most successful and also most common method of
remote sensing used in oil and gas exploration is reflection
seismology.1 The goals motivating use of such acoustic/
seismic methods are first to delineate geologic traps for fluids
and then to determine~to whatever extent possible! the na-
ture and spatial distribution of the fluids in those traps. These
problems are challenging from viewpoints of both engineer-
ing practice and fundamental science of acoustics. The
present work addresses one unresolved fundamental issue
concerning effects that nonuniform spatial distributions of
pore fluids have on sound speeds in laboratory ultrasound
experiments.

The classic work of Pochhammer2 and Chree3 gave ex-
act solutions for wave propagation in elastic rods. When the
rod is instead a porous cylinder with fluid-filled pores, the
equations of linear elasticity do not describe all possible mo-
tions of the fluid/porous-solid mixture. Biot’s theory of fluid-
saturated porous media4,5 provides a continuum theory, per-
mitting the fluid and solid components to move
independently and accounts approximately for the attenua-
tion of waves due to viscous friction. Gardner6,7 used Biot’s
theory4,5 to study long-wavelength extensional waves in cir-
cular cylinders. Gardner considered only the low-frequency
regime where the second bulk compressional mode predicted

by Biot’s theory is diffusive in character. Gardner also lim-
ited consideration to the case of open-pore surface boundary
conditions.

The present work is based in part on another paper by
Berryman,8 in which both open- and closed-pore surface
boundary conditions for the fluid-saturated porous cylinder
were studied. Here we consider only the open-pore surface,
but we allow patchy~nonuniform! saturation9–16 inside the
cylinder. In particular, it is quite common to study partial
saturation in the laboratory under drainage or drying condi-
tions wherein an initially fully saturated porous cylinder is
allowed to dry~from the outside in! while the experimenter
continues to acquire data on the cylinder’s modes of oscilla-
tion. We want to model this behavior explicitly, as we antici-
pate the results to differ significantly from those for homo-
geneous partial saturation. The simplest model of patchy
saturation due to drainage from laboratory samples is surely
concentric cylinders with a fully dry~air saturated! outer
cylindrical shell enclosing a fully liquid-saturated inner cyl-
inder.

No doubt a more realistic model would involve many
shells with various degrees of partial saturation between the
dry outer shell and the saturated inner cylinder at the core,
but such complications will not be treated here. We find that
studies of the two-layer case have all the important physical
complications expected in this problem, while still having
enough simplicity that some of the analysis can be done
semi-analytically—thereby providing some of the sought af-
ter insight into the problem.

a!Electronic mail: berryman1@llnl.gov
b!Electronic mail: srpride@lbl.gov
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One somewhat unusual aspect of the presentation is that
we allow the possibility that the shear modulus of a liquid-
filled porous medium can be larger than that of the same
medium filled with gas.17–19Although this concept disagrees
with Gassmann’s quasi-static result for isotropic materials, it
is now well understood that fluid dependence of shear is
possible for heterogeneous, unrelaxed, and/or high-frequency
experiments. In fact the laboratory data we are attempting to
model and ultimately explain demand that this possibility be
considered.

We present the equations of poroelasticity, and then
show the forms of the equations needed for cylindrical ge-
ometry. Appropriate boundary conditions for our problem are
discussed. Equations are subsequently formulated to deter-
mine both the extensional and torsional modes of concentric
poroelastic cylinders under conditions of partial saturation.
Solutions of these equations are computed and discussed
here for torsional waves, while the harder problem of exten-
sional waves will be treated fully in a second installment to
be presented at a later date.

II. EQUATIONS OF POROELASTICITY

For long-wavelength disturbances~i.e., wavelengthl
@h, whereh is a typical pore size! propagating through a
porous medium, we define average values of the~local! dis-
placements in the solid and also in the saturating fluid. The
average displacement vector for the solid frame isu while
that for the pore fluid isuf . The average displacement of the
fluid relative to the frame isw5f(uf2u), wheref is poros-
ity. For small strains, the frame dilatation is

e5ex1ey1ez5“"u, ~1!

whereex ,ey ,ez are the Cartesian strain components. Simi-
larly, the average fluid dilatation is

ef5“"uf ~2!

(ef also includes flow terms as well as dilatation! and the
increment of fluid content is defined by

z52“"w5f~e2ef !. ~3!

With these definitions, Biot20 obtains the stress-strain rela-
tions in the form

dtxx5He22m~ey1ez!2Cz, ~4!

and similarly ~with permutations! for the other compres-
sional componentsdtyy ,dtzz, while

dtzx5mS ]ux

]z
1

]uz

]x D , ~5!

and again fordtyz ,dtxy for the other shear components. Fi-
nally, for the fluid pressure,

dpf5Mz2Ce. ~6!

The dt i j ~for i , j 5x,y,z) are deviations from equilibrium of
average Cartesian stresses in the saturated porous material
and dpf is similarly the isotropic pressure deviation in the
pore fluid.

With time dependence of the form exp(2ivt), the
coupled wave equations that incorporate~4!–~6! take the
form

v2~ru1r fw!5C¹z2~H2m!¹e2m¹2u,
~7!

v2~r fu1qw!5M¹z2C¹e,

wherer5fr f1(12f)rm is the bulk-density of the mate-
rial andq5r f@a/f1 iF (j)h/kv# is the effective density of
the fluid in relative motion. The kinematic viscosity of the
liquid is h; the permeability of the porous frame isk; the
dynamic viscosity factor is given, for our choice of sign for
the frequency dependence, byF(j)5 1

4$jT(j)/@1
12T(j)/ i j#%, where T(j)5@ber8(j)2 ibei8(j)#/@ber8(j)
2 ibei8(j)# and j5(vh2/h)1/2. The functions ber~j! and
bei~j! are the real and imaginary parts of the Kelvin function.
The dynamic parameterh is a characteristic length generally
associated with and comparable in magnitude to the steady-
flow hydraulic radius. The tortuositya>1 ~a pure number
related to the average grain shapes and/or the pore topology!
has been measured by Johnsonet al.21 and has also been
estimated theoretically by Berryman.22 It is also related to
the electrical formation factorF by a5fF.

The poroelastic moduliH, C, andM are given23–27 by

H5K1 4
3 m1~Km2K !2/~D2K !, ~8!

C5Km~Km2K !/~D2K !, ~9!

and

M5Km
2 /~D2K !, ~10!

where

D5Km@11f~Km /K f21!# ~11!

with Km being the solid grain bulk modulus,K f being the
pore fluid bulk modulus, andf being the porosity. Equations
~8!–~11! are correct as long as the porous material can be
considered homogeneous on the microscopic scale as well as
the macroscopic scale, which we assume to hold for the
present application.

To decouple the wave equations~7! into Helmholtz
equations for the three modes of propagation for isotropic
systems@fast longitudinal, slow longitudinal, and transverse
~or shear!#, we note that the displacementsu and w can be
decomposed as

u5¹Y1¹3b, w5¹c1¹3x, ~12!

whereY, c are scalar potentials andb, x are vector poten-
tials. Substituting~12! into ~7!, we find ~7! is satisfied if the
following two pairs of equations hold:

~¹21ks
2!b50, x52r fb/q ~13!

and

~¹21k6
2 !A650, ~14!

whereks is the shear~or transverse! wave number,k1 is the
fast-longitudinal wave number, andk2 is the slow-
longitudinal wave number. These wave numbers are defined
by
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ks
25v2~r2r f

2/q!/m ~15!

and

k6
2 5

1

2
$b1 f 7@~b2 f !214cd#1/2%, ~16!

b5v2~rM2r fC!/D, c5v2~r fM2qC!/D,
~17!

d5v2~r fH2rC!/D, f 5v2~qH2r fC!/D,

with D5MH2C2. This linear combination of scalar poten-
tials has been chosen to beA65G6Y1c, where

G65d/~k6
2 2b!5~k6

2 2 f !/c. ~18!

With the identification~18! of the coefficientsG6 , the mode
decoupling is complete.

Equations~13! and ~14! are valid for any choice of co-
ordinate system. They may therefore be applied to boundary
value problems with arbitrary symmetry. Biot’s theory can
therefore be applied to porous elastic cylinders in the next
section.

III. EQUATIONS FOR POROUS CYLINDER

To work most easily in cylindrical geometry, we rewrite
the stress-strain relations~4!–~6! in cylindrical coordinates.
If z is the coordinate along the cylinder axis whiler and u
are the radial and azimuthal coordinates, it is not difficult to
show that

dt rr 5He22m~eu1ez!2Cz, ~19!

dt ru5mS ]uu

]r
2

uu

r
1

1

r

]ur

]u D , ~20!

dt rz5mS ]ur

]z
1

]uz

]r D , ~21!

and ~6! for dpf remains unchanged. The stress increments
dtzz, dtuu , anddtuz are not of direct interest in the present
application. The dilatations are given by

e5er1eu1ez , ~22!

where

er5
]ur

]r
, eu5

ur

r
1

1

r

]uu

]u
, ez5

]uz

]z
. ~23!

We redefine the vector potentialb in terms of two scalar
potentials according to

b5 ẑb11¹3~ ẑb2!, ~24!

where ẑ is a unit vector in thez direction and bothb i ’s
satisfy

~¹21ks
2!b i50 for i 51,2. ~25!

For the problem of interest here, there are two distinct
regions: The first region is a circular cylinder centered at the
origin, within which solutions of~14! and~25! must be finite
at the origin. Solutions of these Helmholtz equations take the
form

A65a6J0~ j 6!exp@ i ~kzz2vt !#, ~26!

b15gsJ0~ j s!exp@ i ~kzz2vt !#, ~27!

b25~as / ikz!J0~ j s!exp@ i ~kzz2vt !#, ~28!

where

j 65k6r r , j s5ksrr , ~29!

and

k6r
2 5k6

2 2kz
2 , ksr

2 5ks
22kz

2 . ~30!

J0 is the zeroth order Bessel function of the first kind. The
coefficientsa6 , as , gs , are constants to be determined
from the boundary conditions.~Note that the coefficientsa6

andas should not be confused with the tortuosity symbola
introduced earlier.!

The second region is a cylindrical shell surrounding the
first region. In this region, the factorsk6 and ks can take
different values from those in the central region, indicated by
k6* andks* ~where* means air-filled, and doesnot ever mean
complex conjugate in this paper!. Furthermore, two linearly
independent solutions of the equations are allowed, i.e., both
J0 andY0 ~the Bessel function of the second kind, sometimes
known as the Neumann function!. In the outer shell, we
therefore have four coefficients apiece forJ0 andY0 , all of
which must also be determined by the boundary conditions.

First note that

Y5~A12A2!/~G12G2!,
~31!

c5~A1G22A2G1!/~G22G1!

from the definitions ofA6 . Then, substituting~26!–~28! and
~31! into ~12!, and the result into~6! and~19!–~21!, we learn
how the stress distribution in the cylinder is related to the
unknown potential amplitudesa6 , as , andgs :

dt ru5m11gs[2mksr
2 J2~ j s!gs , ~32!

dt rr 5a11a11a12a21a13as , ~33!

2dpf5a21a11a22a21a23as , ~34!

dt rz5a31a11a32a21a33as . ~35!

Here the ai j coefficients are defined in terms of known
quantities—while using the definitionJ[1/(G12G2)—by

a115J@~CG22H !k1
2 12mkz

2#J0~ j 1!

12Jmk1rJ1~ j 1!/r , ~36!

a12522Jmk2r
2 J1~ j 2!/ j 2

1J@~H2CG1!k2
2 22mkz

2#J0~ j 2!, ~37!

a1352mksr
2 J2~ j s!, ~38!

a215J~MG22C!k1
2 J0~ j 1!, ~39!

a225J~C2MG1!k2
2 J0~ j 2!, ~40!

a31522iJmkzk1rJ1~ j 1!, ~41!

a3252iJmkzk2rJ1~ j 2!, ~42!

a3352m~ks
222kz

2!ksrJ1~ j s!/ ikz , ~43!

1787J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 J. G. Berryman and S. R. Pride: Torsional waves in porous cylinders



anda2350. There is an implicit factor of exp@i(kzz2vt)# on
the right-hand side of~32!–~35!.

Berryman8 has shown thata11, a13, a31, anda33 reduce
in the limit f→0 to the corresponding results for isotropic
elastic cylinders by Pochhammer,2 Chree,3,28 Love,29 and
Bancroft,30 as they should.

IV. BOUNDARY CONDITIONS

Appropriate boundary conditions for use with Biot’s
equations have been considered by Deresiewicz and
Skalak,31 Berryman and Thigpen,32 and Pride and
Haartsen,33 so we make use of these results here.

At the external surfacer 5R2 where the outer porous
material contacts the surrounding air, it is most appropriate
for the drainage experiments to be analyzed while using free
surface conditions

2dpf50, dt rr 50, dt ru50, dt rz50 ~44!

for the deviations from static equilibrium.~If instead the cyl-
inder is sealed onr 5R2 , then the first of these needs to be
replaced bywr50. While of theoretical interest, this condi-
tion is not one appropriate for the conditions of the actual
laboratory experiments we will analyze.!

The internal interface condition atr 5R1 needs more
precise definition. We assume that all the meniscii that are
separating the inner fluid~liquid! from the outer fluid~gas!
are contained within a thin layer~shell! of thicknessdh ~a
few grain sizes in width! straddling the surfacer 5R1 . The
porous-continuum boundary conditions used at ther 5R1 in-
terface are to be understood in the limit wheredh/R1→0.

All fluid that enters this interface layer goes into stretch-
ing the meniscii since as Pride and Flekkoy34 have shown, it
is reasonable to assume that the contact lines of the meniscii
remain pinned under linear seismic stressing~strains
<1026). The locally incompressible flow conserves fluid
volume so that the rate at which the inner fluid enters the
interface layer is equal to the rate at which the outer fluid
leaves the layer. With the assumede2 ivt time dependence,
this becomes the fluid displacement condition

wr~r 5R11dh/2!5wr* ~r 5R12dh/2!. ~45!

Another boundary condition defines the incremental change
in the fluid-pressure difference across the interface layer as
being the surface tension times the average incremental
change in the curvature of the meniscii. In terms of porous-
continuum variables, Nagy and Blaho35 and Nagy and
Nayfeh36 have defined this interface condition as

dpf2dpf* 5Wwr , ~46!

where W is called the membrane stiffness. Nagy and
Nayfeh36 have shown thatW5s/k ~wheres is surface ten-
sions andk is permeability! for pore models in which the
pores are straight cylinders. Prideet al.37 have shown that
when the dimensionless inequalitysR2

2/(kKR1),1 is satis-
fied, finite stiffness of the meniscii may be neglected so that

dpf5dpf* ~47!

everywhere along the interfacer 5R1 ~recall thatR2 is the
sample radius!. With k5100 mdarcy,K510 GPa, ands

51022 Pa m~typical values for a sandstone and an air/water
interface!, we find thatR2

2/R1 should be less than 10 cm in
order for Eq.~47! to apply. Since most laboratory samples
are smaller than 10 cm in radius, Eq.~47! is therefore valid at
all saturation levels for the types of materials of interest here,
so no further reference to the surface tension~or membrane
stiffness! needs to be made.

We also have the standard porous-continuum results that

t rr 5t rr* , t ru5t ru* , t rz5t rz* , ~48!

which express momentum conservation at the interface, and
the time derivatives of the displacement components satisfy

u̇r5u̇r* , u̇u5u̇u* , u̇z5u̇z* , ~49!

which express the fact that the grains remain in~welded!
contact at the interface.

To apply the boundary conditions~45! and~47!, we need
in addition to~34! the result

wr5a41a11a42a21a43as , ~50!

where@again usingJ[1/(G12G2)]

a415Jk1rJ1~ j 1!G2 , ~51!

a4252Jk2rJ1~ j 2!G1 , ~52!

a435ksrJ1~ j s!r f /q. ~53!

The remaining stress conditions~48! are determined by~33!
and ~35!.

To apply the boundary conditions~49!, we need the ex-
plicit expressions for the displacement which follow from
~12!. The results are of the form

ur5a51a11a52a21a53as , ~54!

where

~G12G2!a5152k1rJ1~ j 1!, ~55!

~G12G2!a525k2rJ1~ j 2!, ~56!

a535ksrJ1~ j s!, ~57!

and

uz5a61a11a62a21a63as , ~58!

wherea615a6250 and

a635ksr
2 J0~ j s!/ ikz . ~59!

Both ~54! and ~58! are needed for extensional waves, while
the remaining component,

uu5m21gs[ksrJ1~ j s!gs , ~60!

is needed only for torsional waves. As before, there is an
implicit factor of expi(kzz2vt) on the right-hand side of
~51!–~53!, ~55!–~57!, and~59!.

It follows from ~32!–~35!, ~50!, and~60! thatgs ~for the
inner cylinder! and the corresponding coefficients for the cy-
lindrical shell are all completely independent of the other
mode coefficients and, therefore, relevant to the study of tor-
sional waves, but not for extensional waves. Pertinent equa-
tions for the torsional wave dispersion relation are continuity
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of the angular displacement,uu , and stress,t ru , at the in-
ternal interface, and vanishing of the stress,t ru , at the ex-
ternal surface.

The final set of equations for the extensional wave dis-
persion relation involves nine equations with nine unknowns.
The nine unknowns area1 , a2 , as ~coefficients ofJ0 in
the central cylinder!, plus threea* ’s ~coefficients ofJ0) and
threeh* ’s ~coefficients ofY0) for region of the cylindrical
shell. The nine equations are the continuity of radial and one
tangential stress as well as radial and one tangential displace-
ment at the interfacial boundary~totaling four conditions!,
continuity of fluid pressure and normal fluid increments
across the same boundary~two conditions!, and finally the
vanishing of the external fluid pressure, and radial and one
tangential stress at the free surface~three conditions!. The
extensional wave dispersion relation is then determined as in
Berryman8 by those conditions on the wave numberkz that
result in vanishing of the determinant of the coefficients of
this 939 complex matrix.

V. ELEMENTARY TORSIONAL MODES

The torsional mode of cylinder oscillation~which is
trivial for a simple cylinder, porous or not! is determined
here by a 333 system, of which eight elements are in gen-
eral nonzero. This system is therefore similar in size and
difficulty to the cases studied earlier by Berryman8 for ex-
tensional waves in a simple fully saturated poroelastic cylin-
der. On the other hand, for extensional waves, the matrix
determining the extensional wave dispersion relation for
patchy saturation has 81 elements, of which 69 will in gen-
eral be nonzero. This problem requires sufficiently different
treatment from that for the torsional case that we set it aside
to be studied fully in a separate presentation~Part II!.

We assume that the cylinder has liquid saturation level
S5(R1 /R2)2, whereR2 is the radius of the cylinder andr
5R1 is the location of the liquid–gas interface~see Sec. IV
and Fig. 1!. The dispersion relation for torsional waves is
then given by

U m11* ~R2! n11* ~R2! 0

2m11* ~R1! 2n11* ~R1! m11~R1!

2m21* ~R1! 2n21* ~R1! m21~R1!
U50, ~61!

wherem11 and m21 are given by~32! and ~60!. The coeffi-
cientsm11* and m21* have the same functional forms asm11

andm21, but the constants are those for the shell, rather than
the inner cylinder. Similarly,n11* andn21* are just the same as
m11* andm21* except thatJ0 andJ1 are replaced everywhere
by Y0 andY1 , respectively.

Analysis proceeds by noticing immediately that there
could be two elementary solutions of~61!, one with
m11* (R2)5n11* (R2)50 ~exterior condition! and another with
m11(R1)5m21(R1)50 ~interior condition!. First, the interior
condition is satisfied, for example, whenksr50 or, equiva-
lently, whenkz

25ks
2 . This corresponds to a torsional mode of

propagation having wave speed and attenuation determined
exactly by the bulk shear wave number in the saturated inte-
rior region, but this interior region is not moving sinceksr

50 also implies thatuu50 from ~60!. Thus, the interior
condition results in the drained outer shell twisting back and
forth around a stationary inner liquid-saturated cylinder. Sec-
ond, the exterior condition is similarly satisfied whenksr*
50 or, equivalently, whenkz

25(ks* )2. This condition looks
at first glance as if it might be spurious becauseksr* 50 sug-
gests thatuu at the exterior boundary might vanish identi-
cally, and then this would correspond to a trivial solution of
the equations. However, looking closer, this is not the case,
because at the external boundary

uu5ksr* @J1~ j s* !gs* 1Y1~ j s* !es* #, ~62!

so asksr* →0, the first term on the right-hand side of~62!
does vanish, both becauseksr* →0 and also becauseJ1( j s* )
→0. But the second term does not vanish in this limit be-
causeuY1( j s* )u→2/pksr* R2→` as ksr* →0, and the product
gives the finite result: 2/pR2 . So this condition is not spuri-
ous and corresponds to a torsional wave propagating with the
speed and attenuation of the bulk shear wave number in the
outer, drained shell material.

Can both of these elementary modes be excited? If we
assume for the moment that Gassmann’s equations23 ~also
see Berryman38! apply to the sample, thenm* 5m, and the
only changes in shear wave velocity in the two regions are
those induced by the changes in mass. In this situation, the
wave speed in the air/gas-saturated region will be faster than
that in the water/liquid-saturated region, since liquid is more
dense than gas. Thus, the real part ofks* is smaller than that
of ks , and while the condition (ksr* )250 implies that the real
part of ksr

2 is positive, the conditionksr
2 50 implies that the

real part of (ksr* )2 is negative. Therefore, assuming~as we
generally do here! that the attenuation in the system is rela-
tively small, the conditionkz5ks* leads to a propagating
wave, while kz5ks leads to a strongly evanescent wave.
Thus, for Gassmann conditions on shear, only one of these
possible modes actually propagates.

Note that, if/when Gassmann’s results do not apply to
the system~say at ultrasonic frequencies17–19,39!, then the
results of the preceding paragraph must necessarily be recon-
sidered. In particular, if the shear modulus changes rapidly
with the introduction of liquid saturant, it is possible that the
shear wave speed for a liquid-saturated porous material may
be higher than that for the gas saturated case. In this situa-
tion, all the inequalities of the preceding paragraph would be
reversed, and then the conditionkz5ks leads to a propagat-
ing wave, whilekz5ks* leads to a strongly evanescent wave.

FIG. 1. Cross-section of a circular cylinder, whereR15S1/2R2 is determined
by the liquid saturation levelS.
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Our conclusion then is that both modes can indeed be
excited, but probably not simultaneously in the same system
and/or in the same frequency band. In a highly dispersive
porous system and with broadband acoustic signal input, it
could happen that both modes are propagating simulta-
neously in time, but in distinct/disjoint frequency bands.

VI. HIGHER ORDER TORSIONAL MODES

For fully saturated porous cylinders, the factor that de-
termines the torsional modes of propagation ism11(r ) in
~32!. The critical factor here is the Bessel functionJ2( j s)
and, specifically, the whereabouts of its zeroes. One source
of this information, to five figure accuracy, is the reference of
Abramowitz and Stegun,40 which provides not only the loca-
tion of the zeroesj 2,n , but also the values of the correspond-
ing derivativesJ28( j 2,n). Having these derivatives is useful
for improving the accuracy of the zeroes with a Newton–
Raphson iterative method, based onj 2,n5 j 2,n

old

2J2( j 2,n
old)/J28( j 2,n

old). This approach gives a very rapid im-
provement to the values of thej 2,n’s within two to three
iterations. The results to ordern53 are shown in Table I.

Having already understood the zeroth-order contribu-
tions to the dispersion relation~61! due to zeroes ofksr and
ksr* , we are now free to consider that neither of these factors
vanishes for the higher-order modes. This assumption per-
mits us to factor these wave numbers in or out of the deter-
minant whenever it is convenient to do so. In particular, we
note that the first two columns of~61! would have a common
factor ofm* (ksr* )2 ~which could then be safely eliminated! if
we first multiply the bottom row by a factor ofm* ksr* . Hav-
ing made these simplifications, we find

UJ2~ksr* R2! Y2~ksr* R2! 0

J2~ksr* R1! Y2~ksr* R1! mksrJ2~ksrR1!

J1~ksr* R1! Y1~ksr* R1! m* ksr* J1~ksrR1!
U50, ~63!

after also eliminating a common factor of21 from the top
row, and2ksr from the third column.

Expanding the determinant along the third column, we
have

05m* ksr* J1~ksrR1!UJ2~ksr* R2! Y2~ksr* R2!

J2~ksr* R1! Y2~ksr* R1!U
2mksrJ2~ksrR1!UJ2~ksr* R2! Y2~ksr* R2!

J1~ksr* R1! Y1~ksr* R1!U . ~64!

Some elementary consequences of this equation are the fol-
lowing. ~a! As R1→0 so there is no liquid left in the system,

J1(ksrR1) andJ2(ksrR1)→0 like R1 , while Y1(ksr* R1) and
Y2(ksr* R1)→` like 1/R1 . So the dispersion relation is al-
ways satisfied in the limit whenJ2(ksr* R2)50, which is ex-
actly the condition for the fully dry cylinder as expected.~b!
If R1→R2 , then the first determinant vanishes identically.
The second determinant does not vanish in general since it
approaches the WronskianJ2Y12J1Y252/pksr* R2 , so the
condition becomesksrJ2(ksrR1)50, again as expected.~c!
The special case ofksr→0 does not affect these conclusions,
as bothJ1(ksrR1) and J2(ksrR1)→0 in this limit, as they
should.~d! The only case that is missing from~64! is the one
for ksr* →0. But this multiple zero of the original dispersion
relation ~61! was eliminated when we removed two factors
of (ksr* )2 from the first and second column in the first step of
our simplification of the dispersion relation – a step which is
always legitimateexceptwhenksr* [0.

We conclude that, with the one trivial exception just
noted, these simplifications have kept the basic nature of the
dispersion relation intact.

A. Lower frequency results

At lower frequencies in the rangef ,1 kHz, we may
typically expect18,41,42 that Gassmann’s results hold for the
poroelastic medium, wherem* [m. Also, to a very good
approximation ks* .ks , where the only deviations from
equality are those due to the differences in the densities of
liquid and gas constituents. So deviations from this approxi-
mation are most substantial when the porosity is high. From
~63!, we see that if the productsmksr andm* ksr* are equal,
then these factors can be removed from the third column of
the determinant. Then, the resulting third column can be sub-
tracted from the first column, and the result can be expanded
along the first column to give

2J2~ksrR2!

pksrR1
.0, ~65!

having again used the fact thatJ2(z)Y1(z)2J1(z)Y2(z)
52/pz. So the important zeroes in this case are again those
of J2 , some of which are already displayed in Table I.

Ignoring the imaginary part ofk, which is usually quite
small in this limit, we have the analytical result that

vz
(n)5

vs

@12~ j 2,nvs /vR2!2#1/2. ~66!

Thus, at the higher frequencies, this velocity approaches that
of the shear wave as expected. When the lower frequencies
are approached, there is an obvious cutoff frequency,f c

n

5 j 2,nvs/2pR2 , below which these torsional modes do not
propagate forn>1. Since this low-frequency cutoff may of-
ten be inconsistent with the assumption under consideration
here ~i.e., that frequencies are low enough so Gassmann’s
equation is satisfied!, we expect generally that very few of
the higher-order modes can be excited in this limit. The main
result is therefore thatvz5vz

05vs is the velocity that will
normally be observed in laboratory experiments in this fre-
quency domain, with only very rare exceptions. Recent ex-
perimental findings of Wisseet al.,43 although for a some-
what different physical problem, nevertheless seem to be
consistent with these results.

TABLE I. The zeroesj 2,n of J2(z) as a function of the ordern of appear-
ance along the real axis.

Ordern j2,n

0 0.000 000 000 000 00
1 5.135 622 301 840 68
2 8.417 244 140 399 87
3 11.619 841 172 149 06
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We will not consider this rather special case any further
in this paper.

B. Higher-frequency results

The more interesting case is that for higher frequencies,
in which case it is now understood18,41,42 that the simple
Biot–Gassmann theory is actually inadequate because there
can be dependence ofm on liquid saturant properties at
higher frequencies, in the rangef .1 kHz. The precise fre-
quency at which this becomes important is material depen-
dent and, therefore, the value 1 kHz is merely a convenient
rule of thumb, but it is generally observed that for ultrasonic
frequencies f .20 kHz some deviations from Biot–
Gassmann predictions are normally found. So it is in this
regime that the distinctions between air- and water-filled
pores become important for the torsional motion of a cylin-
der.

1. Case: m*Äm

Even if there is no difference betweenm* andm, there
can still be significant differences betweenks* andks due to
the differences in the fluid viscosities and densities of liquid
and gas constituents. So we discuss this case now. For
Massillon sandstone, Murphy44,45 measured extensional and
shear wave velocities atf 5560 Hz and atf 5200 kHz over
a range of partial saturations produced using the drainage
method ~Fig. 2!. Relevant properties of this sandstone are
listed in Table II. Data for the lower-frequency~560 Hz!
experiment appear to satisfy the conditionm* 5m, as has
often been observed about this data set.

2. Case: m*Ïm

The presence of liquid in the pores may alter the me-
chanical behavior of rocks under shear deformations in at
least two quite distinct ways:~a! It is often observed that a
very small amount of some liquids can cause chemical inter-
actions that tend to soften the binding material present
among the grains of such a system. When this happens, the
shear modulus is usually observed to decrease.~See, for ex-
ample, Fig. 3 for Sierra White granite.44! So this situation
implies thatm* >m, contrary to both Gassmann’s results and
the stiffening effect that might be expected due to having
liquid in the pores. Although this situation is well known in
practice, we will ignore it in our modeling efforts. Our jus-
tification for this will be that the medium we are calling
‘‘dry’’ should in fact be termed ‘‘drained’’~but with the bulk
of the liquid actually removed from the pores! in the sense
that it has been wetted previously and therefore has these
chemical softening effects already factored into the modulus
m* . In any case, our goal here is not so much to fit data for
specific rocks, but rather to understand general trends.~b!
The other situation that can also occur in practice—
particularly at higher frequencies—is that the liquid saturat-
ing the porous material can have a non-negligible mechani-
cal effect17–19,42,46that tends to strengthen the medium under
shear loading so thatm>m* . If this strengthening effect is
great enough@and there are experimental results~see Fig. 4!
that confirm this does happen in practice18#, then it is pos-
sible the density effect is more than counterbalanced by the
enhanced shear modulus effect with the result that the speed
of shear wave propagation in the liquid-saturated medium is
greater than that in the air-saturated case. Depending on de-
tails of the liquid distribution in the pores, either of these
cases can be included in the analysis.

For Massillon sandstone, Murphy44,45also measured ex-
tensional and shear wave velocities atf 5200 kHz over a
range of partial saturations produced using the drainage
method. Relevant properties of this sandstone were listed
before in Table II.

VII. SOLVING THE DISPERSION RELATION

We will now show results for two cases~both from Mur-
phy’s thesis44!: first the Massillon sandstone~at 560 Hz! and

FIG. 2. Shear wave velocities as a function of water saturation for drainage
experiments by Murphy.44,45

TABLE II. Properties of Massillon sandstone used in Murphy’s
experiments11 and Spirit River sandstone in Knight and Nolen-Hoeksema’s
experiments.13

Property Massillon Spirit River

Porosity~%! 23.0 5.2
Permeability~mD! 7.373102 1.031023

Grain size~mm! 150–200 125–150

FIG. 3. Shear wave velocities as a function of water saturation for drainage
experiments by Murphy44 in Sierra White granite.
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then the Sierra White granite~at about 200 kHz!. We might
expect based just on the experimental frequencies that the
sandstone behavior would be close to that predicted by Gas-
smann, while that of the granite may differ from Gassmann.

An important observation concerning how to proceed
with the analysis follows from the fact that we are seeking a
curve in the complex plane, points along the curve depend-
ing on the level of saturationS. We know ~at least in prin-
ciple! the locations of the end points of this curve since they
are exactly the points for full liquid saturation and full gas
saturation. If we assume that the attenuation is relatively
small so the wave numbersks andks* have small imaginary
parts, then to a reasonable approximation it must be the case
that the curve of interest lies close to the real axis in the
complexkz

2 plane. If the imaginary parts exactly vanish, the
curve reduces to a straight line on the real axis in this plane.
These observations suggest that it might be helpful to trace
rays in the complex plane radiating out from the origin, and
in particular a ray~i.e., a straight line! passing through the
origin and also through the point corresponding to whichever
point,ks

2 or (ks* )2, happens to lie closest to the origin should
provide a good starting point for the analysis. Another alter-
native is to consider the straight line that connects these two
points directly, even though it would not in general also be a
ray through the origin~unless there is no attenuation!. Both
of these alternatives have been tried.

The first alternative, considering a complex ray through
the origin and then passing through the closest pointks

2 or
(ks* )2, has the very important characteristic that the values of
the dispersion function become purely imaginary in the
shadow~i.e., in the contiguous region leading away from the
origin! of the starting point of the curve. This fact provides a
great simplification because we need the dispersion function
to vanish identically—both in real and imaginary parts, and
this shadow region has the nice characteristic that the real
part is automatically zero. So the only remaining issue is to
check where the imaginary part vanishes. This procedure is
much easier to implement and to understand intuitively than
trying to find the complex zeroes using something like a
Newton method, which could also be implemented for this
problem.

The second alternative is not as rigorous as the first, but
for the case of small attenuation gives very similar results
and is especially easy to implement. In this case we need
only consider the line connecting the two pointsks

2 and
(ks* )2 in the complex plane. It turns out that in the two cases
considered here, the real part of the dispersion function is
again either zero or very small, so that it makes sense to treat
this approach as an approximation to the first one in that we
need only seek the points where the imaginary part vanishes.
This procedure is very intuitive and examples are shown in
Figs. 5–8.

A. Massillon sandstone

For Massillon, we have the Gassmann-like situation in
which the shear wave speed for the drained case is smaller

FIG. 4. Shear wave velocities as a function of water saturation for drainage
experiments of Knight and Nolen-Hoeksema13 in Spirit River sandstone.

FIG. 5. Showing how the imaginary parts of the dispersion relation for
Massillon sandstone change in the complexkz

2 plane askz varies fromksa to
ksw . The real part of the dispersion relation is either zero or very close to
zero along this line and therefore the desired points are those where the
imaginary part crosses the zero line.

FIG. 6. Comparison between the points that solve the dispersion relation for
the patchy cylinder, plotted asr/m51/vs

2 versus water saturationS, for
Massillon sandstone at 560 Hz. Data are from Murphy.44,45 The Gassmann
curve is computed assuming that the shear modulusm is constant and that
the only quantity changing is therefore the densityr.
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than that for the fully saturated case and therefore Re(ks* )
,Re(ks). Figure 5 shows how the imaginary parts of the
dispersion function change in this case as the real part ofkz

2

varies from Re@(ks* )2# to Re@(ks
2)# ~i.e., from air saturated to

water saturated!. Figure 5 shows four of these curves (S
50.2 to 0.8!. Figure 6 was generated by completing the pro-
cedure for 19 equally spaced points in saturationS. Figure 6
shows, furthermore, that the curve obtained actually fits the
data for Massillon better than does Gassmann~i.e., repre-
sented by the straight line between the end points!. This re-
sult was a bit of a surprise as virtually everyone~including

the present authors! has often considered these data to be the
best known proof of the accuracy of Gassmann’s equations
for partial saturation problems.

In fact, we could have chosen to fit the data better in the
region close to full saturation. This choice would have
moved the two theoretical curves down somewhat, but nev-
ertheless this would not change our general conclusions that
the data do not fall on a straight line, and that the trend in the
data is more closely approximated by the patchy saturation
curve. The slope of the Gassmann straight line depends only
on the solid and fluid densities, and~except for a fixed scale
factor! not on the shear modulus of the porous solid.

B. Sierra White granite

For Sierra White~data from Murphy44!, we have the
non-Gassmann-like situation in which the shear wave speed
for the drained case is larger than that for the fully saturated
case and therefore Re(ks* ).Re(ks). Figure 7 shows how the
imaginary parts of the dispersion function change in this case
as the real part ofkz

2 varies from Re(ks
2) to Re@(ks* )2# ~i.e.,

from water saturated to air saturated!. Figure 7 shows four of
these curves (S50.2 to 0.8!. Figure 8 was generated by com-
pleting the procedure for 19 equally spaced points in satura-
tion S. Figure 8 shows, furthermore, that both data and the
curve obtained here differ substantially from the simple
straightline average that might have been anticipated. Fur-
thermore, the dispersion curve does in fact move in the right
direction to agree with the data. What to expect in this situ-
ation was certainly not known by the authors at the outset
since the common understanding of poroelasticity does not
extend to this rather difficult set of partial saturation prob-
lems. But, it is gratifying to see this relatively simple theory
clearly picks the right trends and agrees reasonably well with
these data.

C. General behavior of the curves

Since the curves obtained in Figs. 6 and 8 are very well
behaved, it seems appropriate to check for simple dependen-
cies on the saturation parameterS. Both curves look like
they might be linear inS with a small amplitude quadratic
correction. This hypothesis is tested in Figs. 9 and 10. We
find that the quadratic dependence is essentially exact to
graphical accuracy for Massillon sandstone, and it is close
but not exact for the Sierra White granite. This result is in-
triguing, but we have not yet tried to analyze this behavior
and therefore will not attempt an explanation of it at this
time.

VIII. SUMMARY

Biot fast- and slow-wave effects in layered materials
have been studied previously by Prideet al.47 and by many
others found in their references. The present work is moti-
vated by the desire to understand how fluids interacting with
common poroelastic systems may result in observed wave
speeds and viscous attenuation in partially saturated~and es-
pecially in patchy saturated! cylinders. These effects can then
be observed in the speeds and attenuations of extensional and
torsional waves. There are large quantities of such data al-

FIG. 7. Showing how the imaginary parts of the dispersion relation for
Sierra white granite change in the complexkz

2 plane askz varies fromksa to
ksw . The real part of the dispersion relation is either zero or very close to
zero along this line and therefore the desired points are those where the
imaginary part crosses the zero line.

FIG. 8. Comparison between the points that solve the dispersion relation for
the patchy cylinder, plotted asr/m51/vs

2 versus water saturationS, for
Sierra White granite at 200 kHz. Data are from Murphy.44,45 For Sierra
White, Gassmann’s equation clearly does not apply since the shear modulus
m must have increased with water saturation. Data and patchy calculation
results are therefore compared to the saturation weighted average of 1/vs

2 in
analogy to the Gassmann result.
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ready available, and one thrust of our future work will be to
reanalyze these data in light of the methods developed here.
We have concentrated on analysis of the shear and torsional
wave speeds here, as this is clearly the first essential step in
the overall analysis of these problems. The next step will be
the more complicated solution of the extensional wave prob-
lem for these same systems.
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A first-order statistical smoothing approximation for the
coherent wave field in random porous media
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An important dissipation mechanism for waves in randomly inhomogeneous poroelastic media is
the effect of wave-induced fluid flow. In the framework of Biot’s theory of poroelasticity, this
mechanism can be understood as scattering from fast into slow compressional waves. To describe
this conversion scattering effect in poroelastic random media, the dynamic characteristics of the
coherent wavefield using the theory of statistical wave propagation are analyzed. In particular, the
method of statistical smoothing is applied to Biot’s equations of poroelasticity. Within the accuracy
of the first-order statistical smoothing an effective wave number of the coherent field, which
accounts for the effect of wave-induced flow, is derived. This wave number is complex and involves
an integral over the correlation function of the medium’s fluctuations. It is shown that the known
one-dimensional~1-D! result can be obtained as a special case of the present 3-D theory. The
expression for the effective wave number allows to derive a model for elastic attenuation and
dispersion due to wave-induced fluid flow. These wavefield attributes are analyzed in a companion
paper. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1871754#

PACS numbers: 43.20.Jr, 43.20.Gp, 43.20.2f, 43.20.Wd@JJM# Pages: 1796–1805

I. INTRODUCTION

Understanding elastic wave attenuation and dispersion
in porous fluid-saturated materials is important in such di-
verse applications as architectural acoustics, soil and rock
mechanics, and exploration seismology. One major cause of
elastic wave attenuation is viscous dissipation due to the flow
of the pore fluid induced by the passing wave. Wave-induced
fluid flow occurs as a passing wave creates local pressure
gradients within the fluid phase and the resulting fluid flow is
accompanied with internal friction until the pore pressure is
equilibrated. The fluid flow can take place on various length
scales: for example, from compliant fractures into the equant
pores~so-called squirt flow1–3!, or between mesoscopic het-
erogeneities like fluid patches in partially saturated rocks.4–7

Theoretical studies of the elastic wave attenuation due to
wave-induced flow go back to the 1970s. In such studies
wave propagation in an inhomogeneous porous medium is
usually analyzed using Biot’s equations of poroelasticity
with spatially varying coefficients.8 The first models of at-
tenuation due to wave-induced flow considered flow caused
by a regular assemblage of inhomogeneities of ideal shape
such as two concentric spheres or flat slabs.9–11 A general
theory of wave propagation in heterogeneous porous media
using the double-porosity approach was recently developed
by Pride and Berryman12 and Prideet al.13 In the case of
patchy saturation, the results of this theory coincide with
those obtained earlier by Johnson14 using a slightly different
method. Although mathematical formulations in the theories
Pride and Berryman12 and Johnson14 allow for arbitrary ge-
ometry of the inhomogeneities, closed-form expressions for

attenuation and phase velocity can only be obtained for a
regular system of simple geometrical shapes such as concen-
tric spheres.

In real rocks heterogeneities are more likely to be spa-
tially distributed in a random fashion. Therefore, it is desir-
able, as suggested by Lopatnikov and Gurevich,15 to model
wave-induced flow using the theory of waves in random
media.16 For one-dimensional~1-D! porous media, Gurevich
and Lopatnikov17 showed that elastic wave attenuation in a
randomly layered porous medium differs significantly from
attenuation in periodically layered porous media.10,18 This
suggests that the effects of three-dimensional inhomogene-
ities on elastic wave wave attenuation and dispersion in po-
rous media may also be different for random and periodic
spatial configurations. One approach to this problem is to
consider a homogeneous porous medium with randomly dis-
tributed discrete, regularly shaped 3-D inclusions. However,
so far only the attenuation due to conversion scattering at
spherical inclusions from fastP waves into Biot’s slowP
wave is known.19

Our purpose in this paper is to analyze the effect of
wave-induced fluid flow on the dynamic characteristics of
coherent elastic waves propagating in a porous medium
whose properties are continuous random functions of posi-
tion. Our approach is based on the statistical wave theory, as
applied to Biot’s equations of poroelasticity.8 We restrict our
analysis to the case of mesoscopic inhomogeneities, that is,
inhomogeneities whose characteristic sizea is much larger
than the typical size of pores or grainsapore but, at the same
time, much smaller than the wavelength of the propagating
elastic wave,l:

apore!a!l. ~1!

In other words, we ignore pore-scale heterogeneities, which

a!Electronic mail: tobias.muller@geophy.curtin.edu.au
b!Electronic mail: boris.gurevich@geophy.curtin.edu.au
c!URL: http://www.geophysics.curtin.edu.au
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allows the application of Biot’s equations for a poroelastic
continuum.8 We model wave propagation in the inhomoge-
neous porous medium using Biot’s equations of poroelastic-
ity with randomly varying coefficients~see Fig. 1!. By using
a Green’s function approach, these partial differential equa-
tions transform into a system of integral equations. This lat-
ter system is solved by means of the method of statistical
smoothing which is widely used in problems of electromag-
netic, acoustic, and elastic wave propagation.20–22More pre-
cisely, we employ a first-order statistical smoothing approxi-
mation that sometimes is referred to as a Bourret
approximation.16,23 For poroelastic media, this method was
earlier employed to computeP-wave attenuation and disper-
sion due to conversion scattering from fastP waves into
Biot’s slow waves in a randomly layered porous medium.17

We follow this strategy and analyze the conversion scattering
from fast P waves into Biot’s slow wave in 3-D randomly
inhomogeneous porous media. Biot’s slow wave is a highly
dissipative wave mode. Therefore, the use of the first-order
statistical smoothing approximation to the conversion scat-
tering problem in Biot’s equations of poroelasticity quantifies
the dissipation of wave field energy due to energy transfer
from the coherent component of the fastP wave into the
dissipative slowP-wave mode. This is different from the
usual application of the method of smoothing to energy con-
serving wave systems, where an apparent dissipation~so-
called scattering attenuation! results from the energy transfer
from the coherent component of the wave field into the in-
coherent component.

In light of previous results for randomly layered porous
media, it is useful to introduce some simplifications from the
outset. First of all, we restrict our analysis to low frequen-
cies. Specifically, we assume that frequencyv is much

smaller than the critical Biot frequencyvB5fh/k0r f :

v!vB , ~2!

wheref andk0 denote the porosity and permeability of the
composite material, whiler f andh are the density and vis-
cosity of the pore fluid. Condition~2! implies that the stan-
dard Biot’s viscoinertial attenuation and dispersion~the so-
called Biot’s global flow mechanism! is neglected and theP
wave numberkp is real. Furthermore, at low frequencies the
slow wave is much slower than the fastP wave and therefore
the ratio ofkp to slowP wave numberkps is a small param-
eter:

ukpu
ukpsu

!1. ~3!

Wherever applicable we make use of relation~3!, being
aware of the underlying low-frequency assumption.

The strategy of this paper is as follows. First, we apply
the method of Green’s functions to Biot’s equations of po-
roelasticity in order to represent the wavefield due to point
source excitation~Sec. II!. Next, we derive an integral wave-
field representation for the case when the coefficients in
Biot’s equations exhibit a randomly fluctuating component.
This wavefield representation~also called the scattering
equation! is then converted into an integral equation for
Green’s function for the inhomogeneous medium. In Sec. III
we apply a perturbation method to compute an approxima-
tion for the mean of the Green’s function. From this Green’s
function we derive and analyze an explicit expression for the
effective, complexP wave number that accounts for the con-
version scattering fromP into slow P waves. The range of
applicability of our theory is analyzed in Sec. IV. Finally, in
Sec. V we show how the results of the aforementioned 1-D
theory can be recovered as a limiting case of the more gen-
eral 3-D theory. A detailed analysis of attenuation and dis-
persion as functions of frequency and the potential applica-
bility of these wavefield signatures to interpret the effect of
wave-induced flow in real rocks is presented in a companion
paper.24

II. FORMULATION OF THE POROELASTIC
SCATTERING PROBLEM

A. Green’s function approach for Biot’s equations
of poroelasticity

In order to study dynamic effects of elastic wave propa-
gation in porous media, we base our analysis on Biot’s equa-
tion of poroelasticity.8 Using index notation—summation
over repeated indices is assumed and partial derivatives are
denoted as,i or ] i—we can write the equations of motion
in the frequency domain~the time-harmonic dependency
exp(2ivt) is omitted!,

rv2ui1r fv
2wi1t i j , j50, ~4!

r fv
2ui1qv2wi2p,i50, ~5!

wheret i j is the total stress tensor,p the fluid pressure, while
ui andwi are the components of the solid and relative fluid
displacement vectors, respectively. The relative fluid dis-
placement is defined aswi5f(Ui2ui), where is Ui the

FIG. 1. Sketch of a heterogeneous porous medium where only the bulk
modulus of the drained-framework-of-grains fluctuates. The homogeneous
background medium is characterized by the bulk modulusKd

B . There are
inhomogeneities with higher bulk moduli, that isKd

(1).Kd
B , and other in-

homogeneities with lower bulk modulus,Kd
(2),Kd

B . The inhomogeneities
have a length scale ofa that is much larger than the typical pore scaleapore.
During the compression cycle of a wave there will be fluid flow from inho-
mogeneities withKd

(2) into the background and flow from the background
into inhomogeneities withKd

(1) . During the extension cycle of the wave the
fluid flow becomes reversed.
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fluid displacement. The densities of the solid and fluid phase
are denoted byrg andr f so that the bulk density is given by
r5fr f1(12f)rg , wheref is porosity. The parameterq is
defined asq5 ih/(vk0), whereh is viscosity andk0 perme-
ability. We note that this definition ofq is a consequence of
the low-frequency assumption~2!.

In order to obtain a closed system of wave equations in
the displacementsui andwi , we complement the equations
of motion with the stress–strain relations for an isotropic
poroelastic medium,8

t i j 5G@ui , j1uj ,i22d i j uj , j #1d i j @Huj , j1Cwj , j #, ~6!

p52Cuj , j2Mwj , j . ~7!

Here G is the porous-material shear modulus, andH is the
undrained, low-frequencyP-wave modulus given by Gas-
smann’s equation:

H5Pd1a2M , ~8!

where

M5@~a2f!/Kg1f/K f #
21. ~9!

In Eqs. ~8!–~9!, Pd5Kd14/3G is the P-wave modulus of
the drained frame,a512Kd /Kg is the Biot–Willis coeffi-
cient,C5aM , andKg , Kd , andK f denote the bulk moduli
of the solid phase, the drained frame, and the fluid phase,
respectively. Symbold i j is Kronecker’s delta~the identity
tensor!.

It is expedient to write the above system of coupled
wave equations in matrix form:

FLik
~1! Lik

~2!

Lik
~3! Lik

~4!G•F uk

wk
G50, ~10!

where we defined the linear differential operators as follows:

Lik
~1!5rv2d ik1] jG@d jk] i1d ik] j22d i j ]k#1] iH]k ,

~11!

Lik
~2!5r fv

2d ik1] iC]k , ~12!

Lik
~3!5Lik

~2! , ~13!

Lik
~4!5qv2d ik1] iM]k . ~14!

Note that in inhomogeneous media all the poroelastic param-
eters are functions of position. In the presence of point
sources, the right-hand side of Eq.~10! can be written as

2FFi
0d~r i2r i8!

f i
0d~r i2r i8! G , ~15!

whereFk
0 and f k

0 represent constant forces applied to the bulk
and fluid phase, respectively, andd(r i2r i8) denotes the
Dirac delta function. The response of system~10! to point
sources of the form~15! can be formulated as25

F ui

wi
G5FGik

F Gik
f

Gik
f Gik

w G•FFk
0

f k
0 G , ~16!

whereGik
F , Gik

f , andGik
w denote the Green’s tensors. Thus,

the point source response of system~10! in an isotropic un-
bounded medium is described by three Green’s tensors. Ex-
plicit expressions for theGik’s for a homogeneous medium

are given by Pride and Haartsen25 and reproduced in Appen-
dix A. The wavefields observed at positionr due to arbitrary
point sourcesFi and f i , applied at positionr 8, can be ex-
pressed by a convolution equation of the form

F ui~r !

wi~r !G5E
V8

d3r 8FGik
F ~r2r 8! Gik

f ~r2r 8!

Gik
f ~r2r 8! Gik

w ~r2r 8!
G•FFk~r 8!

f k~r 8! G .
~17!

On the basis of Eq.~17!, we now derive a wavefield repre-
sentation in a randomly inhomogeneous medium.

B. The basic scattering equation

In randomly inhomogeneous porous media, all poroelas-
tic parameters can be presented as random fieldsX(r ). To be
more specific, we assume that each of these poroelastic pa-
rameters is the sum of a constant background value,X̄, and a
fluctuating part,X̃(r ), so that

X5X̄1X̃5X̄~11«X!, ~18!

where«X5X̃/X̄ denotes the relative fluctuations. The aver-
age over the ensemble of the realizations~denoted bŷ •&! of
«X is assumed to be zero:^«X&50. The spatial correlation
function of two random fields is defined as

BXX~dr !5^«X~r1dr !«X~r !&, ~19!

where the dependence ofB on the difference vectordr only
is a consequence of the assumption of statistically homoge-
neous random fields,16 which we use throughout this paper.
The variance of the random process«X will be denoted as
BXX(0)5^«X

2&5sXX
2 . Using ~18!, the differential operators

Lik can be also decomposed as21

Lik5L̄ ik1L̃ ik , ~20!

where the perturbing operatorL̃ ik satisfies^L̃ ik&50. As is
typical for statistical wave problems, in the following we
assume that the constant partX̄ and statistical properties of
the fluctuations«X are known. Therefore, rather than seeking
the solution of Eq.~17! for a given realization«X , we seek
statistical moments of the solution for given statistical prop-
erties of fluctuations.

The substitution of~20! into matrix equation~10! yields

F L̄ ik
~1! L̄ ik

~2!

L̄ ik
~2! L̄ ik

~4!G •F uk

wk
G52F L̃ ik

~1! L̃ ik
~2!

L̃ ik
~2! L̃ ik

~4!G •F uk

wk
G , ~21!

In the most general case, the perturbing operatorsL̃ ik contain
fluctuations of all poroelastic moduli and densities. The
right-hand side of~21! can be thought of as a source term in
the homogeneous system~10! due to the presence of inho-
mogeneities~so-called secondary sources!. Thus, Eq.~21!
can be understood as an inhomogeneous equation with con-
stant coefficients, whose formal solution can be written by
substituting the source term into Eq.~17!:

F ui

wi
G5F ui

0

wi
0G1E

V
dVFGi j

F Gi j
f

Gi j
f Gi j

wG•F L̃ jk
~1! L̃ jk

~2!

L̃ jk
~2! L̃ jk

~4!G •F uk

wk
G .
~22!
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Equation ~22! is the basic poroelastic scattering equation.
The total wavefieldsui and wi are composed of wavefields
propagating in the homogeneous background medium,ui

0

andwi
0, and scattered wavefields~the second term!. By defi-

nition, ui
0 and wi

0 satisfy the homogeneous equation~10!.
The scattered wavefields are represented by volume integrals
whose kernels involve the Green’s tensors and the secondary
sources. The scattered wavefields vanish if there are no fluc-
tuations in the medium parameters. The integration volume
encompasses the inhomogeneous part of the medium, which
in our case is the whole 3-D space. We note that Eq.~22! is
closely related to the representation integral of the scattered
field in an unbounded medium~for the poroelastic formula-
tion of this theorem we refer to Norris26 and Pride and
Haartsen25!. According to Eq.~17!, the wavefields can be
represented as a convolution of Green’s tensors with the
source function. Let us denote Green’s tensors for the homo-
geneous background medium by0Gik

F, f ,w and for the inhomo-
geneous medium byGik

F, f ,w . Substituting these wavefield
representations into Eq.~22!, we obtain an equation for the
Green’s tensors of the inhomogeneous medium,

FGim
F Gim

f

Gim
f Gim

w G5F 0Gim
F 0Gim

f

0Gim
f 0Gim

w G1E
V
dVF 0Gi j

F 0Gi j
f

0Gi j
f 0Gi j

wG
•F L̃ jk

~1! L̃ jk
~2!

L̃ jk
~2! L̃ jk

~4!G •FGkm
F Gkm

f

Gkm
f Gkm

w G . ~23!

In order to simplify the equations that follow, we introduce a
shorthand notation. The latter equation can be symbolically
rewritten as

G5G01E G0L̃G, ~24!

whereG, G0, andL̃ represent matrices, whose elements are
tensors of rank two, and matrix multiplication rules apply. In
~24! we also omitted the integration volume for brevity.

III. FIRST-ORDER STATISTICAL SMOOTHING
OF BIOT’S EQUATIONS OF POROELASTICITY

A. Mean Green’s tensor

We will now analyze Eq.~24! using a statistical ap-
proach. Since the matrix of perturbing operatorsL̃ in Eq.
~24! contains fluctuating medium parameters, the resulting
matrix of Green’s tensors also contains randomly fluctuating
elements. Because individual realizations of the random
wavefields are never known, it is natural to analyze the sta-
tistical moments ofG. Solving Eq.~24! by iteration we ob-
tain the scattering series

G5G01E G0L̃G01E E G0L̃G0L̃G01E E E ¯ .

~25!

Averaging this equation by the ensemble of realizations and
regrouping the scattering terms yields

Ḡ5G01E E G0QḠ, ~26!

whereḠ5^G& is the matrix of mean Green’s tensors, andQ
is the matrix operator defined as

Q5FQik
~1! Qik

~2!

Qik
~3! Qik

~4!G5 K L̃G0L̃1E L̃G0L̃G0L̃1E ¯ L .

~27!

OperatorQ given by Eq.~27! corresponds to the kernel-of-
mass operator in the acoustic formulation.16 The linear inte-
gral equation inḠ @Eq. ~26!# is the poroelastic analog of the
Dyson equation~see also Gurevich and Lopatnikov,27 where
an analogous equation for the mean field is derived!. It is not
possible to obtain an exact solution of Eq.~26!. A first-order
statistical smoothing consists in the first-order truncation of
the infinite series expression for the operatorQ. Then, we
obtain the following approximation for the mean Green’s
tensor:

Ḡ5G01E E G0^L̃G0L̃ &Ḡ ~28!

5G01E E G0QBḠ. ~29!

The truncation of the series~27! implies that the first-order
statistical smoothing is valid whenu«Xu!1, i.e., when the
absolute value of the relative fluctuations ofX is a small
parameter. Note also that the elements of matrix operatorQB

only contain terms involving the second statistical moment
of the fluctuating parts of theL̃ ik’s, that is, they are of the
orderO(«2). Higher-order correlations are neglected within
the accuracy of the first-order statistical smoothing approxi-
mation.

Since Eq.~29! contains a double volume convolution, it
is expedient to work with its spatial Fourier transform:

ḡ5g01~8p3!2g0qḡ, ~30!

whereḡ, g0, andq denote the spatial Fourier transforms of
Ḡ, G0, andQB, respectively~see Appendix A for a definition
of the Fourier transform pair!. Equation~30! is of the same
form as the equation for the mean Green’s function in acous-
tic random media. However, in contrast to the acoustic case,
Eq. ~30! is not a simple algebraic equation for the mean
Green’s tensors, but a system of four tensorial equations for
the three unknown mean Green’s tensors. Formally, we can
express the solution of~30! in the form ḡ5W21g0, where
W21 is the inverse of the matrixW5I2(8p3)2g0q with the
identity tensorI . However, the computation ofW21 is cum-
bersome. Instead, we are looking for a more feasible way to
compute some elements ofḡ. Carrying out the necessary
matrix multiplications in~30!, we find that this system splits
up into two pairs of coupled equations. Since we are only
interested in the characteristics of the fastP wave, which are
exclusively contained in the Green’s tensorḡF @see also Eqs.
~16! and ~A1!#, we analyze only those two equations that
involve ḡik

F . We obtain

ḡF5gF1~8p3!2@gFq~1!ḡF1gFq~2!ḡf1gfq~3!ḡF

1gfg~4!ḡf #, ~31!
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ḡf5gf1~8p3!2@gfq~1!ḡF1gfq~2!ḡf1gwq~3!ḡF

1gwq~4!ḡf #, ~32!

where we omitted subscripts for brevity. The quantitiesg
without an upper bar denote the background space Green’s
tensors. Since all quantitiesq( i ) ( i 51,...,4) are of the order
O(«2), ḡf is also of the orderO(«2). Inserting the expres-
sion for ḡf @Eq. ~32!# into Eq. ~31! and neglecting terms of
higher order thanO(«2), we obtain

ḡF5gF1~8p3!2@qFq~1!ḡF1gFq~2!gf1gfq~3!ḡF

1gfq~4!gf #. ~33!

Equation~33! is an implicit equation for the mean Green’s
tensorḡF. Because of its tensorial character, an explicit so-
lution for ḡF is still difficult to construct. Note, however, that
we are not interested in the mean Green’s tensor itself but
only in a meanP wave number contained inḡF.

B. Effective wave number of the fast P-wave

In order to extract an effective wave number from Eq.
~33! we have to introduce further simplifications. Because of
the assumption of small fluctuations in the medium param-
eters («!1), we can expect that the fluctuations of the
wavefield are also small if the wavelengths are much larger
than the size of the inhomogeneities. Then, we can assume
that mean Green’s tensorḡik

F (K ) is of the same functional
form as a background Green’s tensorgik

F (K ) given by Eq.
~A8!, however, involving some effectiveP-wave number
~and also effective bulk density!.

Let us construct a simple case, where most of the
Green’s tensor components vanish. This can be achieved us-
ing the following procedure: We consider an incoming, plane
P wave propagating in thex3 direction ~i.e., only the dis-
placement componentu3 is nonzero!. The resulting coherent
P wave in the inhomogeneous medium will also propagate in
the x3 direction. Therefore, only the tensor componentsi
5 j 53 of gi j

F need to be analyzed. Noting that in this case
the Green’s tensorgik

F (K ) yields the largest contribution for
the spatial wave numberK5kp , we can approximate the full
Green’s tensor~A8! by

g33
F '

21

8p3rv2 S 11
K2

kp
22K2D . ~34!

We assume that the mean Green’s tensor component is given
by

ḡ33
F '

21

8p3r̄v2 S 11
K2

k̄p
22K2D , ~35!

wherek̄p is the searched-for effectiveP wave number. Sub-
stituting Eq.~34! for gF and Eq.~35! for ḡF into Eq.~33! we
obtain, after algebraic manipulations,

k̄p'kpS 11
4p3

rv2 q33
~1!D . ~36!

Here we neglected terms that contain combinations of the
tensor componentsq33

( i ) . This introduces no additional inac-

curacy because higher-order correlations are neglected
within the accuracy of the first-order statistical smoothing
O(«2).

The remaining problem is the evaluation ofq33
(1) in ~36!,

or equivalently, ofQ33
(1) in space domain. In explicit form,

from the first term in the expansion ofQ as given by Eq.
~27!, we obtain

Qik
~1!~r 82r 9!5^L̃ i j

~1!~r 8!Gjl
F ~r 82r 9!L̃ lk

~1!~r 9!

12L̃ i j
~1!~r 8!Gjl

f ~r 82r 9!L̃ lk
~2!~r 9!

1L̃ i j
~2!~r 8!Gjl

w~r 82r 9!L̃ lk
~2!~r 9!&, ~37!

where for statistically homogeneous random media bothQik

and Gik depend only on the difference vectorr 82r 9. It is
interesting to note that in the elastic limit, only the first term
of Qik

(1) is nonzero. In the poroelastic case we have to analyze
all three terms. Expression~37! involves the perturbing op-
eratorsL̃ i j

(1) and L̃ i j
(2) ~but not L̃ i j

(4)). Let us now specify the
perturbing operators resulting from~11! and ~12!,

L̃ ik
~1!5 r̃v2d ik1] j G̃@d jk] i1d ik] j22d i j ]k#1] i H̃]k ,

~38!

L̃ ik
~2!5 r̃ fv

2d ik1] i C̃]k , ~39!

for a particular situation in which we can find an explicit
analytical expression for the right-hand side of Eq.~37!. In
the following, we neglect fluctuations of the densitiesr and
r f . This is possible because of the restriction to low frequen-
cies. It can be shown that incorporation of density fluctua-
tions yields a correction to the backgroundP wave number
@the second term in Eq.~36!#, which scales withv3, whereas
the other fluctuations result in av2 dependence, as shown
below. This simplification is also in accordance with the 1-D
result,17 where the density fluctuations do not appear in the
final expression for the effectiveP wave number though
these fluctuations were not neglecteda priori. These simpli-
fications yield

L̃ ik
~1!5]kG̃] i1] jd ikG̃] j22] i G̃]k1] i H̃]k , ~40!

L̃ ik
~2!5] i C̃]k . ~41!

A detailed computation of the threeQik
(1) terms in Eq.

~37! using the perturbing operators~40! and~41! is provided
in Appendix B. The result in the wave number domain can be
represented as

q33
~1!5qHH1qHG1qHC1qGG1qGC1qCC, ~42!

where

qHH5
1

8p3 kp
2S H2

Pd
BHH~0!

1
C2

N
kps

2 E
0

`

rBHH~r !exp@ ikpsr #dr D , ~43!
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qHG52
1

3p3 kp
2S GH

Pd
BHG~0!

1
a2MG

Pd
kps

2 E
0

`

rBPM~r !exp@ ikpsr #dr D , ~44!

qHC52
1

4p3

C2

N
kp

2S BHC~0!

1kps
2 E

0

`

rBHC~r !exp@ ikpsr #dr D , ~45!

qGG5
1

15p3

G

NH2 kp
2S @4C2G14NHG1NH2#BGG~0!

14C2Gkps
2 E

0

`

rBGG~r !exp@ ikpsr #dr D ~46!

qGC5
1

3p3

a2MG

Pd
kp

2S BGC~0!

1kps
2 E

0

`

rBGC~r !exp@ ikpsr #dr D , ~47!

qCC51
1

8p3

C2

N
kp

2S BCC~0!

1kps
2 E

0

`

rBCC~r !exp@ ikpsr #dr D . ~48!

Here,BHH , BHC , BHG , BGG , BGC , BCC denote the~cross-!
correlation functions of the random fieldsH̃, G̃, andC̃ de-
fined by Eq.~19!. In the derivation of theQik

(1) terms we
assumed that the random media realizations are statistically
isotropic and therefore the correlation functions depend only
on r. The upper bar denoting the background properties is
omitted. It is important to note that Eqs.~43!–~48! will pro-
vide a correction term to the backgroundP wave number
@see Eq.~36!#, which exclusively accounts for conversion
scattering into Biot’s slow wave. The separation of terms in
the operatorQik

(1) that describe the scattering process from
fast into Biot’s slowP wave and all other scattering pro-
cesses is possible because of the low-frequency assumption
@Eq. ~3!#. In other words, because of the large separation
between the two characteristic frequencies for ordinary elas-
tic scattering and conversion scattering into Biot’s slow
wave, we can distinguish between the different scattering
processes, using the frequency dependency of the corre-
sponding terms in the scattering equation~see also Appendix
B!.

We will now assume that all correlation functions are of
the same functional form and only differ by theirs variances,
i.e., BXY5sXY

2 B(r ) with B(0)51 andB(`)50. Substitut-
ing then expressions~43!–~48! into Eq. ~36! we obtain the
final result for the effectiveP wave number,

k̄p5kpS 11D21D1kps
2 E

0

`

rB~r !exp@ ikpsr #dr D , ~49!

with the dimensionless coefficients

D15
a2M

2Pd
S sHH

2 22sHC
2 1sCC

2 1
32

15

G2

H2 sGG
2

2
8

3

G2

H
sHG

2 1
8

3

G

H
sGC

2 D , ~50!

5
a2M

2Pd
S K S «H2

4

3

G

H
«G2«CD 2L 1

16

45

G2

H2 sGG
2 D ,

~51!

D25D11
1

2
sHH

2 2
4

3

G

H
sHG

2 1S 4G

H
11D 4

15

G

H
sGG

2 .

~52!

The structure of the effectiveP wave number can be ex-
plained as follows: Due to the presence of random inhomo-
geneities, there are two terms added to the background wave
numberkp . The first term,D2 , is frequency independent and
consists in a weighted sum of the variances of the random
fieldsH̃, G̃, andC̃. The second term is frequency dependent
and contains an integral over the correlation function multi-
plied by a weighted sum of the variances,D1 . It is important
to note that the expression fork̄P describes only the process
of conversion scattering from fast into slowP waves. The
contribution of purely elastic scattering is left out. The cor-
responding result would include additional terms involving
the correlation functionsBHH , BGG , andBHG that describe
the elastic scattering~P to P andS waves! and produces the
typical Rayleigh frequency dependence for attenuation.23 In
other words, the second and third terms of the effectiveP
wave number~49! correspond to the mechanism of wave-
induced fluid flow only. Therefore, an analysis of the prop-
erties of k̄p gives insight into the relationship between the
properties of elastic waves and wave-induced flow. By defi-
nition, the real part ofk̄p is related to the phase velocityv
throughv(v)5v/R$k̄p%, whereas the imaginary part yields
the attenuation coefficientg: g(v)5T$k̄p%. From the struc-
ture of Eq.~49!, it can be seen that the phase velocity of the
coherent wave in an equivalent medium is smaller than in the
background medium. By inspection we find thatg.0, that
is, the coherent wave is exponentially damped. A detailed
analysis of attenuation and velocity dispersion in an equiva-
lent medium is presented in a companion paper.

IV. RANGE OF APPLICABILITY

The derivation of the dispersion relation~49! and the
associated results on attenuation and phase velocity disper-
sion are based on several assumptions that restrict their range
of applicability. The main restriction on our results is due to
the use of the first-order statistical smoothing approximation.
In the acoustic case the applicability condition of this ap-
proximation can be written as16

sn
2~ka!2!1, ~53!

wheresn
2 denotes the variance of the velocity fluctuations,k

is the wave number of a wave propagating in the homoge-
neous background, anda is a characteristic length scale as-
sociated with the size of the inhomogeneities. Condition~53!
ensures that the correction terms to the background wave
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number@similar to those in Eq.~49!# are small. More pre-
cisely, this condition was obtained by analyzing the next
term in the equation for the kernel-of-mass operatorQ and
requiring that the difference between the correction terms
from the first-order statistical smoothing and that of the next,
higher-order approximation is small. It is natural to assume
that a similar condition must hold in the poroelastic case.

Using the first-order statistical smoothing the kernel-of-
mass operatorQ can be approximated byQB'^L̃G0L̃ & @Eq.
~29!#. The next term in the infinite series forQ reads as

Q~2!5^L̃ ḠL̃ &, ~54!

where Ḡ is the matrix of the mean Green’s tensors found
from the first-order statistical smoothing. To computeQ(2),
we assume that there is no multiple scatter of slowP waves
into slow P waves and, therefore, the mean Green’s tensor
componentḡ33

F is still of the form ~35!. Then we can derive
from Eq. ~33! an equation for the effectiveP wave number
similar to~36!, but now involvingq33

(1) determined from~54!.
The computation ofq33

(1) according to~54! is analogous to
that shown in the previous section and results in an effective
P wave numberk̄p2 :

k̄p2'kp1D2kp1D1k̄pkps
2 E

0

`

rB~r !exp@ ikpsr #dr, ~55!

with k̄p given by ~49!. Let us compare this result with the
result for the effective wave number using first-order statis-
tical smoothing@Eq. ~49!#. Assuming thatk̄p can be repre-
sented as a sum of background wave numberkp and a cor-
rection term Dk, the difference between~55! and ~49!
becomes

k̄p22 k̄p5DkD1kps
2 E

0

`

rB~r !exp@ ikpsr #dr. ~56!

A necessary condition for the significance of the correction
term using the first-order statistical smoothingDk is the
smallness of the difference~56! compared toDk:

U k̄p22 k̄p

Dk
U!1. ~57!

Using for instance the correlation functionB(r )
5exp(2uru/a), we obtain, from~56! and ~57!,

max$D1~ ukpsua!2,D2%!1. ~58!

Relation ~58! gives an estimate of the applicability of the
first-order statistical smoothing approximation. That is, our
results can be used in the case of weak-contrast media and
weak wavefield fluctuations.

Physically, the existence of slowP waves is associated
with the equilibration of pore pressure that at low frequen-
cies is controlled by the diffusion equation with diffusion
length18 lD5Ak0N/vh. Therefore, the interplay between
lD and the correlation lengtha defines two different re-
gimes. IflD.a then the wave-induced pressure disturbance
is equilibrated. This relation holds for low frequencies and
thus defines the low-frequency or relaxed regime. Con-
versely, iflD,a then there is not enough time for the pore

pressure to relax. This unrelaxed case occurs at high frequen-
cies. A characteristic frequency that separates these low- and
high-frequency regimes can be written as

vc5
k0N

a2h
. ~59!

Note that this characteristic frequency is identical to the fre-
quency where maximal attenuation occurs.24 The existence
of both regimes within our wavefield approximation, which
is based on the low-frequency approximation of Biot’s equa-
tions, is only possible if

vc!vB , ~60!

which imposes the additional condition for the average size
of the mesoscopic inhomogeneities,

a2@
k0N

hvB
. ~61!

Conditions~58! and~61! define the range of applicability of
our results. Whereas condition~60! is a necessary condition
for the validity of our results, there exists another condition
for the observability of wave-induced flow. Only ifvc is
sufficiently different from the characteristic frequency, where
elastic scattering of the fast wave modes dominates~i.e., P
→P andP→S), it is possible to distinguish between the two
processes. Elastic scattering will dominate at frequencyvS

5c/a, where c is the phase velocity of the fastP-wave
mode. Therefore, the observability conditionvS:vc im-
posesa2:k0

2Nr/(h2H).

V. REDUCTION TO THE 1-D CASE

In order to further substantiate our results, we analyze
their connection with the known 1-D result. For a system of
randomly layered porous media an effective, complexP
wave number was obtained earlier by Gurevich and
Lopatnikov;17 see their equation~56!. This 1-D result is also
based on the method of~first-order! statistical smoothing. If
only the parameterM fluctuates, the 1-D result can be rewrit-
ten as

k̄p
1D5kp* F11

1

2
i
a2M

Pd
kps* E

0

`

dz BMM~z!exp@ ikps* z#G ,
~62!

where kp* and kps* denote effective wave numbers that in-
volve effective parametersH* , N* , and effective densities
r* , q* . These effective parameters can be computed accord-
ing to the so-called poroelastic Backus averaging.17,18,28By
neglecting terms higher thanO(e2)—which is the overall
precision of the weak-fluctuation approximation—we can re-
placekps* with kps . The effective parameterH* is computed
according to

H* 5Pd1a2M* 5Pd1a2K 1

M L 21

'HF12
a2M

H
BMM~0!G .

~63!

Then the effectiveP wave numberkp* can be expressed as
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kp* 5vAr*

H*
'kpF11

1

2

a2M

H
BMM~0!G . ~64!

Using ~64! Eq. ~62! can be written in the form

k̄p
1D5kpF11

a2M

2H
BMM~0!

1
1

2
i
a2M

Pd
kpsE

0

`

dz BMM~z!exp@ ikpsz#G . ~65!

We will now show that the 1-D result~65! can be recov-
ered from the 3-D result. To do so, we analyze the expression
for the Qik tensor component in the wave number domain
q33 that is of the form@cf. Eq. ~B5!#

q33}E d3r B~r !
exp@ ikpsR#

R
exp@2 iK "r #, ~66!

where we used only the poroelastic part ofGi j ,i j
F and R

5ur u. Note that in order to obtain Eq.~66! it is not necessary
to assume statistical isotropy. We are now considering the
following limiting situation.

~a! To degenerate the 3-D random medium into a 1-D
random medium we stretch the correlation lengths perpen-
dicular to the direction of wave propagation,a' , to infinity
so that the correlation function becomes only a function ofz
with parameterai , i.e., the correlation length parallel to the
direction of wave propagation. Obviously, if the wave propa-
gates mainly in thez direction we can also write the spatial
wave vector asK'(0,0,kp)T.

~b! Since in such a 1-D random medium there are only
two directions of wave propagation (6z), we can use the
small-angle approximation16 ~or Fresnel approximation! of
the propagator-like term exp@ikpsR#/R:

exp@ ikpsR#

R
'

exp@ ikpsz#

z
expF ikpsr t

2

2z G , ~67!

wherer t denotes the absolute value of the transverse coordi-
nate vectorr t5(x,y)T. Introducing the simplifications pro-
posed in~a! and ~b! into Eq. ~66! and using cylindrical co-
ordinatesd3r5dz drt df r t , we obtain

q33}4pE
0

`

dz B~z!
exp@ ikpsz#

z
exp@2 ikpz#

3E
0

`

drt r t expF ikpsr t
2

2z G . ~68!

The low-frequency conditionkp /kps!1 means that we can
replace the exponential exp@2ikpz# by 1. The integral with
respect tor always converges becausekps is complex and
produces an exponential decreasing multiplier. After per-
forming the integration and substituting the result into Eq.
~36!, we obtain

k̄p5kpF11
a2M

2H
BMM~0!

1
1

2
i
a2M

Pd
kpsE

0

`

dz BMM~z!exp@ ikpsz#G , ~69!

which is identical to Eq.~65!.
In conclusion, the 1-D effectiveP wave number can be

exactly obtained from the 3-D result. We note that we have
only considered the particular case ofM fluctuations. How-
ever, the approach can be also applied in the case of other
parametrizations.

VI. CONCLUSIONS

In the framework of the theory of wave propagation in
random media we analyzed the properties of the coherent
wave propagating in poroelastic random media. Neglecting
the ordinary elastic scattering, we only accounted for conver-
sion scattering from fastP into Biot’s slow P wave. This
process of conversion scattering is equivalent to the mecha-
nism of pore-pressure relaxation due to wave-induced pertur-
bations. Thus, our results describe the relationship between
the dynamic properties of the coherent wavefield and the
mechanism of wave-induced fluid flow. In particular, we
have derived an explicit expression for the effectiveP wave
number@Eq. ~49!# by applying first-order statistical smooth-
ing of Biot’s equations of poroelasticity with randomly vary-
ing coefficients. This wave number is complex and involves
an integral over the correlation properties of the medium
fluctuations. From this result it can be seen that the associ-
ated phase velocity is smaller than in the homogeneous back-
ground medium and that the wave is exponentially damped.
We have shown that the previously reported effectiveP wave
number for randomly layered media17 can be derived from
the more general 3-D result.

Our approach is limited to the case of weak-contrast,
mesoscopic inhomogeneities@conditions ~58! and ~61!#. In
this paper we focused the analysis to wave propagation in
statistically isotropic random media. However, the results
can be probably generalized to the case of statistically aniso-
tropic random media. An advantage of the statistical ap-
proach is its flexibility to handle complex geometrical distri-
butions of the inhomogeneities. Only the spatial correlation
of the fluctuations need to be known in order to compute the
dynamic wavefield attributes. A detailed analysis of fre-
quency dependencies of attenuation and dispersion due to
wave-induced fluid flow and the potential applicability of the
results to real rocks will be the subject of a companion
paper.24
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APPENDIX A: POROELASTIC GREEN’S TENSORS

The complete set of Green’s tensors for a homogeneous
and isotropic poroelastic continuum—including electroseis-
mic coupling—was derived by Pride and Haartsen.25 We re-
produce only those parts of the Green’s tensors, which are
related to poroelastic wave propagation. Furthermore, we can
simplify these tensors for low frequencies withukpu/ukpsu
!1. We obtain
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Gi j
F ~r2r0!5

1

4prv2 S @ks
2d i j 1] i] j #

eiksR

R
2] i] j

eikpR

R D
2

C2

H2

1

4pqv2 ] i] j

eikpsR

R
, ~A1!

Gi j
f ~r2r0!5

C

H

1

4pqv2 ] i] j

eikpsR

R
~A2!

Gi j
w~r2r0!52

1

4pqv2 ] i] j

eikpsR

R
, ~A3!

whereR5ur2r0u. In homogeneous and isotropic media the
Green’s tensors only depend onR. In the low-frequency ver-
sion of Biot’s equations, the wave numbers of fastP, S, and
slow P waves are defined as

kp5vAr

H
, ks5vAr

G
, kps5Aivh

k0N
5vAq

N
,

~A4!

whereN5M Pd /H. Note that the first three terms ofGi j
F are

formally identical to the elastodynamic Green’s tensor.29 In-
deed, in the elastic limit (Kd→Kg , a→0 and f→0, k0

→0), the set of Green’s tensors~A1!–~A3! reduces to the
single elastodynamic Green’s tensor,

Gi j
elast~r2r0!5

1

4prv2 S @ks
2d i j 1] i] j #

eiksR

R
2] i] j

eikpR

R D ,

~A5!

where the P wave number is now given bykp

5vAr/(Kd14/3G).
We define the spatial Fourier transform pair in the fol-

lowing way:

Gi j ~r2r 8!5E d3K gi j ~K !exp@ iK•~r2r 8!#, ~A6!

gi j ~K !5
1

~2p!3 E d3~r2r 8!Gi j ~r2r 8!exp@2 iK•~r2r 8!#.

~A7!

In the wave number domain the Green’s tensors~A1!–~A3!
read as

gi j
F ~K !52

1

8p3

1

rv2 S ks
2d i j 2KiK j

ks
22K2 1

KiK j

kp
22K2D

2
1

8p3

C2

H2

1

qv2

KiK j

kps
2 2K2 , ~A8!

gi j
f ~K !5

1

8p3

C

H

1

qv2

KiK j

kps
2 2K2 , ~A9!

gi j
w~K !52

1

8p3

1

qv2

KiK j

kps
2 2K2 . ~A10!

APPENDIX B: COMPUTATION OF THE OPERATOR
Qik

„1…

In this appendix we compute the kernel-of-mass opera-
tor Qik

(1)(r 82r 9) defined in Eq.~37!. First we note that the
three terms in Eq.~37! are of the same structure,

Qik~r 82r 9!5^~Li j
~X!!8 Gjl

Z ~r 82r 9! ~Llk
~Y!!9&, ~B1!

where X51,2, Y51,2, Z5F, f ,w while single and double
primes indicate whether in the differential operatorLi j dif-
ferentiation is with respect tor 8 or r 9. It is therefore suffi-
cient to present the detailed manipulations only for one term.
For example, for the differential operators (Li j

(1))85] i8H̃8] j8

and (Li j
(2))95] l9C̃9]k9 , we have

Qik5^] i8H̃8] j8 Gjl
Z ~r 82r 9! ] l9C̃9]k9&. ~B2!

We now use partial integrations to shift the spatial de-
rivatives] j8 and] l9 to the Green’s function@and make use of
the propertyGZ(R→`)50]. Averaging Eq.~B2! yields

Qik5] i8 „BHC~r 82r 9! Gjl , j l
Z ~r 82r 9!… ]k9 , ~B3!

where we made use of the assumption of statistically homo-
geneous random fields@Eq. ~19!#. The Fourier transform of
Qik is defined as

qik~K !5
1

8p3 E d3~r 82r 9!Qik~r 82r 9!exp@2 iK•~r 8

2r 9!#. ~B4!

Noting that spatial derivatives correspond to multiplications
in the wave number domain (] j↔ iK j ), we can expressqik

as

qik~K !5
2KiKk

8p3 E d3r BHC~r !Gjl , j l
Z ~r !exp@2 iK•r #.

~B5!

Next, we need to compute the spatial derivatives of the
Green’s tensors. The poroelastic part of Green’s tensor in Eq.
~A1! as well as Green’s tensors in Eqs.~A2! and~A3! are of
the form Gi j

poro}] i] j (e
ikpsR/R). After differentiation we ob-

tain

Gi j ,i j
poro~r !}2kps

2 S kps
2 eikpsR

R
14pd~r ! D . ~B6!

Analogously, for the derivatives of the elastic part of Green’s
tensor~A1! given by equation~A5! we find

Gi j ,i j
elast~r !}2kp

2S kp
2 eikpR

R
14pd~r ! D . ~B7!

Note that the derivatives in~B6! and ~B7! are of the same
functional form, despite the fact thatGi j

elast includesS wave
contributions. These contributions, however, cancel out when
Gi j ,i j

elast is computed. The parts of the differential operatorLik
(1)

involving fluctuations of the shear modulus require the com-
putation of the termsG33,33

elast andG3 j ,3j
elast . It can be shown that

these derivatives can be expressed in terms ofGi j ,i j :

G33,335Gi j ,i j S 1

2 E0

p

du sinu cos4 u1O~kp
2R2! D . ~B8!

5Gi j ,i j S 1

5
1O~kp

2R2! D . ~B9!

Analogously,

G3 j ,3j5Gi j ,i j ~
1
3 1O~kp

2R2!!. ~B10!
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Neglecting terms of the orderO(kp
2R2) will produce no ad-

ditional inaccuracy because of the restriction to low frequen-
cies. Because of the same argument, we also neglect the first
term in ~B7!. It is this term that is responsible for dynamic
effects of elastic scattering and that is left out in the present
analysis.

Inserting expressions~B6! and~B7! into Eq.~B5!, intro-
ducing spherical coordinates, assuming statistical isotropy
@B(r )5B(ur u)#, and integrating over the angular coordi-
nates, we obtain

q3352
1

4p3

C2

N S kp
2BHC~0!

1kpkps
2 E

0

`

dr BHC~r !exp@ ikpsr #sin~kpr ! D . ~B11!

In accordance with our low-frequency assumption, we re-
place the sine function by its argument and obtain Eq.~45!.
Repeating these computations for the remaining terms in-
volving correlations and cross-correlation between the ran-
dom fields ofH,G, andC yields Eqs.~43!–~48!.
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Linear and nonlinear propagation of higher order modes
in hard-walled circular ducts containing a real gas
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This paper deals with the linear and nonlinear propagation of sound waves through a real gas
contained in a circular tube with rigid, isothermal walls. Special emphasis is placed on the
asymptotically correct treatment of the higher order modes and their interaction with the acoustic
boundary layer. In the first part, a linear perturbation analysis is carried out to calculate the
correction terms arising from the viscothermal damping mechanisms present in the system. In
extension to previous work, the propagation length is assumed to be so large that the exponentially
growing boundary layer effects do not only affect the second order terms of the sound pressure but
also the leading order terms. The series expansions derived for the propagation parameters extend
the results given in the literature with additional terms resulting from viscosity and heat conduction
in the core region. The second part is concerned with the nonlinear modulation of a wave packet
transmitted through a real gas. A damped nonlinear Schro¨dinger equation is derived and its solutions
for positive as well as negative values of the nonlinearity parameter are studied. In particular, the
case of wave propagation in ducts containing a so-called BZT fluid is discussed. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1869113#

PACS numbers: 43.25.Cb, 43.25.Ba, 43.20.Mv, 43.20.Hq@MO# Pages: 1806–1827

I. INTRODUCTION

Since the end of the 19th century the problem of extend-
ing the classical Kirchhoff ‘‘wide tube’’ result1 for the visco-
thermal attenuation of plane waves, which was derived from
a general dispersion relation, to other cases, such as narrow
tubes, higher order modes, and finite amplitude sound waves
propagation, has been subject of a number of papers.
Rayleigh2 was one of the first to obtain useful approxima-
tions for the narrow tube, i.e., the case where the driving
frequencies are so low that the viscothermal boundary ex-
tends itself over the whole tube diameter. In 1949 Zwikker
and Kosten3 introduced an approximate theory based on the
so-called low reduced frequency assumptions that enabled
the simplification of the basic equations such that the trans-
mission line parameters of the fundamental mode could be
given in closed form for a wide range of driving frequencies.
A thorough discussion of this approach including compari-
sons with the investigations of other authors and with nu-
merical solutions of Kirchhoff’s general dispersion equations
can be found in the 1975 paper by Tijdeman~see Ref. 4 and
the references therein!. Later Keefe5 derived more accurate
higher order series expansions of the plane wave transmis-
sion line parameters for the cases of high and low frequency
waves. The applicability and validity of these results from
the viewpoint of a systematic perturbation analysis have re-
cently been studied by Scheichl.6

By applying the method of boundary layer admittance,
Beatty7 calculated the leading order boundary layer attenua-
tion caused by the viscous and thermal losses of all higher
modes which opened the way to more refined analyses with
respect to higher order corrections and the frequency range

around the cutoff frequencies~see, e.g., Refs. 8 and 9!. A
detailed investigation on that topic within the framework of a
linear multiple scales perturbation theory is presented in Ref.
6. However, this study is confined to the case of axisymmet-
ric wave motion.

Moreover, in many physical problems, the sound pres-
sure levels involved might become so high that the problem
cannot be treated using a linear analysis. Again, by adopting
the assumption that the frequencies are sufficiently high such
that the flow field can be split into a thin viscous wall layer
and an essentially inviscid core layer, Chester10 and indepen-
dently also Blackstock11 were able to derive a generalized
Burgers equation for~almost! plane waves where the bound-
ary layer effects are described by a dissipative-dispersive
memory term. It should be mentioned that the same equation
may also be used to calculate the slowly time-varying distor-
tions of the profiles of counterpropagating waves and the
buildup of standing nonlinear oscillations in resonators~cf.
the articles by Gusevet al.12 and Menguy and Gilbert13!. The
experiments reported in the latter paper are in good accor-
dance with the theoretically predicted pressure amplitudes.
In extension to Blackstock’s studies, by adopting the
Khokhlov-Zabolotskaya-Kuznetsov model, Makarov and
Vatrushina14 analyzed the case of the wavelengths being so
short that the losses in the core region are of the same order
of magnitude as the boundary layer effects and, after averag-
ing the sound pressure over the cross section, arrived at a
modified Blackstock equation. For a more in-depth discus-
sion of these and other theoretical models, the reader is re-
ferred to the review paper by Makarov and Ochmann.15

As far as the nonlinear propagation of higher order
modes in circular ducts is concerned, the investigation by
Keller and Millman16 should be mentioned, who, using the
method of strained parameters, determined the nonlineara!Electronic mail: stefan.scheichl@oeaw.ac.at
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wave number shift for the symmetrical modes. In the 1998
paper by Foda17 the same technique is used in order to in-
vestigate the nonlinear interaction of different modes. Fur-
thermore, Nayfeh18 derived a nonlinear Schro¨dinger equation
for the propagation of a wave packet centered at the wave
number and the frequency of a higher order carrier mode by
applying the method of multiple scales. This is the study the
second part of this present paper is based on.

In contrast to previous work where the fluid, in general,
is assumed to be perfect gas, the investigations presented
here are concerned with the physical processes taking place
when sound is transmitted through a real gas. Both, linear as
well as nonlinear wave propagation in a hard walled circular
tube, will be studied. In order to ensure that the acoustic
motion is not dominated by thermoviscous effects, the driv-
ing frequencies are presupposed to be sufficiently high such
that the spatial range consumed by the boundary layer is
small compared to the tube diameter. Consistent with that,
the characteristic wavelength is assumed to be of the same
order of magnitude as the diameter or smaller and, conse-
quently, the occurrence of higher order modes has to be
taken into account. The paper is structured as follows.

The first part deals with the linear wave propagation
under the action of boundary layer and core layer attenua-
tion. The primary aim pursued in this study is to derive the
asymptotically correct solutions for the involved field quan-
tities including the second-order terms that are uniformly
valid over a considerably larger spatial range than that con-
stituted by the wavelengths. To this end, themethod of mul-
tiple scalesis applied. Additionally, themethod of matched
asymptotic expansionsis used, in order to analyze the
changes in lateral direction within the boundary layer. As
already shown in Ref. 6 for the symmetrical modes, a higher-
order perturbation analysis also incorporating the dissipative
losses in the core region turns out to be necessary if the
length of the tube becomes so large that the exponentially
growing effects due to viscosity and heat conduction in the
wall layer do not only affect the second-order correction
terms of the sound pressure but also the leading order terms.
The thus obtained results extend the solutions for the radial
modes given in Ref. 6 with the corresponding expressions
for the asymmetrical modes and, furthermore, also account
for the effects arising from the adoption of a general equation
of state.

In the second part, beginning with Sec. IV, the same
perturbation techniques as before are used to derive an enve-
lope evolution equation for the temporal and spatial modula-
tion of nonlinear, dispersive waves propagating in a long
circular duct containing a real gas. This equation will turn
out to be a nonlinear Schro¨dinger equation, extended with a
dissipative damping term resulting from the thermoviscous
boundary layer effects. In addition, the expressions for the
second-order correction terms are calculated.

As mentioned before, a similar analysis, however, re-
stricted to the case of a perfect gas was carried out by
Nayfeh.18 Extending this study to real gases is motivated by
the following observations: It is well known that the propa-
gation of weakly nonlinear plane waves in homogeneous,
nondissipative media can be described by an inviscid Bur-

gers equation in which the so-calledfundamental derivative
~at constant entropys̃),

G5
1

c̃ S ]~ r̃ c̃!

]r̃ D
s̃

511
B

2A
, ~1!

accounts for the rate of change of the sound speedc̃ with
densityr̃ ~see, e.g., Ref. 15!. In this definition, as usual, the
ratio B/A denotes the so-calledacoustic nonlinearity param-
eter, whereas the quantityG is sometimes also referred to as
the intrinsic gasdynamic nonlinearity parameter. For perfect
gases with constant specific heats,G5(g11)/2.0, whereg
represents the ratio of the specific heats, and the fluid motion
is said to exhibit positive nonlinearity. In this case onlycom-
pression shockscan form and propagate in the gas. The pos-
sibility that alsorarefaction shockscan form in real fluids,
i.e., thatG might become negative, seems to have been rec-
ognized first by Bethe19 and independently by Zel’dovich.20

A class of fluids involving gases with high specific heats can
be identified for which the curvature of the isentropes in the
pressure-density state space is reversed near the coexistence
curve in the vicinity of the critical point and, consequently,G
changes sign. More sophisticated studies based on the
Martin-Hou equation of state are due to Thompson and
co-workers,21,22 who gave specific examples of such fluids,
which include hydrocarbons and fluorocarbons of moderate
complexity. In recognition of these investigations, fluids hav-
ing the distinguishing property that the fundamental deriva-
tive can change sign are commonly referred to as BZT fluids.
Two impressive analyses of several commercially available
florocarbons by means of the Martin-Hou equation are given
in the 1989 paper by Cramer23 and the 1997 paper by Mo-
nacoet al.24 and clearly substantiate the existence of nega-
tive nonlinearity regions. Recently, also fluids belonging to
the group of the so-called siloxanes were shown to be pos-
sible candidates for media with a negativeG region in the
gaseous state.25 Furthermore, Kluwick26 demonstrated that if
the equilibrium state of the BZT fluid is chosen to be in the
neighborhood to the transition line whereG50, the propaga-
tion of planar, weakly nonlinear acoustic waves in rigid tubes
is governed by a modified Burgers equation very similar to
that derived by Blackstock,11 however, extended with an ad-
ditional cubic nonlinearity term.

The consequence of the above discussion is that the pos-
sibility of G,0 obviously provides new physical phenomena
in gas dynamics and acoustics and, thus, may also be of
importance for the case considered in the second part,
namely, the evolution of a wave packet centered at the wave
number and the frequency of a higher order carrier mode. As
it will turn out, the type of nonlinearity is then not only
determined by the fundamental derivate, but also by its first
derivative with respect to the density.

II. PROBLEM FORMULATION

In this paper, the linear and the weakly nonlinear wave
propagation in a rigid circular tube with isothermal walls
containing a real gas will be investigated. The problem con-
sidered and the notation used are shown in Fig. 1.
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A. General assumptions

Throughout the investigations, the following assump-
tions are adopted:

Re5
c̃0l̃ r̃0

m̃0

@1, l 5
R̃

l̃
@

1

ARe
, M5

W̃

c̃0

!1. ~2!

Here, the quantitiesc̃5A(] p̃/]r̃) s̃ , p̃, r̃, s̃, m̃, l̃, R̃, and
W̃, and the parameters Re,l, and M denote the speed of
sound, the fluid pressure, the density of the fluid, the specific
entropy, the dynamic viscosity, the characteristic wavelength,
the radius of the tube, the characteristic particle velocity, the
acoustic Reynolds number, the reduced frequency,4 and the
Mach number. Quantities evaluated at the equilibrium refer-
ence state are indicated by the subscript 0.

Furthermore, it is assumed that the fluid is a gas such
that the equilibrium quantities satisfy

b̃0q̃05O~1!, g0215
C̃p0

C̃v0

215O~1!,

Pr5
m̃0C̃p0

k̃0
5O~1!, ~3!

G05O~1!, L05F r̃S ]G

]r̃ D
s̃
G

0

50~1!,

where b̃52(1/r̃)(]r̃/]q̃) p̃ , q̃, g, k̃, Pr, andL represent
the coefficient of thermal expansion, the temperature, the ra-
tio of the specific heats, the thermal conductivity, the Prandtl
number, and the first derivative of the fundamental derivative
~1!.

Since Pr5O(1), thethermal and the viscous boundary
layer thicknesses are of the same order of magnitude~see,
e.g., Ref. 15!:

d̃ t;d̃v;A m̃0

ṽr̃0
;

l̃

ARe
, ~4!

with ṽ being the radian driving frequency. Consequently, the
first and second restrictions in Eq.~2! can be interpreted as
defining two ordering relationships for the most relevant
geometrical scales, i.e., the wavelength, the radius, and the
spatial range consumed by the boundary layer: As a result of

Re;
l̃2

d̃v
2

@1, l 2 Re;He2 Re;St25
R̃2

d̃v
2

@1, ~5!

where

He5
ṽR̃

c̃0
, St5Aṽr̃0R̃2

m̃0
, ~6!

the quantityd̃v turns out to be small compared to the char-
acteristic wavelength as well as the radius. Here, the quanti-
ties He; l and St are the Helmholtz number and the Stokes
number, respectively.

In order to capture the most relevant effects arising from
the excitation of higher order radial and azimuthal modes,
the linear investigations in Sec. III will proceed from the
assumption that the characteristic wavelengthl̃ is compa-
rable to the diameter of the duct, i.e.,l 5O(1), whereas the
propagation length will be presupposed to be much larger
thanl̃. In extension to that, the case ofR̃ being much larger
than the wavelengths, will be considered in Sec. III B. As
mentioned in the Introduction, the opposite case, i.e., linear
plane wave propagation withl !1, has already been exten-
sively discussed in the literature.

For the study in Sec. IV dealing with the nonlinear
propagation of a wave packet, it will again be assumed that
R̃;l̃. However, as explicated in Ref. 18, the fundamental
mode has to be excluded as a potential carrier mode. This is
due to the fact that it propagates as a nearly plane wave and,
thus, at the same speed as its harmonics. Consequently, it
cannot be excited without strongly exciting the higher har-
monics as well since the effect of gas nonlinearity leads to a
cumulative distortion of the wave and a shift of energy
among the several harmonics. Analyzing this case within the
framework of an asymptotic perturbation theory would re-
quire the application of the plane wave evolution equation
proposed by Blackstock11 and others10,12,13 or, respectively,
its generalized version by Kluwick26 ~see the Introduction!.

B. Basic equations and perturbation approach

It is reasonable to formulate the problems under consid-
eration in terms of nondimensional quantities by involving

the wavelengthl̃, the radiusR̃, and the equilibrium quanti-
ties r̃0 , c̃0 , b̃0 , C̃p0 , andm̃0 introduced above:

z5
z̃

l̃
, r 5

r̃

R̃
, t5

t̃ c̃0

l̃
, v5

ṽl̃

c̃0

, vz5
ṽz

c̃0

,

v r5
ṽ r

c̃0
, vf5

ṽf

c̃0
, p5

p̃

r̃0c̃0
2 ,

~7!

r5
r̃

r̃0

, q5q̃b̃0 , c5
c̃

c̃0

, s5
s̃

C̃p0

,

b5
b̃

b̃0

, Cp5
C̃p

C̃p0

, h5
h̃

m̃0
.

Here,vz , v r , vf , andh denote, respectively, the velocities
in axial, radial, and azimuthal directions, and the bulk vis-
cosity. Furthermore, the scaling parameter

a5d
l̃

R̃ARe
5

d

lARe
~8!

FIG. 1. Sketch showing duct geometry and notation.
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is introduced whered is an arbitrary constant of orderO(1),
which, together with Eqs.~2! and ~5!, leads to the relation-
ship a;St21.

In the following analysis it will be assumed that the
variations of the thermal conductivity and the dynamic vis-
cosities are so small that these quantities can be regarded as
constant, i.e.,k̃5k̃0 , m̃5m̃0 , and h̃5h̃0 . However, it
should be emphasized that due to the assumption of a very
small Mach number@see Eq.~2!# the results derived below
would remain unchanged even if the commonly used ap-
proximative power laws k̃5k̃0(q̃/q̃0)s and m̃

5m̃0(q̃/q̃0)s, where the coefficient s5O(1), were
adopted.

The three-dimensional Navier-Stokes equations in cylin-
drical coordinates, the continuity equation, the energy equa-
tion, and the general equation of state then read

r
dvz

dt
5

a2l 2

d2 S 4

3
1h0D ]2vz

]z2 1
a2

d2

1

r

]

]r S r
]vz

]r D
1

a2

d2

1

r 2

]2vz

]f2 1
a2l

d2 S 1

3
1h0D

3
1

r F ]

]r S r
]v r

]z D1
]2vf

]z]fG2
]p

]z
, ~9!
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dr

dt
1r“"v50, ~12!

rq
ds

dt
5rCp

dq

dt
2G0qb

dr

dt
5

a2l 2

d2Pr
Dq1

a2l 2

d2 ~g21!F,

~13!

c2~dr!5S 11G0

c2qb2

Cp
D ~dp!2c2rb~dq!. ~14!

The quantityF appearing in the last term in Eq.~13! is the
so-called dissipation function nondimensionalized by
( c̃0

2m̃0)/l̃2; its explicit form can be found, e.g., in Ref. 27.
However, the terma2F will turn out to be negligibly small.
Furthermore,d/dt denotes the substantial derivative of a sca-
lar A,

dA

dt
5

]A

]t
1v"“A, with “5S ]

]z
,
1

l

]

]r
,

1

lr

]

]f D T

,

~15!

and the divergence of a vectorA and the Laplacian are de-
fined by

“"A5S ]Az

]z
1

1

lr

]

]r
~rAr !1

1

lr

]Af

]f D , DA5“"“A.

~16!

Please note that in Eqs.~13! and ~14! the nondimensional
Grüneisen parameterG,

G5
r̃

q̃
S ]q̃

]r̃
D

s̃

5
c̃2b̃

C̃p

5
g21

q̃b̃
5

g21

qb
, ~17!

evaluated at the unperturbed reference state has been intro-
duced; Eq.~3! shows that G05O(1). In thecase of a perfect
gas, one obtainsc25gp/r, b51/q, c2qb2/Cp5G/G0, G
5g21 and, as expected, Eq.~14! reduces to

~dr!

r
5

~dr!

p
2

~dq!

q
⇒ p

rq
5

1

g0
5const. ~18!

Equations~9!–~14! will be solved subject to the bound-
ary conditions at the tube wall,

r 51: vz5v r5vf50, q5q̃0b̃0 , ~19!

and the condition that the solutions are bounded at the center
of the tube.

Utilizing the parameter introduced in Eq.~8! and assum-
ing that l̃5O(R̃), the conditions~2! and ~5! can be written
as

a!1, l 5O~1!, M!1 ~20!

since then Re21;a2!1 and St21;a!1, suggesting the use
of M and a as perturbation parameters for an asymptotic
analysis. Hence, the velocity components and the relevant
thermodynamic quantities are expressed in the form

v i5M~v i11av ia1a2v ia21¯ !

1M2~v iM1av iMa1¯ !1¯ ,

p5
p̃0

r̃0c̃0
2 1M~p11apa1a2pa21¯ !

1M2~pM1apMa1¯ !1¯ ,

r511M~r11ara1a2ra21¯ !

1M2~rM1arMa1¯ !1¯ , ~21!

q5q̃0b̃01M~q11aqa1a2qa21¯ !

1M2~qM1aqMa1¯ !1¯ ,
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c511Mc11¯ , b511Mb11¯ ,

Cp511MCp11¯ ,

where i 5z,r ,f, respectively. The sound pressure is thus
given byps5p2 p̃0 /( r̃0c̃0

2).
As will be shown in the following, significant simplifi-

cations of these expansions are possible if either the Mach
number is assumed to be very small~linear case! or M anda
can be related to each other such that only one perturbation
parameter is necessary~nonlinear case!.

III. THE LINEAR CASE

In order to avoid nonlinear effects entering the resulting
equations or, more precisely, those that are relevant to solv-
ing the problem, the Mach number is assumed to satisfy

M!a2. ~22!

Consequently, each unsteady perturbationw can be decom-
posed into a steady modal amplitude and a time-harmonic
function such that

w~z,r ,f,t !5R~ŵ~z,r ,f!ej vt!. ~23!

Here and in the following, the accents ‘‘ˆ ’’ denote complex-
valued quantities.

As shown in Ref. 6, the investigation of the most sig-
nificant features of the leading order and second-order terms
generated by acoustic waves emerging over spatial ranges in
the longitudinal direction of the orderO(a21) requires the
introduction of the length scalesz, z15az, andz25a2z ac-
cording to

ŵ~z,r ,f!→ŵ~z,z1 ,z2 ,r ,f!,
]

]z
→ ]

]z
1a

]

]z1
1a2

]

]z2
,

~24!

because otherwise the occurrence of secular terms could not
be avoided.

Substitution of the expressions~21! into the system~9!–
~14! generates a set of equations which is valid in the entire
width of the tube except the boundary region and, therefore,
is called theouter expansion. Close to the tube wall, where
the stretched lateral coordinate

y5
12r

a
~25!

is of O(1), viscosity and heat conduction play an important
role; these effects have to be accounted for by a separate
investigation of the boundary layer. Consequently, for the
inner expansion, the coordinater then has to be replaced
with 12ay and, furthermore,

]

]r
→2

1

a

]

]y
. ~26!

Please note that in the inner expansion, the density terms will
be denoted byC, whereas all other inner quantities will be
written in capital letters, for exampleVze . In order to match
the quantities arising from the two expansions, Van Dyke’s
asymptotic matching principle~see, e.g., Ref. 28, pp. 173–
179! will be applied.

Evaluation of the continuity equation~12! together with
the boundary conditions~19! then yields

]V̂r1

]y
50⇒V̂r150, ~27!

j vĈ11
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j vr̂11“"v̂150, ~30!
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1“"v̂a50, ~31!

j vr̂a21
] v̂za

]z1
1

] v̂z1

]z2
1“"v̂a250. ~32!

The inner and outer expansions of the Navier-Stokes equa-
tion ~10! governing the radial motion give

] P̂1

]y
5

] P̂a

]y
50, ~33!

j vV̂ra2
1

l

] P̂a2

]y
50, ~34!

j v v̂ r11
1

l

] p̂1

]r
50, j v v̂ ra1

1

l

] p̂a

]r
50, ~35!

j v v̂ ra22
l 2

d2

]2v̂ r1

]z2 2
1

d2 S 4

3
1h0D F1

r

]

]r S r
] v̂ r1

]r D2
v̂ r1

r 2 G
2

1

d2r 2

]2v̂ r1

]f2 2
l

d2 S 1

3
1h0D ]2v̂z1

]z]r
2

1

d2r S 1

3
1h0D

3S ]2v̂f1

]r ]f
2

1

r

] v̂f1

]f D1
2

d2r 2

] v̂f1

]f
1

1

l

] p̂1

]r
50. ~36!

Having substituted the expansions~21! into the Navier-
Stokes equations for the axial and azimuthal directions~9!
and ~11! and using Eq.~27!, one obtains

j vV̂z12
1

d2

]2V̂z1

]y2 1
] P̂1

]z
50,

~37!

j vV̂f12
1

d2

]2V̂f1

]y2 1
1

l

] P̂1

]f
50,

j vV̂za2
1

d2

]2V̂za

]y2 1
1

d2

]V̂z1

]y
1

] P̂a

]z
1

] P̂1

]z1
50,

j vV̂fa2
1

d2

]2V̂fa

]y2 1
1

d2

]V̂f1

]y
1

1

l
S ] P̂a

]f
1y

] P̂1

]f
D 50,

~38!

j c v̂z11
] p̂1

]z
50, j v v̂f11

1

lr

] p̂1

]f
50, ~39!
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j v v̂za1
] p̂a

]z
1

] p̂1

]z1
50, j v v̂fa1

1

lr

] p̂a

]f
50, ~40!

j v v̂za22
l 2

d2 S 4

3
1h0D ]2v̂z1

]z2 2
1

d2r

]

]r S r
] v̂z1

]r D
2

1

d2r 2

]2v̂f1

]f2 2
l

d2r S 1

3
1h0D F ]

]r S r
] v̂ r1

]z D1
]2v̂f1

]z]f G
1

] p̂a2

]z
1

] p̂a

]z1
1

] p̂1

]z2
50.

~41!

j v v̂fa22
l 2

d2

]2v̂f1

]z2 2
1

d2r F ]

]r S r
] v̂f1

]r D2
v̂f1

r G
2

1

d2r 2 S 4

3
1h0D ]2v̂f1

]f2 2
l

d2r S 1

3
1h0D ]2v̂z1

]z]f

2
1

d2r 2 S 1

3
1h0D ]

]r S r
] v̂ r1

]f D2
2

d2r 2

] v̂ r1

]f
1

1

lr

] p̂a2

]f

50.

The set of equations following from the inner expansion
of Eq. ~14! reads

Ĉ15g0P̂12Û1 , Ĉa5g0P̂a2Ûa ,
~42!

Ĉa25g0P̂a22Ûa2,

which holds for the outer expansion as well. Here, the rela-
tionship G0q̃0b̃05g021 resulting from Eq.~17! has been
used.

The term in the energy equation~13! containing the dis-
sipation function turns out to be of the orderO(M2a2) in the
core region andO(M2) in the boundary layer. Therefore, the
expansions of Eq.~13! take the form

j vÛ12 j v~g021!P̂12
1

d2Pr

]2Û1

]y2 50, ~43!

j vÛa2 j v~g021!P̂a2
1

d2Pr

]2Ûa

]y2 1
1

d2Pr

]Û1

]y
50, ~44!

q̂15~g021! p̂1 , q̂a5~g021! p̂a , ~45!

j vq̂a22 j v~g021! p̂a22
l 2

d2Pr

]2q̂1

]z2 2
1

d2Pr

1

r

]

]r
S r

]q̂1

]r
D

2
1

d2Pr

1

r 2

]2q̂1

]f2 50, ~46!

whereupon substitution of Eqs.~42! into Eqs.~45! yields

r̂15 p̂1 , r̂a5 p̂a . ~47!

Inspection of Eqs.~27!, ~30!, ~35!, and ~39! shows that
the leading order pressure perturbations in the core regionp̂1

satisfy the Helmholtz equation

v2p̂11D p̂150, ~48!

together with the boundary condition

r 51:
] p̂1

]r
50. ~49!

The solution is given by the modal decomposition

p̂15 (
n50

`

(
m52`

` S Ĉ1nm1~z1 ,z2!
Jm~gnmr !

Jm~gnm!
e2 j ~ k̂nmz1mf!

1Ĉ2nm1~z1 ,z2!
Jm~gnmr !

Jm~gnm!
ej ~ k̂nmz1mf!D , ~50!

where the parametersgnm5gn(2m) , n50,1,2,..., are the ze-
ros of the first derivatives of the Bessel functions]Jm(j)/]j,
with g0050, and the quantities

k̂nm5 k̂n~2m!5HAv22gnm
2 / l 2, v.gnm / l ,

2 jAgnm
2 / l 22v2, v,gnm / l ,

~51!

are, respectively, the axial wave numbers for the propagating
and evanescent modes.

Combining Eqs.~31!, ~35!, ~39!, and~40! yields the in-
homogeneous Helmholtz equation for the second-order term
p̂a :

v2p̂a1D p̂a522
]2p̂1

]z]z1
. ~52!

Upon applying Van Dyke’s matching rules to the expressions
for V̂z1 , v̂z1 , V̂f1 , v̂f1 , Û1 , and q̂1 resulting from Eqs.
~37!, ~39!, ~43!, ~45!, and~19!, one obtains

V̂z15 v̂z1ur 51~12e2~11 j !dyAv/2!,

V̂f15 v̂f1ur 51~12e2~11 j !dyAv/2!, ~53!

Û15 p̂1ur 51~g021!~12e2~11 j !dyAvPr/2!.

It then follows from Eqs.~28! and ~42! that

V̂ra

l
5 p̂1ur 51F j vy1

11 j

d
Av

2

g021

APr
~12e2~11 j !dyAvPr/2!G

1S ]2p̂1

]z2 1
1

l 2

]2p̂1

]f2 D U
r 51

3
1

v2 F j vy2
11 j

d
Av

2
~12e2~11 j !dyAv/2!G . ~54!

As a consequence, the matching principle gives the boundary
condition for the outer expansion termp̂a in the form

r 51:
] p̂a

]r
5 l 2

12 j

d
vAv

2 F p̂1

g021

APr

2S ]2p̂1

]z2 1
1

l 2

]2p̂1

]f2 D 1

v2G . ~55!

The solutionp̂a8 to the homogeneous part of Eq.~52!
subject to the homogeneous boundary conditions atr 51 as-
sumes the same form as the expression forp̂1 from Eq.~50!.
However, the functionsĈ1nm1 andĈ2nm1 have to be replaced
with Ĉ1nma andĈ2nma , respectively. In order to determine a
particular solutionp̂a9 such thatp̂a5 p̂a81 p̂a9 the ansatz
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p̂a95 (
n50

`

(
m52`

` F S f̂ 1nma~z,z1 ,z2!
Jm~gnmr !

Jm~gnm!

1ĝnma~r !Ĉ1nm1~z1 ,z2! De2 j ~ k̂nmz1mf!

1S f̂ 2nma~z,z1 ,z2!
Jm~gnmr !

Jm~gnm!

1ĝnma~r !Ĉ2nm1~z1 ,z2! Dej ~ k̂nmz1mf!G ~56!

is made, which is required to be bounded atr 50 and to
fulfill the condition ~55!. Furthermore, the functional depen-
dence on the coordinater of the terms that are generated by
the left-hand side of Eq.~52! for each mode~n, m! upon
substituting Eq.~56! must be given by the radial eigenfunc-
tions Jm(gnmr ). Hence, these requirements imply that

ĝ00a5
l 2v2F̂00

2
r 2, ĝnma5 l 2k̂nm

2 F̂nm

rJm11~gnmr !

gnmJm~gnm!
,

~n,m!Þ~0,0!, ~57!

with the parametersF̂nm defined as

F̂nm5
12 j

dA2v~12m2/gnm
2 !

S 11
m2

l 2k̂nm
2

1
v2

k̂nm
2

g021

APr
D .

~58!

Substitution of the expression~56! into Eq. ~52! then results
in

]2 f̂ 1nma

]z2 22 j k̂nm

] f̂ 1nma

]z

522F̂nmk̂nm
2 Ĉ1nm112 j k̂nm

]Ĉ1nm1

]z1
,

~59!
]2 f̂ 2nma

]z2 12 j k̂nm

] f̂ 2nma

]z

522F̂nmk̂nm
2 Ĉ2nm122 j k̂nm

]Ĉ2nm1

]z1
.

The forcing terms on the right-hand sides are resonant and
would produce secular terms in the functionsf̂ 1nma and
f̂ 2nma . Therefore, they must be annihilated, yielding

Ĉ1nm1~z1 ,z2!→Ĉ1nm1~z2!e2 j k̂nmF̂nmz1,
~60!

Ĉ2nm1~z1 ,z2!→Ĉ2nm1~z2!ejk̂nmF̂nmz1,

whereupon the functionsf̂ 1nma and f̂ 2nma can simply be set
to zero since any other solution would lead to expressions for
p̂a9 that could be incorporated into the homogeneous solution
p̂a8 . Please note that the solvability conditions~60! could
also have been derived by employing the so-calledFredholm
alternative~see, for example, Ref. 29!. This method will be
used in Sec. IV.

The quantitiesJ(2vF̂00) and J(2 k̂nmF̂nm), (n,m)
Þ(0,0), turn out to be, respectively, the leading order decay
rate of the fundamental mode and the leading order decay
rates of the higher order modes due to boundary layer attenu-
ation. This is in accordance with Beatty’s results7 obtained
by using the concept of boundary layer admittance.

In order to calculate the corresponding expressions for
the third-order problem, a procedure very similar to that used
before is performed: A combination of Eqs.~32!, ~36!, ~39!–
~41!, ~45!, and ~46! and multiple application of Eq.~48!
shows that

v̂za252
l 2

d2

] p̂1

]z S 4

3
1h0D1

j

v S ] p̂1

]z2
1

] p̂a

]z1
1

] p̂a2

]z D
~61!

and thatp̂a2 has to satisfy the inhomogeneous equation

v2p̂a21D p̂a2522
]2p̂1

]z]z2
2

]2p̂1

]z1
2 1 l 2

j v3

d2

3 p̂1S 4

3
1h01

g021

Pr D22
]2p̂a

]z]z1
,

~62!

where the third term on the right-hand side obviously incor-
porates the effects of heat conduction and viscosity in the
core region associated with the propagation of the leading
order pressure fluctuationsp̂1 . Moreover, Eqs.~38! and~44!
are solved for the axial and the azimuthal velocity and the
temperature in the boundary layer, leading to

V̂za5 v̂zaur 51~12e2~11 j !dyAv/2!

2 v̂z1ur 51

y

2
e2~11 j !dyAv/2,

V̂fa5 v̂faur 51~12e2~11 j !dyAv/2!

1 v̂f1ur 51y~12 1
2 e2~11 j !dyAv/2!, ~63!

Ûa5 p̂aur 51~g021!~12e2~11 j !dyAvPr/2!

2 p̂1ur 51~g021!
y

2
e2~11 j !dyAvPr/2.

After substituting forĈa , V̂z1 , V̂f1 , V̂ra , V̂za , and V̂fa

from Eqs.~42!, ~53!, ~54!, and~63!, respectively, integration
of Eq. ~29! with respect to the inner coordinatey gives
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V̂ra2

l
5 p̂1ur 51

1

2 F j vy22
g021

d2Pr
~12e2~11 j !dyAvPr/2!1

11 j

d
Av

2

g021

APr
y~22e2~11 j !dyAvPr/2!G

1
]2p̂1

]z2 U
r 51

1

2v2 F j vy21
1

d2 ~12e2~11 j !dyAv/2!2
11 j

d
Av

2
y~22e2~11 j !dyAv/2!G

1
1

l 2

]2p̂1

]f2U
r 51

1

2v2 F3 j vy22
1

d2 ~12e2~11 j !dyAv/2!2
11 j

d
Av

2
yS 22

3

2
e2~11 j !dyAv/2D G

1 p̂aur 51F j vy1
11 j

d
Av

2

g021

APr
~12e2~11 j !dyAvPr/2!G1S ]2p̂a

]z2 1
1

l 2

]2p̂a

]f2 12
]2p̂1

]z]z1
D U

r 51

3
1

v2 F j vy2
11 j

d
Av

2
~12e2~11 j !dyAv/2!G . ~64!

With the matching rules applied to the inner and outer ex-
pansions of the radial velocity, the boundary condition

r 51:
] p̂a2

]r
5 l 2

j v

2d2 F p̂1

g021

Pr
2S ]2p̂1

]z2 2
1

l 2

]2p̂1

]f2 D 1

v2G
1 l 2

12 j

d
vAv

2 F p̂a

g021

APr
2S ]2p̂a

]z2

1
1

l 2

]2p̂a

]f2 12
]2p̂1

]z]z1
D 1

v2G ~65!

is derived.
A particular solutionp̂a29 to Eq. ~62! can be found by

employing the ansatz

p̂a29 5 (
n50

`

(
m52`

` F S f̂ 1nma2~z,z1 ,z2!
Jm~gnmr !

Jm~gnm!

1ĝnma2~r !Ĉ1nm1~z2!e2 j F̂ nmk̂nmz1

1ĥnma2~r !Ĉ1nma~z1 ,z2! De2 j ~ k̂nmz1mf!

1S f̂ 2nma2~z,z1 ,z2!
Jm~gmmr !

Jm~gnm!

1ĝnma2~r !Ĉ2nm1~z2!ejF̂ nmk̂nmz1

1ĥnma2~r !Ĉ2nma~z1 ,z2! Dej ~ k̂nmz2mf!G ~66!

such that the boundary condition~65! is satisfied and the
operators on the left-hand side of Eq.~62! produce terms that
have the same functional dependence onr as the terms on the
right-hand side. Consequently, one obtains

ĝ00a25
l 2v2

2
S Ĝ001

v2F̂00
2

4
D r 21

l 4v4F̂00
2

16
r 4,

ĝnma25 l 2k̂nm
2 F Ĝnm1S m1

1

12m2/gnm
2 D

3
l 2k̂nm

2 F̂nm
2

gnm
2 G rJm11~gnmr !

gnmJm~gnm!

2
l 4k̂nm

4 F̂nm
2

2

r 2Jm~gnmr !

gnm
2 Jm~gnm!

, ~n,m!Þ~0,0!,

~67!

ĥ00a25
l 2v2F̂00

2
r 2, ĥnma25 l 2k̂nm

2 F̂nm

rJm11~gnmr !

gnmJm~gnm!
,

~n,m!Þ~0,0!,

where

Ĝnm52
j

2d2v~12m2/gnm
2 !2 F31

m2

gnm
2

1
m2

l 2k̂nm
2 S 52

m2

gnm
2 D

2
v2

k̂nm
2

~g021!S S 12
m2

gnm
2 D 1

Pr
2

4

APr
D G . ~68!

Substitution of Eq.~56! into Eq. ~62! then yields

]2 f̂ 1nma2

]z2 22 j k̂nm

] f̂ 1nma2

]z

5S 22Ĥnmk̂nm
2 Ĉ1nm112 j k̂nm

]Ĉ1nm1

]z2
D e2 j F̂ nmk̂nmz1

22F̂nmk̂nm
2 Ĉ1nma12 j k̂nm

]C1nma

]z1
,
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]2 f̂ 2nma2

]z2 12 j k̂nm

] f̂ 2nma2

]z

5S 22Ĥnmk̂nm
2 Ĉ1nm122 j k̂nm

]Ĉ2nm1

]z2
D ejF̂ nmk̂nmz1

22F̂nmk̂nm
2 Ĉ2nma22 j k̂nm

]Ĉ2nma

]z1
, ~69!

where

Ĥ005Ĝ002
F̂00

2

2
1

l 2v2F̂00
2

4
2 l 2

j v

2d2 S 4

3
1h01

g021

Pr D
52

j

d2v F11
g021

APr
S 12

g0

2APr
D G

2 l 2
j v

2d2 F11

6
1h01

g021

2APr
S 21

11g0

APr
D G ,

~70!

Ĥnm5Ĝnm2
F̂nm

2

2
1

l 2k̂nm
2 F̂nm

2

gnm
2

m2

gnm
2 2m2

2 l 2
j v2

2d2k̂nm
2

3S 4

3
1h01

g021

Pr
D , ~n,m!Þ~0,0!.

As before, the right-hand sides of Eqs.~69! have to be anni-
hilated in order to rule out secular terms in the functions
f̂ 1nma2 and f̂ 2nma2. The resulting solvability conditions thus
read

2F̂nmk̂nm
2 Ĉ1nma22 j k̂nm

]Ĉ1nma

]z1

5S 22Ĥnmk̂nm
2 Ĉ1nm112 j k̂nm

]Ĉ1nm1

]z2
D e2 j F̂ nmk̂nmz1,

~71!

2F̂nmk̂nm
2 Ĉ2nma12 j k̂nm

]Ĉ2nma

]z1

5S 22Ĥnmk̂nm
2 Ĉ2nm122 j k̂nm

]Ĉ2nm1

]z2
D ejF̂ nmk̂nmz1,

and, furthermore,f̂ 1nma2 and f̂ 2nma2 can be set to zero. The
right-hand sides of Eqs.~71! are again identified as resonant
forcing terms. Their elimination leads to

Ĉ1nm1~z2!e2 j F̂ nmk̂nmz1→Ĉ1nm1e2 j k̂nm~ F̂nmz11Ĥnmz2!,
~72!

Ĉ2nm1~z2!ejF̂ nmk̂nmz1→Ĉ2nm1ejk̂nm~ F̂nmz11Ĥnmz2!,

and, finally,

Ĉ1nma~z1 ,z2!→Ĉ1nma~z2!e2 j k̂nmF̂nmz1,
~73!

Ĉ2nma~z1 ,z2!→Ĉ2nma~z2!ejk̂nmF̂nmz1.

A. Results

Combining the expressions derived so far yields the fol-
lowing solution for the sound pressure, which is valid in the
complete spatial range defined byz5O(a21):

p̂15 (
n50

`

(
m52`

` S Ĉ1nm1

Jm~gnmr !

Jm~gnm!

3e2 j @ k̂nm~z1F̂nmz11Ĥnmz2!1mf#1Ĉ2nm1

Jm~gnmr !

Jm~gnm!

3ej @ k̂nm~z1F̂nmz11Ĥnmz2!1mf#D , ~74!

p̂a5 (
n50

`

(
m52`

` F S Ĉ1nma

Jm~gnmr !

Jm~gnm!

1Ĉ1nm1ĝnma~r ! De2 j @ k̂nm~z1F̂nmz1!1mf#

1S Ĉ2nma

Jm~gnmr !

Jm~gnm!
1Ĉ2nm1ĝnma~r ! D

3ej @ k̂nm~z1F̂nmz1!1mf#G , ~75!

whereF̂nm andĤnm are the quantities already introduced in
Eqs. ~58! and ~70!, respectively; the functionĝnma is given
by Eq.~57!. Please note that the next higher order correction,

p̂a25 (
n50

`

(
m52`

` S Ĉ1nma2~z1 ,z2!
Jm~gnmr !

Jm~gnm!
e2 j ~ k̂nmz1mf!

1Ĉ2nma2~z1 ,z2!
Jm~gnmr !

Jm~gnm!
ej ~ k̂nmz1mf!D1 p̂a29 , ~76!

with p̂a29 given by Eq.~66!, is valid over ranges of the order
z5O(1) only because the dependence of the functions
Ĉ1nma2 andĈ2nma2 on the scalesz1 andz2 remains undeter-
mined at the level of approximation to be reached here.

In order to define the propagation parametersĜnm , each
mode has to be treated separately:

Ĝnm5A 1

p̂nmsv̂nmz

] p̂nms

]z

] v̂nmz

]z
, ~77!

where p̂nms and v̂nmz denote the sound pressures and the
axial velocities associated with the modesn50,1,2..., m
5...,21,0,1,... . Inspection of Eqs.~39!, ~40!, and ~61!
shows thatv̂nmz can be expanded as

v̂nmz5
j

v

] p̂nms

]z
2a2

l 2

d2

] p̂nms

]z S 4

3
1h0D1¯ , ~78!

keeping in mind that the partial derivatives with respect toz
have to be understood in the sense of derivatives with respect
to the three length scales introduced by Eq.~24!. Since, after
substitution of Eq.~78! into Eq. ~77! and expansion with

respect toa, all terms proportional to (431h0) cancel out, the
definition of the propagation parameters can be equivalently
written as
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Ĝnm5A 1

p̂nms

]2p̂nms

]z2 1¯ . ~79!

Once the derivative]2/]z2 has been replaced with deriva-
tives with respect to the multiple scalesz, z1 , andz2 , appli-
cation of Eqs.~74!–~76! implicates that the parametersĜnm

are given by the relationship

Ĝnm5A2 k̂nm
2 @112aF̂nm1a2~2Ĥnm1F̂nm

2 !#1¯ .
~80!

Interestingly,Ĥ00 and thusĜ00 cannot be derived fromĤnm

and Ĝnm for the higher order modes simply by settingk̂nm

5v, gnm50, andm50.
If uk̂nmu5O(1), theresult ~80! simplifies to

Ĝnm5 j k̂nm1a j k̂nmF̂nm1a2 j k̂nmĤnm1¯ . ~81!

In contrast to that, inspection of the definitions~58! and~70!
shows that in the limiting case of a mode (n,m)Þ(0,0) be-
ing driven so close to its cutoff frequency thatuk̂nmu!1, the
orders of magnitude of the different terms appearing in Eq.
~80! may change completely. Moreover, the solvability con-
ditions resulting from Eqs.~59! and ~69! turn out to be sin-
gular at the cutoff frequenciesv5gnm / l , predicting that in
the limit asv→gnm / l , k̂nm→0, the attenuation of the mode
(n,m)5(n̄,m̄) takes place over a much shorter spatial range
than that defined byz15O(1). As explicated in Scheichl,6

however, the expression forĜnm from Eq. ~80! retains its
validity even for those driving frequencies that are very close
to the cutoff frequency of this mode. Expandingv as v
5vnm1ava , with vnm5gnm / l , one obtains the following
expression for the propagation parameter

Ĝnm5a1/2Ĝnma1/21a3/2Ĝnma3/21¯ , ~82!

where

Ĝnma1/25 j ~2FC nm12vnmva!1/2,

Ĝnma3/25
j

2
~2FC nm12vnmva!1/2S va

2vnm

1

va

vnm

FC nm1A2vnmva@~12 j !/d#1KC nm

FC nm1vnmva

D , ~83!

FC nm5 lim
v→vnm

knm
2 F̂nm , KC nm5 lim

v→vnm

knm
2 S Ĥnm1

F̂nm
2

2
D ,

which is valid for all frequenciesv arbitrarily near the cutoff
frequencygnm / l , i.e., even forva50. When truncated after
the first expansion term, this solution agrees perfectly with
the approximation derived by Hudde9 using the concept of
boundary layer admittance.

Another interesting property of the general expression
for the propagation parameters from Eq.~80! is that its for-
mal representation would have remained unchanged if a per-
fect gas had been considered since the only quantities de-

pending on the thermodynamic equilibrium state of the fluid
that enter the definitions~58! and ~70! of F̂nm and Ĥnm are
the parametersg05C̃p0 /C̃v0 , Pr, andh0 .

The dimensional form of Eq.~80! is given in the Appen-
dix and can be compared with results given in the literature:
Kergomardet al.30 calculated the propagation parameters for
the higher order modes, starting from a generalized disper-
sion equation~see also Refs. 8 and 31!. However, in the
intermediate steps that then followed, only boundary layer
effects were taken into account@see Eq.~2! in Ref. 30# and
some other simplifying hypotheses were applied. Thus, their
solutions, i.e., Eqs.~7! and ~8! in Ref. 30, differ quite sig-
nificantly from the expressions for the propagation param-
etersĜnm presented in Eqs.~80! and~A1!. When, though, the
quantity X in that paper is recalculated without using the
simplifications concerning the involved quantitiesDa , Dv0 ,
and Dh0 and expanded with respect to St21, one obtains a
solution for the propagation parameter which is in complete
accordance with the results from Eq.~80!, provided that the
last bracket term appearing in the definition~70! of Ĥnm is
formally omitted. However, it should be kept in mind that in
the case ofl 5O(1), theterms inĤnm arising from boundary
layer attenuation and the viscous and thermal effects in the
core region are of the same order of magnitude. Therefore,
they cannot be subject toa posteriori changes within the
framework of an asymptotically correct analysis.

In order to illustrate the behavior of the modal damping
rates when the driving frequency is successively increased, it
seems reasonable to scale the dimensional propagation pa-
rameters from Eqs.~A1! and~A2! with v/c0 since the thus-
obtained quantities can be expressed in terms of the param-
eters St, He, Pr,g0 , and h0 /m0 . The influence of the
viscothermal damping mechanisms in the core region onĜ00

and the propagation parameters of the radial modes has al-
ready been discussed in Ref. 6. In extension to that, in Fig. 2
the graphs ofR(Ĝnmc0 /v) for all symmetrical and asym-

FIG. 2. Graphs ofR(Ĝnmc0 /v) as functions of He in double logarithmic
scale,R50.001 m, i.e., St5AHe ReR with ReR5c0Rr0 /m0; Pr50.707,g0

51.402, h0 /m050.6, c0r0 /m05221.37323105 m21 ~air at 300 K and
105 Pa); g0050, g0151.84118, g0253.05424, g1053.83171, g11

55.33144, andg2057.01559.

1815J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Stefan Scheichl: Waves in ducts containing real gases



metrical modes~n,m! with n1umu<2 are depicted as func-
tions of the Helmholtz number He5O(1). Again, the~large!
Stokes number has been eliminated using the relationship
St5AHe ReR, where ReR5c0Rr0 /m0;Re@1 denotes the ra-
dial Reynolds number. The results plotted in this figure (R
50.001 m) clearly show that the sudden drops of the damp-
ing rates when the frequency is increased such that a new
mode becomes propagational are in conformity with Eq.
~82!: R(Ĝnmc0 /v)5O(1) if He,gnm and gnm2He
5O(1), R(Ĝnmc0 /v)5O(St21/2) if uHe2gnmu!1, and
R(Ĝnmc0 /v)5O(St21) if He.gnm and He2gnm5O(1).
In addition, Fig. 3 exemplarily compares the attenuation rate
for the mode~0, 1! in the region He.g01 with the different
solutions that can be derived from the other theories men-
tioned before. It well illustrates the fact that for a propagat-
ing mode, the damping mechanisms in the core region make
an important contribution to the correction of Beatty’s
solution7 and, therefore, cannot be neglected if higher order
effects are to be considered.

B. The case lš1

Inspection of the expression for the propagation param-
eters~80! shows that if the scaling parameterl;He is as-
sumed to be so large thata l 25O(1), the boundary layer
effects and the viscothermal effects in the core region be-
come of the same order of magnitude. In order to investigate
this case in an asymptotically correct way and to maintain
the linearity of the problem,l has to be scaled as

l 5a21/2l 1 , l 15O~1!, ~84!

and M has to be chosen such that

M!a. ~85!

Consequently, Re21;St21;a!1 and the conditions~2! and
~5! are satisfied.

By performing a perturbation analysis very similar to
that before, however, witha1/2 rather thana used as pertur-
bation parameter, one obtains the following wave equations
for the first-, second-, and third-order quantities:

v2p̂11
]2p̂1

]z2 50, ~86!

v2p̂a1/21
]2p̂a1/2

]z2 50, ~87!

v2p̂a1
]2p̂a

]z2 52
1

l 1
2r

]

]r S r
] p̂1

]r D2
1

l 1
2r 2

] p̂1

]f222
]2p̂1

]z]z1

1 l 1
2 j v3

d2 p̂1S 4

3
1h01

g021

Pr D . ~88!

Furthermore, the matching rules yield

r 51:
] p̂1

]r
5 l 1

2v2F̂ p̂1 , F̂5
12 j

dA2v
S 11

g021

APr
D .

~89!

Obviously, the terms on the right-hand side of Eq.~88! are
resonant and have to be annihilated since they would inevi-
tably lead to secular solutions forp̂a . This generates a par-
tial differential equation which, together with the boundary
condition~89!, determines the evolution of the leading order
pressure fluctuations over distances of the orderO(a21):

2
]2p̂1

]z]z1
1

1

l 1
2r

]

]r S r
] p̂1

]r D1
1

l 1
2r 2

] p̂1

]f2

2 l 1
2 j v3

d2 p̂1S 4

3
1h01

g021

Pr D50. ~90!

Worth mentioning is the fact that Eqs.~86! and ~90!
constitute the linearized version of the Khokhlov-
Zabolotskaya-Kuznetsov~KZK ! model the nonlinear study
by Makarov and Vatrushina14 is based on. Proceeding from
the same assumptions concerning the thickness of the bound-
ary layer and the ratiol̃/R̃ as made here, they derived a
boundary condition which is formally almost identical to Eq.
~89!. However, while adopting a general equation of state
~for a real gas!, the energy equation for a perfect gas was
used and, thus, the result given in Ref. 14, Eq.~36!, is not
completely correct: The termbc0

2/(Pr1/2cp) in this equation
should readT0b2c0

2/(Pr1/2cp), which, expressed in the nota-
tion used here, then simplifies to G0q̃0b̃0 /Pr1/25(g0

21)/Pr1/2.
The system~86!, ~89!, and~90! can be solved to give

p̂15 (
n50

`

(
m52`

` S Ĉ1nm1

Ĵm~ ĝnmr !

Ĵm~ ĝnm!
e2 j @v~z1L̂nmz1!1mf#

1Ĉ2nm1

Ĵm~ ĝnmr !

Ĵm~ ĝnm!
ej @v~z1L̂nnz1!1mf#D , ~91!

where the coefficientsĝnm5ĝn(2m) , n50,1,2,..., are the
complex roots of

FIG. 3. Comparison of the results forR(Ĝ01c0 /v) obtained from different
theories solid lines:~a! complete asymptotic result from Eq.~A1!, ~b! wide
tube solution Eq.~8! from Kergomardet al.,30 ~c! corrected wide tube so-
lution based on the dispersion relation~2! in Ref. 30, this corresponds to Eq.
~A1! without the core region terms. Dashed line: Beatty’s solution,7 i.e., Eq.
~A1! truncated after the first correction term.
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Ĵm11~ ĝnm!ĝnm2mĴm~ ĝnm!1 l 1
2v2F̂ Ĵm~ ĝnm!50 ~92!

and

L̂nm52
ĝnm

2

2l 1
2v22 l 1

2 j v

2d2 S 4

3
1h01

g021

Pr D . ~93!

This reveals the fact that in the casel;St1/2 even the lowest
mode (n,m)5(0,0) does not propagate as a plane wave
since allĝn0Þ0.

Using the relationship~79!, the propagation parameters
turn out to be given by the expansion

Ĝnm5 j v1a j vL̂nm1¯ . ~94!

The corresponding expressions in terms of dimensional
quantities are presented in Appendix A. As can be seen from
comparison of the graphs ofR(Ĝnmc0 /v) depicted in Fig. 4
with the results plotted in Figs. 2 and 3~a!, the solutions from
Eqs.~94! and~A3! indeed continue the solutions derived for
the casel;He5O(1) to the regionl;He5O(St1/2). Fur-
thermore, one can immediately observe from Fig. 4 the
growing influence of the viscothermal losses in the core re-
gion on the damping rates as the Helmholtz number in-
creases.

IV. THE NONLINEAR CASE

In the following, the propagation and modulation of a
finite-amplitude wave packet centered at the frequencyvc

and the wave numberk̂c in a long hard-walled cylindrical
duct shall be considered. As in Sec. III, the characteristic
wavelengthl̃ is presupposed to be comparable to the radius
of the tubeR̃. Therefore, the scaling parameterl;Hec;1
can be set to unity without loss of generality, resulting in
vc5Hec . The fluid is assumed to be an initially quiescent
real gas featuring a uniform equilibrium state which satisfies
the conditions~3!. Furthermore, the analysis proceeds from
the assumption that the spatial range consumed by the visco-
thermal boundary layer is so small that

St21;M2, i.e., a5sM2, ~95!

holds, wheres5O(1) or smaller. As shown by Nayfeh18 for
the case of a perfect gas, then the evolution of the leading
order pressure fluctuations are governed by an equation
where boundary layer dissipation might become of the same
order of magnitude as the nonlinear effects. For the level of
approximation to be reached in this study, the thermoviscous
losses in the core region will turn out to be negligibly small
since these effects are an order of magnitude smaller than
those of the wall layer.

According to Eq.~95!, the perturbation analysis can be
carried out with respect to the remaining parameter M only.
However, the determination of an asymptotically correct so-
lution, incorporating the effects of the wave modulation with
time and space as well as the nonlinearity, necessitates the
introduction of the following spatial and temporal scales:

]

]z
→ ]

]z
1M

]

]z1
1M2

]

]z2
,

]

]t
→ ]

]t
1M

]

]t1
1M2

]

]t2
.

~96!

In this connection it should be noted that in the linear case
discussed in Sec. III, the use of additional temporal scales
t15at and t25a2t would lead to solutions which can be
written in the form@cf. Eqs.~23! and ~24!#

w~z,z1 ,z2 ,r ,f,t,t1 ,t2!

5R~ŵst~z,z1 ,z2 ,r ,f!ej ~vt1vat11va2t2!!, ~97!

whereva5O(1) andva25O(1) denote arbitrary frequency
detunings. Consequently, they can again be decomposed into
steady amplitude functionŵst and time-harmonic functions.
The same results would be obtained, however, by lettingv

→v1ava1a2va2 and expanding the parametersk̂nm , F̂nm

and Ĥnm appearing in the solutions~74! and ~75! with re-
spect toa. As demonstrated in Sec. III A, this method can
even be applied to calculate the linear propagation param-
eters for driving frequencies close to the cutoff frequency of
a particular mode, where the attenuation of this mode takes
place over spatial rangesz5O(a21/2).

A further consequence of the condition~95! is that in the
core region wherer 5O(1) the right-hand side of Eq.~13! is
of the orderO(M5). Utilizing the asymptotic expansions for
r, q, ands, the energy equation thus reduces to

ds1

dt
5

dsM

dt
5

dsM2

dt
50. ~98!

Hence, after expanding the total derivative

~dp!5S ]p

]r D
s

~dr!1S ]p

]sD
r

~ds! ~99!

with respect to M and substituting the parametersG0 andL0

defined in Eqs.~1! and ~3!, integration yields

r15p1 , rM5pM2~G021!p1
2,

~100!
rM25pM222~G021!p1pM2 1

3~L024G0
217G023!p1

3.

FIG. 4. Graphs ofR(Ĝnmc0 /v) as function of He;St1/2;ReR
1/3@1 in

double logarithmic scale,R50.001 m, i.e., St5AHe ReR with ReR

5c0Rr0 /m0; Pr50.707, g051.402, h0 /m050.6, c0r0 /m05221.3732
3105 m21 ~air at 300 K and 105 Pa).
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Furthermore, evaluation of the Navier-Stokes equations~9!–
~11! for the leading order perturbations in the core region
implies that

]

]t
~“3v1!50⇒“3v150, ~101!

in which

“3A5S 1

r S ]~rAf!

]r
2

]Ar

]f D ,
1

r

]Az

]f
2

]Af

]z
,
]Ar

]z
2

]Az

]r D T

~102!

denotes the vorticity of an arbitrary vectorA. This enables to
define a velocity potentialF1 ,

v15“F1 , ~103!

whereupon substitution forr1 and v1 from Eqs. ~100! and
~103! into the leading order outer expansions of the Navier-
Stokes equations and the continuity equation~12! gives

p152
]F1

]t
,

]2F1

]t2 2DF150. ~104!

The equations of motion~9!–~11! together with Eq.~98!
show that for all expansion terms at least up to the order
O(M3), the flow in the core region can be regarded as isen-
tropic and inviscid. By invoking Helmholtz’s theorems of
vorticity, one thus can expect Eq.~101! to hold for vM and
vM2 as well. Indeed, evaluation of the outer expansions of
Eqs. ~9!–~11! for the second-order terms immediately veri-
fies this assumption in the generalized sense that now

¹3S vM2S ]F1

]z1
,0,0D TD50⇒vM5“FM1S ]F1

]z1
,0,0D T

.

~105!

Combining this result with Eq.~100! and the second-order
expansion of the continuity equation~12!, then the set

pM52
]FM

]t
2

]F1

]t1
2

1

2 F ~“F1!22S ]F1

]t D 2G ,
~106!

]2FM

]t2 2DFM52S ]2F1

]z]z1
2

]2F1

]t]t1
D22~G021!DF1

]F1

]t

2
]

]t
~“F1!2.

is obtained.
Proceeding in very much the same way as before, the

expansions of the Navier-Stokes equations governing the
third-order perturbations in the core region show that

“3S vM22S ]F1

]z2
1

]FM

]z1
,0,0D TD

50⇒vM25“FM21S ]F1

]z2
1

]FM

]z1
,0,0D T

. ~107!

This leads to an expression forpM2 in terms of the potentials,
which together with the expansion terms forr from Eq.
~100! is substituted into the third-order outer expansion of
Eq. ~12!. Thus, the resulting equations read

pM252
]FM2

]t
2

]FM

]t1
2

]F1

]t2
1

]FM

]t

]F1

]t
2“FM•“F1

1
]F1

]t

]F1

]t1
2

]F1

]z

]F1

]z1
1

1

6

]F1

]t F2G0S ]F1

]t D 2

23S ]F1

]t D 2

13~“F1!2G ,
~108!

]2FM2

]t2 2DFM2

52S ]2FM

]z]z1
2

]2FM

]t]t1
1

]2F1

]z]z2
2

]2F1

]t]t2
D1

]2F1

]z1
2 2

]2F1

]t1
2

22~G021!F S DFM12
]2F1

]z]z1
D ]F1

]t

1DF1 S ]FM

]t
1

]F1

]t1
D G

22
]

]t S“FM•“F11
]F1

]z

]F1

]z1
D2

]

]t1
~“F1!2

1L0DF1S ]F1

]t D 2

2~G021!DF1~“F1!2

2
1

2
“F1•“~“F1!2.

In order to find the boundary conditions for the three
wave equations governing the potential functionsF1 , FM ,
and FM2, respectively, it is necessary to investigate the
acoustic motion in the wall layer. Since the scaling parameter
a is presupposed to be of the orderO(M2), the equations
resulting from the inner expansion will turn out to be linear,
suggesting the application of a complex Fourier transform

F̂@A#~v!5E
2`

`

A~ t !e2 j vt dt ~109!

with respect to the ‘‘fast’’ timet. Thus, most of the results
already derived in Sec. III for the inner radial velocity terms
up to the orderO(a) carry over almost unchanged to the
case considered here: As a consequence ofF̂@Vr1#50 and,
in extension to Eq.~27!, F̂@VrM#50, Van Dyke’s matching
conditions imply that

r 51:
]F1

]r
50,

]FM

]r
50. ~110!

In addition, by settinga5sM2, l 51, and applying the
matching rules to the inner and outer leading order terms of
the axial and azimuthal velocities and the density, Eq.~53!
can be recast into

F̂@Vz1#5F̂F]F1

]z G
r 51

~12e2~11 j !~d/s!yAv/2 sgn~v!!,

F̂@Vf1#5F̂F]F1

]f G
r 51

~12e2~11 j !~d/s!yAv/2 sgn~v!!,

~111!
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F̂@C1#52 j vF̂@F1# r 51@11~g021!

3~12e2~11 j !~d/s!yAvPr/2 sgn~v!!#.

The solution for F̂@VrM2# corresponding to Eq.~54! then
assumes the form

F̂@VrM2#52 j vF̂@F1# r 51F j vy1s
11 j

d
Av

2
sgn~v!

3
g021

APr
~12e2~11 j !~d/s!yAvPr/2 sgn~v!!G

2
j

v
F̂F]2F1

]z2 1
]2F1

]f2 G
r 51

F j vy2s
11 j

d
Av

2

3sgn~v!~12e2~11 j !~d/s!yAv/2 sgn~v!!G , ~112!

and the matching principle applied to the expansion terms of
v r andVr yields the boundary condition

r 51: F̂F]FM2

]r G5s
12 j

d
vAv

2
sgn~v!

3F F̂@F1#
g021

APr
2S F̂F]2F1

]z2 G1F̂F]2F1

]f2 G D 1

v2G .

~113!

The goal pursued in the study presented here is to derive
the evolution equation for the spatial and temporal modula-
tion of a traveling wave packet centered at the frequency
vc.0 and the real wave numberkc.0. Therefore, the solu-
tion to Eq. ~104! subject to the boundary condition forF1

from Eq. ~110! is taken to be the right-running wave

F15F̂11F̂1* 5Â1~z1 ,z2 ,t1 ,t2!
Jmc

~gcr !

Jmc
~gc!

ej z1CC,

z5vct2kcz2mcf, ~114!

where the superscript ‘‘* ’’ denotes the conjugate complex of
a quantity, CC stands for the conjugate complex of the pre-
ceding terms,Â1 is the weakly varying shape function of the
carrier mode (n,m)5(nc ,mc), gc5gncmc

is a zero of
]Jmc

(j)/]j, andkc necessarily satisfies the leading order dis-
persion relation~51! for a propagating mode withvc.gc

.0 (l 51). As outlined in Sec. II A, the case of the carrier
mode being a plane wave, i.e.,mc5gc50, has to be ex-
cluded since otherwise the interaction with all its harmonics
would have to be considered as well. Hence, by taking ad-
vantage of the solution~114!, the boundary condition~113!
for the wave equation~108! is modified to

r 51:
]FM2

]r
5sF̂1

12 j

dA2vc
S vc

2 g021

APr
1kc

21mc
2D 1CC.

~115!

When evaluated for a perfect gas with constant specific
heats, i.e.,G05(g11)/2, g5const, andL050, the set of
equations~104!, ~106!, and~108! immediately turns out to be

in complete conformity with the wave equations that form
the basis for Nayfeh’s investigations.18 Following the line of
reasoning given in Ref. 18, the derivations of the evolution
equations determining the behavior of the amplitudeÂ1 over
the long spatial and temporal rangesz1 , z2 , t1 , and t2 can
thus be developed in a straightforward way invoking the
solvability conditions provided by theFredholm alternative
in the second- and third-order problems. This concept is also
known as the so-calledreductive perturbation method.32

The solutions for the second-order problem, i.e., Eq.
~106! subject to condition~110!, can be summarized as fol-
lows:

kc

]Â1

]z1
1vc

]Â1

]t1
50, ~116!

FM5
Â1

2

Jmc

2 ~gc!
~Ĉ1Jmc

2 ~gcr !1Ĉ2rJmc
~gcr !Jmc11~gcr !

1Ĉ3J2mc
~2gcr !!1CC,

Ĉ15 j vcS G0

vc
2

gc
2 mc11D , Ĉ252 j G0

vc
3

gc
, ~117!

Ĉ352Ĉ2

Jmc
~gc!

2gcJ2mc
8 ~gc!

~Jmc11~gc!1gcJmc118 ~gc!!.

Please note that the expression forĈ3 printed in Ref. 18@Eq.
~39b!# is incorrect and had to be recalculated.

The evolution equation governing the propagation of the
leading order solutionF1 over distances and periods of the
orderO(M22) can be determined in a very similar manner,
that is, by substituting the expressions forF1 andFM from
Eqs.~114! and~117! into the third-order wave equation~108!
and calculating the solvability condition for the forcing terms
proportional to exp(jz). In contrast to the second-order prob-
lem, however, the application of the Fredholm alternative
@see Eq.~35! in Ref. 18# leads to an integral condition which
has to be evaluated using the inhomogeneous boundary con-
dition ~115! at r 51. The resulting equation then reads

2 j S kc

]Â1

]z2
1vc

]Â1

]t2
D 2

]2Â1

]z1
2 1

]2Â1

]t1
2

522NÂ1
2Â1* 12skc

2F̂cÂ1 , ~118!

where F̂c5F̂ncmc
is the quantity given by Eq.~58! and the

nonlinearity parameterN is defined as

N5
1

Jmc

4 ~gc!~12m2/gc
2!
E

0

1

rM ~r !Jmc
~gcr !dr, ~119!

in which
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M ~r !5gc
2Jmc

~gcr !Jmc
82~gcr !F ~G021!vc

21
mc~5mc23!

r 2 23gc
212kc

2G2gcJmc

2 ~gcr !Jmc
8 ~gcr !Fmc

2

r 3 22 j vcS 2Ĉ1mc

r
1Ĉ2gcr D G

1
3gc

3

r
Jmc
82~gcr !Jmc11~gcr !12 j vcgcJmc

8 ~gcr !S 2Ĉ2gcrJmc11
2 ~gcr !22Ĉ1gcJmc

~gcr !Jmc11~gcr !

1
2Ĉ3mc

r
J2mc

~2gcr !22Ĉ3gcJ2mc11~2gcr ! D 2F2~G021!vc
21

2mc
2

r 2 12kc
2G

3FJmc

3 ~gcr !S mc
2

2r 2 1
kc

2

2
12~G021!vc

222 j Ĉ1vcD 22 j vcJmc
~gcr !~Ĉ2rJmc

~gcr !Jmc11~gcr !1Ĉ3J2mc
~2gcr !!G

1L0vc
4Jmc

3 ~gcr !. ~120!

Surprisingly, with the expressions forĈ1 , Ĉ2 , and Ĉ3

from Eq. ~117! substituted into Eq.~120!, all imaginary
terms inM (r ) cancel out, leading toN being a purely real
quantity. Furthermore, whenG0 is formally replaced with
(g11)/2, L0 is set to zero, andj is replaced with2 i , one
obtains precisely the functionF(r ) derived in Ref. 18 for the
case of a perfect gas. In this connection it should be men-
tioned that the terms 3k2/rJm8

2(kr )Jm11(kr ) and
G2gJm(kr )Jm11(kr ) appearing in the definition ofF(r )
should read 3k3/rJm8

2(kr )Jm11(kr ) and
G2rJm(kr )Jm11(kr ), respectively. Moreover, upon neglect-
ing the nonlinear and the temporal modulation terms in Eqs.
~116! and ~118!, the solvability condition~59! from Sec. III
for a linear monochromatic wave is recovered.

By exploiting Eq. ~116! to eliminate the derivative
]2Â1 /]z1

2 appearing in Eq.~118!, it follows that

]Â1

]z2
1

1

vg

]Â1

]t2
1 j

vg8

2vg
3

]2Â1

]t1
2 5 j

N

kc
Â1

2Â1* 2 j skcF̂cÂ1 ,

~121!

where

vg5S ]v

] k̂nm
D

c

5S ]

] k̂nm

Ak̂nm
2 1gc

2D U
k̂nm5kc

5
kc

vc

.0,

~122!

vg85S ]2v

] k̂nm
2 D

c

5
1

vc
S 12

kc
2

vc
2D .0

are, respectively, the group velocity and its first derivative
with respect to the axial wave number. Furthermore, adding
Eq. ~116! multiplied with M/kc to Eq. ~121! multiplied with
M2, reintroducing the original temporal and spatial coordi-
nates t and z, and neglecting terms of the orderO(M3)
~which is asymptotically correct! results in

]Â1

]z
1

1

vg

]Â1

]t
1 j

vg8

2vg
3

]2Â1

]t2

5 j M2
N

kc
Â1

2Â1* 2 j M2skcF̂cÂ1 . ~123!

To simplify the following discussions, the suitably
scaled quantitiesÛ, D, X and the wave coordinatej, with

Z5M2z, j5MAvg

vg8
~vgt2z!,

~124!

D52kcJ~ F̂c!5kcR~ F̂c!.0, Û5AuNu
kc

Â1* e2 j sDZ,

are introduced, and one arrives at a linearly dampednonlin-
ear Schro¨dinger equation~NLS! in normalized form:

j
]Û

]Z
1

1

2

]2Û

]j2 2sgn~N!Û2Û* 52 j sDÛ, ~125!

where the term involving the second derivative represents
the dispersive effects induced by the temporal modulation of
the wave packet, the third term on the left-hand side de-
scribes the nonlinearity of the system, and the term propor-
tional to s results from the dissipative effects of the visco-
thermal boundary layer.

A. Comments on the damping parameter

For Eq. ~125! to provide an asymptotically correct de-
scription of the most relevant physical mechanisms present
in the problem, in principle, the damping parameters has to
be assumed to be an orderO(1) quantity; that is to say, a
balance between dispersion, nonlinearity, and dissipation has
to exist. However, if the boundary layer effects are small but
not so small that additional nonlinear effects of higher order
come into play as well, i.e., if M!s!1 or, equivalently,
M6!Re21;a2!M4 @see Eqs.~8! and ~95!#, one may try to
expand the scaled shape functionÛ with respect to the
damping parameter and introduce an additional ‘‘long’’
length scaleZs which will account for the slow variations in
longitudinal direction:

Û5Û11sÛs1¯ ,
]

]Z
→ ]

]Z
1s

]

]Zs
. ~126!

These expressions substituted into Eq.~125! then generate
the system

M!s!1: j
]Û1

]Z
1

1

2

]2Û1

]j2 2sgn~N!Û1
2Û1* 50, ~127!
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j
]Ûs

]Z
1

1

2

]2Ûs

]j2 2sgn~N!Û1~2Û1* Ûs1Û1Ûs* !

52 j
]Û1

]Zs
2 jDÛ 1 . ~128!

The same set of equations would have been obtained if the
velocity potentialF had been expanded with respect to the
parameters M ands from the beginning and, in addition to
z1 , t1 , z2 , t2 , also the spatial and temporal scaleszs

5sM2z, ts5sM2t had been introduced. In other words,
Eqs. ~127! and ~128! can be interpreted as constituting the
solvability conditions for the problems at the ordersO(M3)
and O(sM3), respectively. Consequently, Eq.~125! turns
out to retain its validity even under conditions where dissi-
pation is small, i.e., for all values ofs within the range M
!s<O(1). If, however, M!s!1, the ~linear! Eq. ~128!
can be used to derive an additional solvability condition that
determines the variation of the leading order perturbation
F1}Û1 over distances of the orderO(s21M22) and the
changes ofFs}Ûs over ranges of the orderO(M22).

B. Comments on the nonlinearity parameter

The integrandrM (r )Jmc
(gcr ) appearing in the defini-

tion ~119! of the nonlinearity parameterN can be simplified
significantly by expressing it in terms of the functions
Jmc

4 (gcr )r , Jmc

2 (gcr )Jmc11
2 (gcr )r and the derivatives of

Jmc

4 (gcr )r 2, Jmc

4 (gcr ), Jmc

4 (gcr )/r 2, Jmc

3 (gcr )Jmc
8 (gcr )r ,

Jmc

3 (gcr )Jmc
8 (gcr )/r , Jmc

2 (gcr )Jmc
82(gcr )r 2, Jmc

2 (gcr )Jmc
82(gcr ),

Jmc
(gcr )Jmc

83(gcr )r , Jmc
84(gcr )r 2, Jmc

2 (gcr )J2mc
(2gcr ),

Jmc

2 (gcr )J2mc
(2gcr )r 2, Jmc

(gcr )Jmc
8 (gcr )J2mc

8 (2gcr )r 2,

Jmc
82(gcr )J2mc

(2gcr )r 2, Jmc

2 (gcr )J2mc11(2gcr )r ,

Jmc

2 (gcr )J2mc11(2gcr )/r , Jmc

2 (gcr )J2mc118 (2gcr ). Integra-

tion with respect tor then yields

N5N01G0~vc
2N11vc

4N2!1G0
2~vc

4N31vc
6N4!

1L0vc
4N5 , ~129!

where

N0524gc
4I 01

3gc
428gc

4mc
218gc

2mc22gc
2mc

2232gc
2mc

3116gc
2mc

413mc
428mc

6

4~124mc
2!~12mc

2/gc
2!

,

N158gc
2I 02

4mc

12mc
2/gc

2 , N2523I 1 , N3524I 1 ,

N45
1

gc
2 S 2I 12

1

12mc
2/gc

2D 1S 12
mc

2

gc
2 D J2mc

~2gc!

gcJ2mc11~2gc!2mcJ2mc
~2gc!

, ~130!

N55I 1 , I 05
1

Jmc

4 ~gc!~12mc
2/gc

2!
E

0

1

rJmc

2 ~gcr !~Jmc

2 ~gcr !2Jmc11
2 ~gcr !!dr,

I 15
1

Jmc

4 ~gc!~12mc
2/gc

2!
E

0

1

rJmc

4 ~gcr !dr.

The numerical effort for the evaluation ofN thus reduces to
the determination of the integralsI 0 and I 1 . Moreover, for
the symmetrical carrier modes, the expressions from Eq.
~130! simplify to

mc50: N052
8gc

4I 1

3
1

3gc
4

4
, N15

16gc
2I 1

3
,

N2523I 1 , N3524I 1 ,
~131!

N45
2I 121

gc
2 1

J0~2gc!

gcJ1~2gc!
, N55I 1 ,

I 15
1

J0
4~gc!

E
0

1

rJ0
4~gcr !dr.

In this case,I 052I 1/3 and, therefore, only the computation
of I 1 is necessary.

The values ofgc , I 0 , and I 1 calculated for various ra-
dial and azimuthal modes are presented in Table I, which
enables convenient evaluation of the parameterN for differ-
ent frequencies. For example, by settingG051.20 andL0

50 ~air as perfect gas!, the results given by the curves in
Figs. 1 and 2 of Ref. 18 are reobtained. Please note that in
that study, the nonlinearity parameter is defined asL
52NJ0

2(gc). Furthermore, an error in the labeling of the
mentioned figures has to be corrected here: the ordinates
should be labeled 1/2Lk21 rather than 1/8Lk21. As far as
the symmetrical modes are concerned, the solution forN
from Eqs. ~129! and ~131! can also be compared with the
results for the nonlinear wave number shift in a perfect gas
derived by Keller and Millman16 using the method of
strained parameters. Table I in Ref. 16 displays the numerical
values for the coefficientc2R5kn

(2) at v/c51.5g5 , which,
according to the notation used here, equals2N/(2pkc) at
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v524.705 94. Precisely the same results are obtained when
the parameterN is evaluated by utilizing Table I and setting
G051.20 andL050.

As it will be discussed in the following, the type of
~stable! solutions the damped NLS equation~125! has cru-
cially depends on the sign of the nonlinearity parameter. For
all modes considered in Table I, the following relationships
hold: N0,0, N1.0, N4.0, N5521/3N2521/4N3.0.
When the driving frequency becomes considerably large,N
}G0

2vc
6N4 and, consequently, the nonlinearity parameter will

always be positive in the high-frequency range. However, in
the low- and mid-frequency range, terms proportional tovc

2

and vc
4 come into play as well. In order for the latter to

become negative, it is necessary and sufficient thatL0

,3G014G0
2. Therefore,N is very likely to be negative

within a finite band of frequencies if the gas parameterL0 at
the equilibrium reference state is sufficiently large and nega-
tive andG0 is positive, but rather small such that the magni-
tude of the terms}vc

6 is reduced.
For a wide range of fluids, such as perfect gases, the

fundamental derivative is so large thatN will turn out to be
positive in the complete frequency rangevc.gc.0. ~In
Ref. 18 this was shown for the case of air.! However, as
mentioned in the Introduction, there exists a special class of
real gases called BZT fluids which have a negativeG region
extending over a finite range of pressures and densities in the
vicinity of the critical point. If such a fluid, therefore, ex-
pands along an isentrope crossing that region, starting from
conditions withG.0, the fundamental derivative changes its
sign twice and will, eventually, become positive again. Ob-
viously, at the second transition point whereG050 the pa-
rameterL0 is negative and, hence,N,0. Generally speak-
ing, a BZT fluid always has equilibrium states where the
nonlinearity parameterN is negative for a very wide range of
driving frequencies.

To demonstrate this graphically, numerical results forN
for the fluorocarbon FC-7123,24 are depicted in Fig. 5. The
values forG0 andL0 at two different equilibrium reference
states were calculated by applying the Martin-Hou equation

of state and taking the input parameters from Ref. 23. The
first reference state was chosen to be somewhere on the~sec-
ond! transition line mentioned above whereG050 andL0

,0; the other is located on the same isotherm as the first
one, however, it corresponds to a lower density. Similar re-
sults obtained for the siloxane MD6M are displayed in Fig. 6.
Here, the values forG0 were taken from Fig. 10 in Ref. 25.
The solutions presented there are based on the Peng-
Robinson equation of state. Furthermore, for each reference
state,L0 was computed by exploiting the fact that BZT flu-
ids have large specific heats and, thus, the isentropes and the

TABLE I. Numerical values ofgc and the integralsI 0 and I 1 for different
carrier modes (nc ,mc).

(nc ,mc) gc I 0 I 1

~1, 0! 3.831 71 1.275 77
~2, 0! 7.015 59 1.481 02
~3, 0! 10.173 47 1.613 99
~4, 0! 13.323 69 1.712 35
~5, 0! 16.470 63 1.790 38
~0, 1! 1.841 18 0.337 63 0.411 77
~1, 1! 5.331 44 0.430 20 0.867 64
~2, 1! 8.536 32 0.535 94 1.043 43
~3, 1! 11.706 00 0.611 04 1.161 03
~0, 2! 3.054 24 0.282 19 0.390 84
~1, 2! 6.706 13 0.324 80 0.772 36
~2, 2! 9.969 47 0.410 29 0.927 93
~3, 2! 13.170 37 0.475 25 1.034 44
~0, 3! 4.201 19 0.250 53 0.380 74
~1, 3! 8.015 24 0.271 59 0.727 00
~2, 3! 11.345 92 0.344 23 0.869 74
~3, 3! 14.585 85 0.401 91 0.968 48 FIG. 5. NegativeN regions for FC-71 at two different equilibrium reference

states: Graphs of2N for different carrier modes (nc ,mc) as functions of

vc /gc in double logarithmic scale. Critical values of FC-71:q̃cr

5646.2 K, p̃cr59.4233105 Pa, r̃cr5619.3 kg/m3; dashed lines: q̃0

5q̃cr , p̃050.911p̃cr , r̃050.475r̃cr , G050.0, L0521.162; solid lines:

q̃05q̃cr , p̃050.887p̃cr , r̃050.441r̃cr , G050.101,L0521.131.

FIG. 6. NegativeN regions for MD6M at two different equilibrium refer-
ence states: Graphs of2N for different carrier modes (nc ,mc) as functions

of vc /gc in double logarithmic scale. Critical values of MD6M: q̃cr

5688.9 K, p̃cr56.7703105 Pa, r̃cr5246.1 kg/m3; dashed lines: q̃0

5q̃cr , p̃050.975p̃cr , r̃050.641r̃cr , G0'0.0, L0'20.87; solid lines:

q̃05q̃cr , p̃050.946p̃cr , r̃050.555r̃cr , G0'0.15,L0'20.95.
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isothermes in the pressure-density state space almost
coincide.22 As a consequence, the isentropic derivative ofG
with respect to the density@see Eq.~3!# can roughly be esti-
mated from its isothermal derivative.

C. Solutions

In the ~unreal! case of vanishing dissipation, i.e.,s50,
Eq. ~125! can easily be shown to be satisfied by the so-called
continuous wave~CW! solution

Ûcw5aej ~wj2~w2/2!Z2sgn~N!a2Z1f0!, ~132!

with the real parametersa and f0 being the amplitude and
the initial phase, respectively. The arbitrary real constantw
characterizes the frequency shift due to dispersion. It is well
known that if the nonlinearity parameterN is negative, a
solution of this form ismodulationally unstableto small pe-
riodic perturbations}exp(jVj), provided that the modula-
tion frequenciesV are selected in a finite band22a,V
,2a ~see, for example, Ref. 33!. In other words, in this case
the nonlinearity is obviously no longer able to balance the
dispersion and one can expect the generation of new stable
solutions. Indeed, by applying the method of theinverse
scattering transform~IST! such a solution called thebright
NLS soliton,

N,0: Ûbs5a sech~a~j2wZ2j0!!

3ej ~wj2~w2/2!Z1~a2/2!Z1f0!, ~133!

can be found,34 where the parameterj0 stands for the initial
position of the soliton anda andw now also play the roles as
measures for the inverse pulse width and the inverse pulse
velocity relative to the inverse group velocityvg , respec-
tively. The conditionN,0 is thus said to define the type of
the focusingcubic nonlinearity. As explicated in Sec. IV B,
this case is of great importance if the evolution of a wave
packet through a BZT fluid is considered. The properties of
solitons have been studied extensively in the past; a detailed
discussion of their most significant features and the exten-
sion to the multiple-soliton solution is presented, e.g., in Ref.
35 ~Chap. 1 and pp. 182–183!. Other exact solutions to the
focusing NLS equation of practical relevance can be found,
for instance, in Ref. 36 and the references therein.

In contrast to that, ifN.0, the result~132! proves to be
modulationally stableto spatial periodic perturbations18 and
the problem is said to be governed by thedefocusingversion
of the NLS equation~125!. Worth mentioning is the fact that
in this case solutions in the form of ‘‘dark’’ pulses, i.e., rapid
dips in the intensity, created on the CW background are also
possible.37 The general form of these so-calleddark NLS
solitons corresponding to the boundary conditionuÛu→a at
j→6` is

N.0: Ûds5~c2 jd tanh~ad@j2~w1ac!Z2j0# !!Ûcw ,

c21d251, ~134!

where the independent parameterd characterizes the soliton
intensity. However, as brought out in the literature on pulse
propagation in optical fibers~see, e.g., Ref. 38!, the genera-
tion of dark solitons in an experimental setup is a rather

difficult task since it requires the background wave to be
finely tuned to satisfy their demand for a local change in
phase and amplitude.

In order to derive the wave number shift for purely
monochromatic waves, i.e., single frequency waves without
temporal modulation, that is induced by the cubic nonlinear-
ity, the parameterw appearing in the CW solution~132! sim-
ply has to be set to 0. Returning to the original coordinatez
by using Eq. ~124!, one then obtains the following
expression16,18 for the velocity potentialF1 from Eq. ~114!:

N.0: F15A
Jmc

~gcr !

Jmc
~gc!

ej @vct2~kc1knl!z2mcf2f0#1CC,

~135!

knl52M2A2
N

kc
,

whereknl andA5aAkc/N denote, respectively, the nonlinear
wave number shift and the amplitude of the leading order
perturbation.

For the type of waves considered in the present study,
the dissipative effects cannot be neglected. As a conse-
quence, the acoustic motion in the duct will be governed by
the full version of the NLS equation~125!, provided that the
condition M!s<O(1) is satisfied. Equivalently, the set of
Eqs.~127! and~128! can be used if the damping parameter is
so small that M!s!1 holds. Moreover, please note that
once the solutions forÛ and thusF1 are obtained, the ex-
pression forFM can readily be derived from Eq.~117!.

Finding the damped CW solution for the defocusing
case is attempted by substitution of the ansatzÛ
5a(Z) exp(j(wj2w2Z/21f(Z))) into Eq. ~125!, where-
upon integration leads to

N.0:

Ûcwd5a0e2sDZ1 j @wj2~w2/2!Z1~a0
2/2sD !~e22sDZ21!1f0#.

~136!

Worth emphasizing is the fact that this is an asymptotically
correct result for all values ofs within the range M!s
<O(1), and it reduces to the unperturbed solution when
formally the limit s→0 is taken. The expression for the
velocity potential of a purely monochromatic wave thus
reads

N.0:

F15A0

Jmc
~gcr !

Jmc
~gc!

e2Ĝcz1 j ~vct2*0
zknlddz2mcf2f0!1CC,

~137!

Ĝc5 jkc1a jkcF̂c , knld52M2A0
2 N

kc
e22akcR~ F̂c!z.

Here,knld andA05a0Akc /N denote, respectively, thelocal
nonlinear wave number shift under the action of damping
and the amplitude ofF1 at z50, and F̂c is the quantity
defined in Eq.~58!, with (n,m)5(nc ,mc). According to
what was stated before, the perturbation parametera
5sM2;Re21/2 has to be chosen such that M3!a
<O(M2). As expected, in the limit asz→` the nonlinear
effects are damped away and the result from Eq.~137! ap-
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proaches the solution for linear sound propagation truncated
after the first correction term@see Eq.~81!#.

The subject of bright and dark soliton dynamics in
weakly dissipative or otherwise perturbed systems that can
be described by an extended NLS equation has been attract-
ing considerable interest over the last 30 years~see, e.g., the
review papers by Kivsharet al.38,39!. In particular, recent
progress in communication systems technology has pre-
sented many research problems in connection with pulse
propagation in optical fibers where, similar to the problem
studied here, the soliton represents the envelope of a wave
packet. The analytical description of solitons under the ac-
tion of ~small! perturbations can be approached by different
methods. Analyzing the prototype case of linear damping
~125!, Nicholson and Goldman40 derived the general expres-
sions for the evolution of the bright soliton parameters by
exploiting the modified conservation laws of the perturbed
NLS equation. Theories based on the IST forN,0 were
introduced by Kaup41 and independently also by Karpman
and Maslov,42 whereas Keener and McLaughlin43 and
Ablowitz and Segur35 ~pp. 270–271! obtained equivalent re-
sults by solving the multiple scales secularity conditions of
the higher order problem@here given by Eq.~128!# that de-
rive from the Fredholm alternative or related concepts. These
so-called direct perturbation techniques and the IST methods
have the advantage that, in addition to the evolution of the
leading order soliton solution, the effects arising in the
higher orders ins can be taken into account as well.

Here, a more intuitive approach strongly related to the
technique applied in Sec. III shall be used in order to reveal
the most significant features of a bright soliton propagating
in the system given by Eqs.~127! and ~128!: The solvabilty
conditions are derived by insisting onÛs not having worse
behavior asZ and j tend to infinity thanÛ1 . To this end,
solutions of the form

Û15a~Zs! f̂ 1~Z,Zs ,j!ej ~wj2~w2/2!Z!,
~138!

Ûs5a~Zs! f̂ s~Z,Zs ,j!ej ~wj2~w2/2!Z!

are sought. Moreover, the following coordinate transforma-
tion

s~Z!5E
0

sZ a2~Zs!

s
dZs1s0 ,

~139!
h~Z,Zs ,j!5a~Zs!~j2wZ2j0!, Z̄s~Zs!5Zs

is applied, which requires the real-valued functiona(Zs) to
be determined such thats and h are orderO(1) quantities
within the spatial and temporal ranges defined byZ;z2

5O(1) andj;(vgt12z1)5O(1) and, thus, can take over
the roles of the ‘‘shorter’’ scales formerly played byZ andj.
It should be mentioned that a very similar procedure was
used in Crightonet al.28 ~pp. 214–219! in order to analyze
the effect of gradual sound speed variation on acoustic
waves. Having substituted Eq.~138! into Eqs. ~127! and
~128!, the transformation~139! leads to

j
] f̂ 1

]s
1

1

2

]2 f̂ 1

]h2 2sgn~N! f̂ 1
2 f̂ 1* 50, ~140!

j
] f̂ s

]s
1

1

2

]2 f̂ s

]h2
2sgn~N! f̂ 1~2 f̂ 1* f̂ s1 f̂ 1 f̂ s* !

52 j
1

a2 S ] f̂ 1

]Z̄s

1D f̂ 1D 2 j
1

a3

da

dZ̄s

S h
] f̂ 1

]h
1 f̂ 1D . ~141!

Obviously, the solutions to Eq.~140! are subject to the same
stability conditions that hold for the solutions of the un-
damped case discussed before. Hence, the functionf̂ 1 is
taken to be

N,0: f̂ 15sech~h!ejs/2. ~142!

Since, furthermore,] f̂ 1 /]s also constitutes a solution to the
homogeneous part of Eq.~141!, a particular solution can be
expected to be found by making the ansatz

f̂ s5h~s,Z̄s ,h!
] f̂ 1

]s
, ~143!

whereh is a real-valued function. Separating real and imagi-
nary parts of the terms that are generated by substituting Eq.
~143! into Eq. ~141! and solving the resulting equations
yields ]h/]s50 and

h52
h2

a3

da

dZ̄s

1
h

a3 S da

dZ̄s

12Da12h1~ Z̄s!D ~144!

2
e22h

2a3 S da

dZ̄s

12Da1h1~ Z̄s! D 1
e2h

2a3 h1~ Z̄s!1h2~ Z̄s!.

~145!

The terms in Eq. ~145! proportional to exp(2h) and
exp(22h) obviously have to be annihilated since they would
involve secular terms inf̂ s . This implies thath150 and

a5a0e22DZ̄s. ~146!

Consequently, the leading order solution for the damped
bright soliton and the particular solution for its first-order
correction read

N,0, M!s!1:

Û1bsd5a0 sech~a0e22sDZ~j2wZ2j0!!

3e22sDZ1 j @wj2~w2/2!Z2~a0
2/8sD !~e24sDZ21!1f0#,

~147!
Ûsbsd52 jD ~j2wZ2j0!2Û1bsd.

These solutions are in complete conformity with the results
from Refs. 35 and 40–43, and, utilizing Eqs.~114! and
~124!, they can easily be recast into the expressions for the
velocity potentialsF1}Û1 and Fs}Ûs ; the next higher
order correctionFM is then obtained from Eq.~117!. It
should be emphasized that this combined solution is valid
over spatial and temporal ranges of the orderO(s21M21)
only.

As far as the propagation of dark solitons for the
damped defocusing case is concerned, the study by Lisak
et al.44 based upon the modified conservation laws and the
more refined analysis by Kivsharet al.38 using the IST per-
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turbation theory should be mentioned. To the author’s knowl-
edge, the most complete investigation is presented in the
1998 paper by Chenet al.,45 who, applying a direct pertur-
bation technique to the system~127! and~128!, arrived at the
relationships a(Z̄s)5a0 exp(2DZ̄s) and, additionally,
j0(Z̄s)5j001DZ̄s /(2a0d). Thus, the expression for the
damped dark soliton assumes the form

N.0, M!s!1:

Û1dsd5~c2 jd tanh~b!!Ûcwd , c21d251,
~148!

b5a0e2sDZd@j2~w1a0e2sDZc!Z2j00#2
sDZ

2
e2sDZ,

in which Ucwd is the solution for the damped background
wave~136!. The~very complex! result for the first-order cor-
rectionUsdsd can also be found in Ref. 45.

Despite being valid for a wide range of wave numbers
and frequencies, the solvability condition for the third-order
problem in the form~123! obviously breaks down in the
limit as kc→0. That is to say, the solutions above cease to be
valid for driving frequencies near the linear cutoff frequency
of the carrier mode. However, this difficulty can be over-
come by using instead of Eq.~123! the more general condi-
tions ~116! and ~118!. With kc set to zero, they read
]Â1 /]t150 and

2 j gc

]Â1

]t2
2

]2Â1

]z1
2 522NÂ1

2Â1* 12sFC cÂ1 , ~149!

respectively. Here,FC c is the parameter defined by Eq.~83!,
with vnm5vc5gc and (n̄,m̄)5(nc ,mc). Introduction of the
scaled quantities

Z5M2t, j5MAgcz, D5
R~FC c!

gc
.0,

~150!

Û5AuNu
gc

Â1* e2 j sDZ

then again yields the damped NLS equation~125!.
Please note that upon neglecting the nonlinear terms in

Eqs.~149! and recalling thats5a/M2, the solution forF1

F15A
Jmc

~gcr !

Jmc
~gc!

e2Ĝcz1 j ~Vct2mcf2f0!1CC,

~151!

Ĝc5a1/2j ~2FC c12gcva!1/2, V5gc1ava ,

whereva5O(1) is an arbitrary detuning frequency, agrees
perfectly with the linear solution from Eq.~82! truncated
after the leading order term. On the other hand, if the viscous
effects are neglected, the CW solution~132! for N.0 with
w50 gives Nayfeh’s solution18 for the nonlinear shiftvnl of
the cutoff frequency of a monochromatic wave:

N.0, s50: F15A
Jmc

~gcr !

Jmc
~gc!

ej @~gc1vnl!t2mcf2f0#

1CC,
~152!

vnl5M2A2
N

gc
.

However, inspection of Eq.~136! immediately shows that in
the presence of boundary layer effects, the concept of using
the ~damped! CW solution in order to find analytical expres-
sions forF1 askc→0 and the corresponding boundary con-
dition at z50 fails since any such solution, propagating (w
Þ0) or not propagating (w50), would involve the term
exp(2aR(FC c)t/gc) and, thus, would become unbounded as
t→2`. Notwithstanding, ifN.0, the damped NLS equa-
tion ~125! can be solved numerically for any bounded bound-
ary condition. In contrast to Eq.~136!, if N,0, M!s!1,
andkc→0, the damped soliton solution~147! in combination
with Eqs. ~114! and ~150! doesprovide a valid solution for
F1 that is bounded for all values oft andx.

V. CONCLUSIONS

The work presented here analyzes the linear and the
nonlinear propagation of sound waves in circular, hard-
walled tubes containing a real gas. The investigations prima-
rily proceed from the assumption that the acoustic boundary
layer is thin compared to the diameter of the duct and that
the characteristic wavelength and the diameter are of the
same order of magnitude. In the first part, dealing with the
linear problem, the method of matched asymptotic expan-
sions in combination with the method of multiple scales has
been applied in order to derive the first- and second-order
terms of the sound pressure and the expansion of the propa-
gation parameters up to third order. These solutions general-
ize the results given in the literature for real gases and for the
cases where the tube length becomes so large that the effects
resulting from bulk viscosity and heat conduction in the core
region have to be taken into account as well.

The second part deals with the nonlinear evolution of a
wave packet centered at the frequency and the wave number
of a higher order carrier mode. Using the same perturbation
methods as before, the damped nonlinear Schro¨dinger equa-
tion ~125! has been derived, which proves to be applicable
even if the driving frequency of the carrier mode is close to
its cutoff frequency. Furthermore, special emphasis has been
placed on a detailed discussion of the sign of the nonlinearity
parameterN: In the case of a perfect gas the nonlinearity
parameter is a strictly positive quantity and, thus, the evolu-
tion of the wave packet is governed by the defocusing ver-
sion of the Schro¨dinger equation. In contrast to that, for spe-
cial combinations of the parameters characterizing the
equilibrium reference state of a real gas, also the focusing
version can be obtained, enabling the formation of stable
soliton solutions. Particularly, the so-called BZT fluids have
turned out to be possible candidates for applications where
the nonlinearity parameter becomes negative.

The asymptotic analysis which has led to Eq.~125!, ob-
viously, assumes thatN5O(1) and will break down in the
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vicinity of a transition points where the nonlinear parameter
vanishes; that such transition points might occur can be seen
from Figs. 5 and 6. For values ofvc away from these points,
the wave evolution will be described by Eq.~125! with either
N.0 or N,0. However, within aN5O(M) neighborhood
of these points, small terms neglected in constructing Eq.
~125! become of the same order as the already included non-
linear correction term and a separate analysis is then re-
quired. In a different physical context, asymptotic expan-
sions to analyze this case have been developed by Grimshaw
et al.36 and Parkes.46 Neglecting all dissipative effects, they
arrived at a modified nonlinear Schro¨dinger equation featur-
ing additional cubic and quintic nonlinearity terms. It would
be interesting to know whether a similar evolution equation
that also incorporates the boundary layer effects can be de-
rived for the problem studied here.

ACKNOWLEDGMENT

The author would like to thank Marcus Wrabel at the
Institute of Fluid Mechanics and Heat Transfer, Vienna Uni-
versity of Technology, for providing the numerical code to
evaluate the Martin-Hou equation of state for the BZT fluid
FC-71.

APPENDIX: PROPAGATION PARAMETERS
IN DIMENSIONAL FORM

Please note that here the accents ‘‘;’’ introduced in Sec.
I to indicate dimensional quantities have been omitted.
Equation~80!:

Ĝnm5A2 k̂nm
2 S 112

F̂nm

St~v!
1

2Ĥnm1F̂nm
2

St~v!2 D 1O~St23!,

~A1!

where

k̂mn5H 1/RAHe~v!22gnm
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3S 11
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Ĥnm5Ĝnm2
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Equation~94!:
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Simultaneous measurement of acoustic and streaming velocities
in a standing wave using laser Doppler anemometrya)
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Laser Doppler anemometry~LDA ! with burst spectrum analysis~BSA! is used to study the acoustic
streaming generated in a cylindrical standing-wave resonator filled with air. The air column is driven
sinusoidally at a frequency of approximately 310 Hz and the resultant acoustic-velocity amplitudes
are less than 1.3 m/s at the velocity antinodes. The axial component of fluid velocity is measured
along the resonator axis, across the diameter, and as a function of acoustic amplitude. The velocity
signals are postprocessed using the Fourier averaging method@Sonnenbergeret al., Exp. Fluids28,
217–224~2000!#. Equations are derived for determining the uncertainties in the resultant Fourier
coefficients. The time-averaged velocity-signal components are seen to be contaminated by
significant errors due to the LDA/BSA system. In order to avoid these errors, the Lagrangian
streaming velocities are determined using the time-harmonic signal components and the arrival
times of the velocity samples. The observed Lagrangian streaming velocities are consistent with
Rott’s theory@N. Rott, Z. Angew. Math. Phys.25, 417–421~1974!#, indicating that the dependence
of viscosity on temperature is important. The onset of streaming is observed to occur within
approximately 5 s after switching on the acoustic field. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1861233#

PACS numbers: 43.25.Nm, 43.25.Zx@MFH# Pages: 1828–1838

I. INTRODUCTION

Rayleigh streaming1 is a form of time-averaged fluid
flow that is generated when an acoustic wave in a fluid in-
teracts viscously with a solid surface. The streaming associ-
ated with a one-dimensional monofrequency acoustic stand-
ing wave in a resonator has previously been investigated by
Sharpeet al.,2 Arroyo and Greated,3 Hann and Greated,4 and
Rockliff et al.5 using the particle image velocimetry~PIV!
technique. The laser Doppler anemometry~LDA ! technique
has also been applied to the study of streaming by Thompson
and Atchley.6,7 Although these studies establish the basic va-
lidity of the streaming theory, none of them represents a
thorough investigation of the phenomenon.

The present study builds on the previous work of
Thompson and Atchley by developing a high-precision
method for the simultaneous measurement of acoustic and
streaming velocities based on the LDA/BSA technique. This
method is used to measure the acoustic streaming generated
by a relatively low-amplitude acoustic standing wave in a
long cylindrical resonator. The results are compared to the
theories of Rott8 and Qi.9

Section II contains a discussion of the relevant stream-

ing theories, and Sec. III contains a discussion of the previ-
ous measurements of the phenomenon. Section IV provides
an overview of the LDA technique and the burst spectrum
analysis~BSA! method10 for determining fluid velocity, and
Sec. V provides an overview of the Fourier averaging~FA!
method11 for analyzing the LDA/BSA data. A description of
the experimental apparatus and procedure is given in Sec.
VI, an extension of the FA method is presented in Sec. VII,
and a method for determining the Lagrangian streaming ve-
locity is presented in Sec. VIII. Sections IX and X present a
comparison of the measurements of streaming velocity to the
theory.

II. THEORY

The theoretical result for the streaming-velocity field
generated by a monofrequency acoustic standing wave in a
tube of circular cross section was given by Schuster and
Matz.12 They assumed:~1! that the resonator inner radiusR
is small relative to the acoustic wavelengthl; ~2! that R is
large relative to the thickness of the viscous acoustic bound-
ary layer,dn5A2n/v, wheren is the kinematic viscosity of
the fluid andv is the angular acoustic frequency;~3! that
thermal effects are negligible; and~4! that terms higher than
second order in the acoustic Mach numberM5U1 /c are
negligible, whereU1 is the amplitude of the acoustic velocity
at its antinode andc is the sound speed in the fluid.

Consider a long cylindrical tube filled with air driven
sinusoidally at one end and terminated by a rigid end cap at
the other. The acoustic- and streaming-velocity fields in this
system can be described in two spatial dimensions:~1! an
axial coordinate that runs parallel to the tube centerline and
~2! a transverse coordinate that runs perpendicular to the cen-

a!Portions of this work were presented in: M. W. Thompson and A. A.
Atchley, ‘‘Measurement of acoustic and streaming velocities in fluids using
laser Doppler anemometry,’’ 146th Meeting of the Acoustical Society of
America, Austin, TX, November 2003; and M. W. Thompson, ‘‘Measure-
ment of acoustic streaming in a standing wave using laser Doppler an-
emometry’’~Ph.D. dissertation, The Pennsylvania State University, Univer-
sity Park, PA, 2004!.

b!Current affiliation: Applied Physics Laboratory, The Johns Hopkins Uni-
versity, Laurel, Maryland 20723.
Electronic mail: michael.wayne.thompson@jhuapl.edu

c!Electronic mail: atchley@psu.edu
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terline. The velocity fields are assumed to be symmetric
about the centerline.

The axial component of the acoustic-velocity field well
outside the boundary layer is

u15R~Ũ1ej vt!sinS 2px

l D , ~1!

whereŨ1 is the complex amplitude of the acoustic velocity
at its antinode,t is time, x is the axial coordinate,j 5A21,
andR denotes taking the real part of the complex argument.
The transverse component of the acoustic-velocity field well
outside the boundary layer is negligible.

The axial component̂ u2& and transverse component
^v2& of the streaming-velocity field well outside the bound-
ary layer~the outer streaming-velocity field! are12,13

^u2&5
3

8

U1
2

c S 12
2r 2

R2 D sinS px

L D , ~2!

and

^v2&52
3

8

U1
2

c

2pr

l S 12
r 2

R2D cosS px

L D , ~3!

whereU1 is the magnitude ofŨ1, r is the transverse coor-
dinate (2R<r<R), L5l/4, and angled bracketŝ...& are
used to denote time-averaged quantities. This outer
streaming-velocity field consists of a series of toroidal
streaming cells of lengthL, an example of which is shown in
Fig. 1. ~Within the boundary layer near the resonator walls,
there exists an inner streaming-velocity field with vortices
circulating in the direction opposite the outer streaming vor-
tices shown here.!

Rott8 extended the theory by addressing the effects of
heat conduction, including:~1! the acoustic temperature fluc-
tuations;~2! the thermal acoustic boundary layer, with thick-
nessdk5A2k/v, wherek is the thermal diffusivity of the
fluid; ~3! the variation of mean temperatureT0 with respect

to the axial coordinatex; and~4! the dependence of viscosity
m and thermal conductivity on temperatureT, assuming a
form for the viscosity ofm}Tb, whereb is a constant that
depends on the properties of the fluid.@The assumptions of
Schuster and Matz12 numbered~1!, ~2!, and ~4! in the first
paragraph of this section also hold.#

For a nearly uniform axial temperature distribution
(]T0 /]x'0), Rott obtained an axial streaming velocity of

^u2&5~11a1!
3

8

U1
2

c S 12
2r 2

R2 D sinS px

L D . ~4!

The constanta1 represents a correction to the magnitude of
the streaming velocity and is given by

a15
2

3
~12b!~g21!

APr

11Pr
, ~5!

whereg is the ratio of the isobaric to isochoric specific heats
and Pr5n/k is the Prandtl number. A typical value fora1 in
air ~g51.4, Pr50.71, andb50.77! is a150.030, which pre-
dicts an axial streaming velocity that is 3.0% larger than the
result given by Eq.~2!.

A result similar to Eq.~4! was later obtained indepen-
dently by Qi.9 However, his proposed correction,

a15
2

3
~g21!

APr

11Pr
, ~6!

neglects the dependence of viscosity and thermal conductiv-
ity on temperature~b50!, predicting an axial streaming ve-
locity that is 13.1% larger (a150.131) than the result given
by Eq. ~2!.

Hamilton et al.14 considered analytically how heat con-
duction and the dependence of viscosity and thermal conduc-
tivity on temperature affect the acoustic streaming generated
by standing waves in tubes of arbitrary width. For the case of
a wide tube (R@dn), their results are in agreement with the
results of Rott.8

The influence of fluid inertia on the streaming-velocity
field was studied computationally by Menguy and Gilbert.15

They concluded that the effect of fluid inertia is to distort the
shape of the outer streaming cells: the location of maximum
streaming velocity along the centerline (r 50) shifts from
the midpoint (x5L/2) toward the velocity antinode (x
5L), while the streaming velocity just outside the acoustic
boundary layer (r'6R) remains unchanged. This distortion
scales with the Reynolds number

Re5S U1

c D 2S R

dn /A2
D 2

, ~7!

and is negligible for Re!1.

III. PREVIOUS MEASUREMENTS

Only a few studies pertaining to the measurement of the
streaming-velocity field in a standing-wave resonator are
available in the literature. In all of these studies, optical
methods were used to measure the motion of smoke particles
suspended in air (c'345 m/s).

FIG. 1. Profile view of a streaming cell in the outer streaming-velocity field,
calculated from Eqs.~2! and ~3!. The flow along the resonator walls (r
56R) is toward the acoustic-velocity node (x50), and the return flow
along the centerline (r 50) is toward the acoustic-velocity antinode (x
5L). Neighboring cells, to the left and to the right of the cell shown here,
circulate in the opposite direction. The variation of the axial component of
streaming velocity with respect tox is sinusoidal, with the maximum value
occurring atx5L/2. The variation of the axial component of streaming
velocity with respect tor is parabolic, with the average flow over the cross
section ~x held constant! equal to zero. Asr approaches6R within the
boundary layer~not shown!, the velocity goes to zero.
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The first known study was by Andrade,16 who photo-
graphed the smoke patterns produced by streaming in a cy-
lindrical resonator (2R53.5 cm, l556.5 cm,U151.3 m/s,
Re'0.5). From these photographs, the flow streamlines were
obtained and compared to the theoretical results of Rayleigh
with good success.

A more quantitative investigation was carried out by
Sharpeet al.2 using the particle image velocimetry~PIV!
technique.~A typical PIV system consists of a sheet of light
for illuminating small tracer particles suspended in the work-
ing fluid and a photographic system for imaging the particle
motion in two dimensions.! Sharpeet al. measured the axial
and transverse components of the streaming-velocity field in
the vicinity of an acoustic-velocity node (x'0) in a cylin-
drical resonator (2R52.35 cm,l'13 cm,U1'2.5 m/s, Re
'1.0). They showed the axial streaming velocity to vary
parabolically with respect to the transverse coordinate, with a
magnitude consistent with the measured acoustic-pressure
amplitude.

Arroyo and Greated3 used stereoscopic PIV to measure
all three spatial components of the streaming-velocity field in
the vicinity of an acoustic-velocity node (x'0) in a resona-
tor of rectangular cross section~transverse dimensions52.22
cm32.34 cm, l518.0 cm, U1'1.6 m/s, Re'0.3). They,
too, reported a parabolic variation of axial streaming velocity
with respect to the transverse coordinate, with a magnitude
consistent with the measured acoustic-pressure amplitude.
Additionally, the precision of these measurements was better
than that reported by Sharpeet al.2

Hann and Greated4 used PIV to simultaneously measure
two of the spatial components of both the acoustic- and the
streaming-velocity fields in the vicinity of an acoustic-
velocity node (x'0) in a resonator of square cross section
~transverse dimension53.0 cm, l521.4 cm, U152.1 m/s,
Re'1.0). Because their work focused primarily on the
signal-processing technique used to separate the acoustic-
and streaming-velocity fields, they did not address the spatial
variation of the streaming velocity.

Rockliff et al.5 used PIV to measure the axial and trans-
verse components of the streaming-velocity field in the vi-
cinity of an acoustic-velocity node (x'0) in a cylindrical
resonator (2R5not specfied, l'17 cm, U1'2 m/s,
Re5unknown!. However, no new observations were re-
ported.

Thompson and Atchley6 used the laser Doppler an-
emometry~LDA ! technique to simultaneously measure the
axial components of the acoustic- and streaming-velocity
fields in a cylindrical resonator (2R54.65 cm,l51.11 m!.
They reported that at low to moderate acoustic amplitudes
(U150.57 and 2.3 m/s, Re50.36 and 5.7! the variation of
axial streaming velocity with respect to the transverse coor-
dinater midway along the streaming cell (x5L/2) was para-
bolic, whereas at higher acoustic amplitudes (U154.2 m/s,
Re519) the variation was not parabolic, but rather re-
sembled a sixth-order polynomial. Although the precision of
these measurements was not as good as that reported by
Sharpeet al.2 and Arroyo and Greated,3 the magnitudes of
the measured streaming were consistent with the measured
acoustic-velocity amplitudes.

Although several of these previous studies reported a
parabolic variation of axial streaming velocity with respect
to the transverse coordinate, none of them addressed the
variation of axial streaming velocity with respect to the axial
coordinate, the variation with respect to the acoustic ampli-
tude at low Reynolds numbers (Re,1), or the corrections to
the streaming magnitude proposed by Rott8 and Qi9 ~see
Sec. II!.

IV. LDA AND BSA

The LDA technique was first applied to the measure-
ment of acoustic fluid velocity by Taylor,17 who studied
monofrequency standing waves in air. The technique was
later refined and extended by Vignolaet al.,18 who used wa-
ter as a working fluid. More recently, LDA with burst spec-
trum analysis~BSA! has been used: by Baillietet al.19 to
measure acoustic velocity and power flow within a thermoa-
coustic resonator; by Thompson and Atchley6 to measure
acoustic-streaming velocity in a standing-wave resonator
~see Sec. III!; and by Biwa et al.20 to measure acoustic-
streaming velocity and acoustic intensity associated with pla-
nar traveling waves in a cylindrical wave guide.

In a typical LDA system, two coherent laser beams in-
tersect to form a series of interference fringes at the location
where fluid velocity is to be measured~the fringe volume!.
When a small tracer particle suspended in the fluid passes
through these fringes, the intensity of the light scattered from
the particle is modulated at a frequency proportional to the
spatial component of particle velocity that is normal to the
fringes. It is assumed that the tracer particle follows the mo-
tion of the fluid, which Taylor17 showed to be the case for
smoke in air at acoustic frequencies below approximately 5
kHz.

If one of the laser beams is frequency shifted by an
amount DF relative to the other using an acousto-optic
modulator~Bragg cell!, then the intensity of the light scat-
tered from a stationary tracer particle will be modulated at a
frequency ofDF ~instead of at a frequency of zero, as in the
non-frequency-shifted case!. In addition to enabling the de-
tection of stationary or low-speed particles, this frequency
shift enables the determination of the sign of the velocity: a
modulation frequency greater thanDF corresponds to a par-
ticle moving in the ‘‘positive’’ direction, whereas a modula-
tion frequency less thanDF corresponds to a particle moving
in the ‘‘negative’’ direction.

Whenever a tracer particle enters the fringe volume, a
detection event known as a ‘‘burst’’ occurs. If the peak-to-
peak particle displacements are much larger than the fringe
volume, then velocity information can be extracted from
these bursts using the BSA method.10 The intensity of the
scattered light is measured using a photodetector, and an ana-
log voltage is produced. This signal is bandpass filtered and
frequency demodulated by2DF to produce both in-phase
and quadrature signals that can be treated as the real and
imaginary components of a single complex signal. This sig-
nal is low-pass filtered and sampled during a time interval
~the BSA record interval! short relative to the acoustic period
t52p/v, such that the modulation frequency of the signal
~which corresponds to the particle velocity! remains nearly
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constant during that interval. The discrete Fourier transform
~DFT! of the sampled signal is then calculated and the center
frequency of the main spectral peak is obtained by curve
fitting and interpolation. From this frequency, which can be
either positive or negative, the tracer-particle velocity is
obtained.21

V. FOURIER AVERAGING

The particle velocities obtained from a large number of
bursts constitute a record of the fluid velocity at the measure-
ment location sampled as a function of time. Analysis of this
sample record is complicated by several factors:~1! The spa-
tial distribution of tracer particles within the fluid is random,
resulting in a nonuniform time interval between velocity
samples.~2! The rate at which samples are acquired~the data
rate! is proportional to the fluid velocity, causing the prob-
ability distribution of the samples to be skewed symmetri-
cally away from zero in favor of high-speed samples.~3! The
data rate is often less than the Nyquist rate~twice the highest
acoustic frequency being sampled!, resulting in acoustic-
frequency aliasing.~4! The time-averaged signal component,
which corresponds to the desired acoustic-streaming veloc-
ity, is typically orders of magnitude smaller than the oscilla-
tory signal component.24

The velocity waveform can be reconstructed from the
sample record using the Fourier averaging~FA! method pro-
posed by Sonnenbergeret al.11 The acoustic periodt is di-
vided intoN equal-width phase bins~indexed by bin number
n51,2,...,N) and the velocity samples are sorted by phase
into the appropriate bins~e.g., all samples having an arrival
time approximately equal to an integer multiple oft are
grouped together into a single phase bin att5t; all samples
having an arrival time approximately equal to an integer
multiple of t plus some value 0,t1<t are grouped together
into a single phase bin att5t1). The mean velocity within
each bin,ȳ @n#, is calculated from

ȳ @n#5
1

I @n# (i 51

I @n#

y@n,i #, ~8!

wherey@n,i # is theith sample in thenth bin, I @n# is the total
number of samples in thenth bin, and square brackets@...#
are used to denote that the arguments are integer indices. The
valuesȳ @n# representN evenly spaced samples of the aver-
age velocity waveform during one period.

A series of complex Fourier coefficientsỸ@z# ~indexed
by harmonic numberz50,1,...,Z) is then calculated from the
phase-bin-averaged velocity data using the discrete Fourier
transform

Ỹ@z#5
2

N (
n51

N

ȳ @n#e2 j 2pzn/N, ~9!

for the harmonicsz51,2,...,Z ~the time-harmonic signal
components, which correspond to the acoustic velocity!, and

Y@0#5
1

N (
n51

N

ȳ @n#, ~10!

for z50 ~the time-averaged signal component, which corre-
sponds to the streaming velocity!. A smoothed velocity
waveform can then be synthesized using the inverse trans-
form

y~ t !5RS (
z50

Z8

Ỹ@z#ej vztD , ~11!

where the Fourier series is truncated at harmonic number
Z8,Z, below which the coefficients are considered statisti-
cally significant.26

VI. PROCEDURE

The apparatus shown in Fig. 2 has been used to study
the outer streaming-velocity field generated by a monofre-
quency acoustic standing wave in air at low Reynolds num-
bers (Re,1). The standing-wave resonator is constructed
primarily of stainless-steel tubing~type 304, inner diameter
2R54.75 cm, wall thickness51.7 mm! and has a long sec-
tion made of borosilicate glass~inner diameter 2R
54.65 cm, wall thickness52.0 mm! for making velocity
measurements using an LDA/BSA system. The individual
pieces are joined together using quick-connect clamps that
facilitate the introduction of smoke from burned cotton rope
and the cleaning of smoke residue from inside the resonator.
~The diameters of the smoke particles are on the order of 1
mm, measured using a Philips XL30 ESEM scanning elec-
tron microscope.!

The two compression drivers~University Sound 1828C
or 1829BT! are driven sinusoidally in phase to produce a

FIG. 2. The experimental apparatus.~A! Two compression drivers are con-
nected to~B! a stainless-steel tee on top of~C! a 40 cm stainless-steel tube.
This vertical section is connected by~D! a stainless-steel 90 deg elbow to a
horizontal section comprised of~E! a 122 cm borosilicate-glass tube and~F!
a 20 cm stainless-steel tube. The resonator is terminated by~G! a rigid
stainless-steel end cap. The horizontal section is suspended inside~H! a
glass-walled enclosure. The dotted box indicates the location of the stream-
ing cell where measurements are made, which is similar to the cell shown in
Fig. 1.
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standing wave at the fourth natural mode of the air column,
which corresponds to a wavelength ofl51.11 m and a fun-
damental frequency off 5v/2p5311 Hz when using the
1828C drivers, orl51.13 m andf 5308 Hz when using the
1829BT drivers.~At these frequencies in air, the thickness of
the viscous acoustic boundary layer isdn50.13 mm). The
amplitude of the first harmonic of pressure at its antinode is
monitored using a piezoresistive gauge-pressure transducer
~Endevco 8510B-5! mounted flush in the rigid end cap.

The glass-walled enclosure helps to isolate the resonator
from temperature gradients within the laboratory that can
cause unwanted ambient convection currents. In preliminary
experiments done without the enclosure, thermally induced
currents were observed within the resonator that were as
large in magnitude as the acoustic streaming. Elevating the
drivers also helps to reduce unwanted ambient convection
currents by trapping the heat generated by the drivers within
the vertical section of the resonator. Several type-E thermo-
couples~Omega Engineering TT-E-30-SLE! are attached to
the outer wall of the resonator at various locations in order to
monitor the spatial distribution of mean temperature, which
has a nominal value of 23 °C and is uniform within 0.1 °C
along the streaming cell of interest, even in the presence of a
steady-state acoustic field.

A barometric-pressure transducer ~SenSym
ASCX15AN! is located within the enclosure so that, in com-
bination with the gauge-pressure transducer, the mean abso-
lute pressure within the resonator~nominally 97 kPa! can be
determined.

The axial component of streaming velocity is measured
using a single-component LDA system~Dantec Measure-
ment Technology FlowLite!. The HeNe laser has an optical
wavelength of 632.8 nm, a power of 10 mW, and a frequency
shift of DF540 MHz in one of the beams. The dimensions
of the fringe volume are 77mm in the direction of measure-
ment by 636mm wide, and the fringe spacing is 2.63mm
~determined by measuring the intersection angle of the two
beams geometrically!. The LDA probe is mounted on a linear
positioning system that translates in both the axial and the
transverse directions in the horizontal plane. Each time a
tracer particle passes through the LDA fringe volume, its
velocity is sampled and the corresponding arrival time and
transit time are recorded by a BSA system~Dantec Measure-
ment Technology 57N11! connected to the LDA photomulti-
plier output. The absolute accuracy of the velocity measure-
ments is approximately 0.3%, based on the uncertainty in the
intersection angle of the two LDA laser beams. However, the
random errors in the individual velocity samples are much
larger than 0.3% and vary with the BSA settings used.

A schematic diagram of the instrumentation is shown in
Fig. 3. The BSA system, the sine-wave generator, and the
two data-acquisition systems are synchronized to prevent any
timing jitter or drift from interfering with the phase-bin-
averaging procedure~see Sec. V!. In preliminary measure-
ments, it was observed that not having the clocks synchro-
nized resulted in cumulative errors in the phases of the
velocity samples, causing the samples to be incorrectly
sorted into the wrong phase bins.

In preparation for making measurements, the electronics

are allowed to warm up, the resonator is allowed to reach a
uniform temperature distribution, and the rigid end cap and
one of the compression drivers are temporarily removed so
that smoke from burned cotton rope can be introduced into
the resonator. Once a sufficient smoke density has been
achieved at the location where measurements are to be made,
the end cap and the compression driver are replaced and the
air within the resonator is allowed to come to rest. The
acoustic field is then switched on and measurements of ve-
locity, gauge pressure, barometric pressure, and temperature
are made every few minutes. Between measurements, the
standing wave is maintained at a constant wavelength and
amplitude by adjusting the frequency and amplitude pro-
duced by the sine-wave generator.

VII. COEFFICIENT UNCERTAINTIES

The sample records of velocity contain between 1000
and 30 000 samples acquired during a time interval of 10 to
115 s. For each record, the FA method11 ~see Sec. V! is used
to calculate a series of complex Fourier coefficients repre-
senting the time-averaged (z50) and time-harmonic (z
51,2,...,Z) signal components.

The uncertainties in the magnitudes and phases of these
Fourier coefficients can be calculated based on the scatter of
the samples within each phase bin. Propagation-of-error
analysis allows the uncertainty in a function
g(x1 ,x2 ,...,xN) with uncorrelated argumentsx1 , x2 ,...,xN

to be computed from the uncertainties in the arguments,sx1
,

sx2
,...,sxN

, according to the formula

sg5H (
n51

N S ]g

]xn
sxnD 2J 1/2

. ~12!

The functiong(x1 ,x2 ,...,xN) represents the magnitude or
phase of a Fourier coefficient calculated from Eq.~9! or Eq.
~10!, and the argumentsx1 , x2 ,...,xN represent the mean
bin velocitiesȳ @n# calculated from Eq.~8!. The uncertain-
ties in the mean bin velocities are first calculated using the

FIG. 3. Schematic diagram of the instrumentation. The sine-wave generator
~SWG! is connected to the two compression drivers through an amplifier
~Amp.!. The signal from the gauge-pressure transducer~GPT! flows through
a preamplifier~Preamp.! before being sampled by a data-acquisition system
~DAQ #1!. The signals from the GPT preamplifier and the SWG are also
monitored using a dynamic signal analyzer~DSA!. The signal from the LDA
system is processed by the BSA system. The envelope of the LDA signal is
also monitored using an oscilloscope~Osc.!. The barometric pressure trans-
ducer ~BPT! and thermocouples~TCs! are connected to another data-
acquisition system~DAQ #2!. The BSA and the two DAQs are connected to
a personal computer~PC! that also controls the positioning system~Pos.
Sys.! for the LDA probe. The BSA, SWG, and the two DAQs are synchro-
nized ~dashed lines!.
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equation for the standard error of the mean~SEM!

s ȳ @n#5
1

AI @n#
H (

i 51

I @n#
~y@n,i #2 ȳ @n# !2

I @n#21 J 1/2

. ~13!

A. Uncertainty in the acoustic-velocity magnitude

The form of Eq.~12! used to compute the uncertainty in
Y@z#, the magnitude ofỸ@z#, is

sY@z#5H (
n51

N S ]Y@z#

] ȳ @n#
s ȳ @n# D 2J 1/2

, ~14!

for z51,2,...,Z, wheres ȳ @n# is given by Eq.~13!. Using the
relations

Y@z#5$Ỹ@z#~Ỹ@z# !* %1/2, ~15!

and

Ỹ@z#5Y@z#ej f@z#, ~16!

wheref@z# is the phase ofỸ@z# and (Ỹ@z#)* is the complex
conjugate ofỸ@z#, the partial derivative in Eq.~14! is writ-
ten as

]Y@z#

] ȳ @n#
5

1

2 H ej f@z#
]~Ỹ@z# !*

] ȳ @n#
1e2 j f@z#

]Ỹ@z#

] ȳ @n#
J . ~17!

Substituting the expression forỸ@z# given by Eq.~9! into
Eq. ~17! yields

]Y@z#

] ȳ @n#
5

2

N
cosS 2pz

n

N
1f@z# D . ~18!

When this result is substituted into Eq.~14!, the uncertainty
in Y@z# is given by

sY@z#5S 4

N2 (
n51

N H s ȳ @n#cosS 2pz
n

N
1f@z# D J 2D 1/2

,

~19!

for z51,2,...,Z.

B. Uncertainty in the streaming velocity

The form of Eq.~12! used to compute the uncertainty in
Y@0# is given by Eq.~14! for z50, where the partial deriva-
tive is equal to

]Y@0#

] ȳ @n#
5

1

N
, ~20!

from Eq. ~10!, ands ȳ @n# is given by Eq.~13!. When these
results are combined, the uncertainty inY@0# is given by

sY@0#5H 1

N2 (
n51

N

~s ȳ @n# !2J 1/2

. ~21!

C. Uncertainty in the acoustic-velocity phase

The form of Eq.~12! used to compute the uncertainty in
f@z#, the phase ofỸ@z#, is

sf@z#5H (
n51

N S ]f@z#

] ȳ @n#
s ȳ @n# D 2J 1/2

, ~22!

for z51,2,...,Z, wheres ȳ @n# is given by Eq.~13!. An ex-
pression containing the partial derivative in Eq.~22! is ob-
tained by equating Eqs.~9! and ~16! and taking the partial
derivative with respect toȳ @n#

2

N
e2 j 2pzn/N5ej f@z#

]Y@z#

] ȳ @n#
1 jY@z#ej f@z#

]f@z#

] ȳ @n#
. ~23!

Substituting the expression for]Y@z#/] ȳ@n# given by Eq.
~18! into Eq. ~23! and solving for]f@z#/] ȳ@n# yields

]f@z#

] ȳ @n#
52

1

Y@z#

2

N
sinS 2pz

n

N
1f@z# D . ~24!

When this result is substituted into Eq.~22!, the uncertainty
in f@z# is given by

sf@z#5
1

Y@z# S 4

N2 (
n51

N H s ȳ @n#sinS 2pz
n

N
1f@z# D J 2D 1/2

,

~25!

for z51,2,...,Z.

D. Discussion

In a canonical implementation of the FA method, all of
the coefficients lying above a fixed cutoff frequency would
be discarded. In the present study, however, the statistical
significance of each coefficient is determined based on
whether its magnitude is greater than the 4s uncertainty in
its magnitude,Y@z#.4sY@z# ~which corresponds to the
99.99% confidence interval!. Insignificant coefficients are
discarded, and the significant coefficients are used to synthe-
size a smoothed velocity waveform@compare to Eq.~11!#

y~ t !5RS (
z8

Ỹ@z8#ej vz8tD , ~26!

where the indexz8 indicates that the sum includes only the
statistically significant coefficients.

Although this method is designed to process BSA veloc-
ity data that exhibit a nonuniform time between samples and
a skewed sampling distribution, it has also been successfully
used to process data that do not exhibit these shortcomings,
such as would be sampled using a standard data acquisition
unit ~provided that the sample rate is not an integer multiple
of the acoustic frequency!.

VIII. LAGRANGIAN STREAMING VELOCITY

The velocity of the fluid sampled at a fixed position in
space~the fringe volume! using the LDA technique is the
Eulerian fluid velocity. However, the uncertainties@see Eq.
~21!# in the Eulerian streaming velocities determined using
the FA method11 @see Eq.~10!# are unacceptably large rela-
tive to the magnitudes of the streaming predicted by theory.
~In the present study, the 2s uncertainties are on the order of
60.3 mm/s and the streaming velocities are on the order of
0.7 mm/s.! These errors can be reduced somewhat by acquir-
ing and averaging over a greater number of samples.

More troubling, however, are bias errors observed in the
sampled velocity signal. These errors, which are on the order
of 0.4 mm/s or 0.1% of the amplitude of the fluid velocity

1833J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 M. W. Thompson and A. A. Atchley: Optical measurement of streaming velocity



being measured, would be negligible under most circum-
stances. They do become significant, however, when measur-
ing very small streaming velocities in the presence of a much
larger acoustic field, as in the present study. The mechanism
responsible for these errors is not well understood, but the
source of these errors appears to be the LDA/BSA system
itself.

Because of these difficulties, a more satisfying compari-
son to theory is made using the Lagrangian streaming
velocity—defined as the time-averaged velocity of an indi-
vidual tracer particle in the vicinity of the fringe volume.

A. Comparison of Eulerian and Lagrangian velocities

The relationship between the Eulerian and Lagrangian
velocities in a one-dimensional standing wave is here con-
sidered. In the derivation that follows,bold typeface is used
to denote vector quantities.

Let u represent the Eulerian fluid velocity at a fixed
position in space anduL represent the Lagrangian velocity of
a particle moving with the fluid near that position. Further-
more, letu and uL be expandable in terms of the acoustic
Mach numberM

u5u11u21O~M3!, ~27!

uL5uL11uL21O~M3!, ~28!

whereu1 and uL1 are approximations valid to first order in
M, u2 anduL2 are second-order corrections to the first-order
quantities, andO(M3) represents third- and higher-order
corrections. The relationship betweenu and uL valid to
O(M2) is given by Nyborg28 as

uL11uL25u11u21F S E u1dtD •“ Gu1 . ~29!

For the one-dimensional acoustic standing-wave field
given by @compare to Eq.~1!#

u15R~Ũ1ej vt!sinS 2px

l D x̂, ~30!

wherex̂ is the unit vector in the1x direction, Eq.~29! takes
the form

uL11uL25u11u21
1

4c
T~Ũ1

2e2 j vt!sinS 4px

l D x̂, ~31!

whereT denotes taking the imaginary part of the complex
argument. The first-order velocities are shown to be identical
by limiting Eq. ~31! to O(M )

uL15u1 . ~32!

The second-order streaming velocities are shown to be iden-
tical by taking the average of Eq.~31! with respect to time

^uL2&5^u2&. ~33!

The second-order acoustic velocities differ only by the third
term on the right side of Eq.~31!, which represents a correc-
tion to the magnitude and phase of the second harmonic of
velocity. For an acoustic-velocity amplitudeU1 on the order
of 1 m/s ~as in the present study!, the magnitude of this
second-harmonic correction is less than 0.08% of the magni-

tude of the first harmonic. Including such a small correction
is unnecessary because it would result in a negligible change
in the amplitude and shape of the velocity waveform.

B. Determination of Lagrangian streaming velocity

Figures 4~a! and ~b! show samples of the axial compo-
nent of the Eulerian velocity obtained from a single tracer
particle. The particle oscillates axially due to the acoustic
standing wave and is being convected in the positive axial
direction by the streaming. A sample is usually recorded each
time the particle passes through the fringe volume, which
occurs twice per acoustic cycle.

An approximate expression for the particle’s time-
dependent axial position relative to the fringe volume is ob-
tained by integrating Eq.~26! with respect tot

j~ t !5j01Y@0#t1RS (
z8

Ỹ@z8#

j vz8
ej vz8tD , ~34!

wherej0 is a constant of integration determined by the initial
position of the particle and the indexz8 indicates that the
sum includes only the statistically significant coefficients,
except for z850, which is treated separately in the term
Y@0#t. If the value ofY@0# calculated using the FA method
@see Eq.~10!# is used in Eq.~34!, then the samples of the
relative particle position—obtained by evaluating Eq.~34!
for values of t equal to the arrival times of the velocity
samples,t@n,i #—will lie along a line having a nonzero
slope, as shown in Fig. 5. This erroneous result is due neither
to physical causes nor to the FA method, but rather to an
instrumentation error in the LDA/BSA system. The correct
value ofY@0#, in which this bias error is absent, is obtained
by adjusting Y@0# iteratively until the relative-position
samples lie instead along a horizontal line, as shown in Figs.
4~c! and~d!. The value ofY@0# determined in this manner is
the particle’s Lagrangian streaming velocity.29

An interpretation of the elliptical pattern formed by the
velocity samples in Fig. 4~a! is now easily given. When the
tracer particle first encounters the fringe volume at timet
56.45 s, its observed speed is zero because the particle’s
equilibrium position lies in the2x direction a distance equal
to the peak acoustic displacement@(U1 /A2)/v50.30 mm#,
and the particle is being sampled at the extreme of its mo-
tion. At time t56.85 s, the observed speed of the particle has
increased to its maximum value because the particle has been
convected a distance 0.30 mm in the1x direction and its
equilibrium position is centered on the fringe volume. At
time t57.26 s, the observed speed of the particle has de-
creased to zero because the particle has been convected an
additional 0.30 mm in the1x direction and is once again
being sampled at the extreme of its motion. The particle’s
Lagrangian streaming velocity is equal to the total distance
convected divided by the corresponding elapsed time:~0.60
mm!/~0.81 s!50.74 mm/s.

If the particle motion is entirely in the axial direction, as
in the example considered here, then the elliptical pattern
formed by the velocity samples in Fig. 4~a! will be closed
and the horizontal line segment formed by the relative-
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position samples in Fig. 4~c! will span the dashed lines.
However, such will not be the case for a particle observed at
a position where its motion also has a component in the
transverse direction due to the streaming. Even so, the
method presented here will still accurately determine the par-
ticle’s Lagrangian streaming velocity.

IX. MEASURED ONSET OF STREAMING

In practice, each sample record contains observations of
multiple tracer particles. Although the elliptical patterns
formed by the different particles often overlap in time, it is

not difficult to determine the Lagrangian streaming velocity
of each particle using the method presented in Sec. VIII.

Figure 6 shows a measurement of the onset of streaming
associated with the acoustic field being switched on. Each

FIG. 4. Panel~a! shows samples of the axial component of the Eulerian velocity obtained from a single tracer particle oscillating near the center of the
streaming cell (x5L/2, r 50). A detailed view of the area between the two vertical dotted lines is shown in panel~b!. The solid line in~b! represents the
velocity waveform calculated from Eq.~26! and the dashed lines show the waveform envelope (U1 /A250.57 m/s, Re50.36). Panels~c! and ~d! show
corresponding samples of the particle’s axial position relative to the fringe volume, calculated from Eq.~34!. The solid line in~d! represents the relative-
position waveform, also calculated from Eq.~34!, and the dashed lines show the waveform envelope. The dot-dashed line represents the time-dependent
equilibrium position of the particle as it is convected in the1x direction by the streaming. The slope of that line~0.74 mm/s! is the particle’s Lagrangian
streaming velocity.

FIG. 5. Incorrect determination of Lagrangian streaming velocity. The value
of Y@0# calculated using the FA method@see Eq.~10!# contains a bias error
produced by the LDA/BSA system. When this value ofY@0# is used in Eq.
~34! to obtain samples of the relative particle position, these samples lie
along a line having a nonzero slope. This result implies incorrectly that the
position where the particle is sampled~the LDA fringe volume! is not sta-
tionary, but moves instead at a constant speed in the negative direction. By
contrast, the Lagrangian streaming velocity in Figs. 4~c! and ~d! is deter-
mined correctly: the relative-position samples lie instead along a horizontal
line, consistent with a stationary fringe volume.

FIG. 6. Onset of streaming measured at the center of the streaming cell
(x5L/2, r 50) as a function of time after the acoustic field is switched on
(t50 s). In panel~a!, samples of the axial component of fluid velocity are
shown. The acoustic velocity increases rapidly from zero to its steady-state
value (U1 /A250.57 m/s, Re50.36) within approximately 0.3 s. In~b!, the
axial component of Lagrangian streaming velocity determined from the
samples in~a! increases exponentially from zero to 95% of its steady-state
value within approximately 5.2 s. The theoretical steady-state streaming
velocities are calculated from Eq.~4! usinga150.030 for Rott@see Eq.~5!#
anda150.131 for Qi@see Eq.~6!#.
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value of the measured Lagrangian streaming velocity shown
in Fig. 6~b! corresponds to a different tracer particle passing
through the fringe volume, as indicated by the elliptical pat-
terns shown in Fig. 6~a!. ~The particle att56.8 s is consid-
ered in detail in Fig. 4.! The steady-state value of the mea-
sured streaming velocity in Fig. 6~b!—given by the value of
the curve fit fort.15 s—corresponds to a correction to the
magnitude of the streaming-velocity field ofa150.048 in
Eq. ~4!. Because the fluid is initially at rest~at t50 s), it can
be concluded that the ambient convection currents within the
resonator are negligibly small at this location.

X. MEASURED STEADY-STATE STREAMING

When measuring the streaming velocity under steady-
state conditions, all tracer particles in a given sample record
have approximately the same Lagrangian streaming velocity.
Therefore, an average value of the Lagrangian streaming ve-
locity is determined that best represents the entire sample
record.

Figure 7 shows the variation of the steady-state acoustic
and streaming velocities with respect to the axial coordinate
x. A least-squares fit between the measured values of the first
harmonic of velocity and Eq.~1! is used to determine the
values of the amplitude of the acoustic velocity at its antin-
ode,U1 , and the wavelengthl. A least-squares fit between
the measured values of Lagrangian streaming velocity and

Eq. ~4! yields a correction to the magnitude of the streaming-
velocity field ofa150.039. The measured values of Eulerian
streaming velocity determined using the FA method11 exhibit
large errors relative to the corresponding Lagrangian stream-
ing velocities.

Figure 8 shows30 the variation of the steady-state
streaming velocity with respect to the transverse coordinate
r. A least-squares fit between the measured values of La-
grangian streaming velocity and Eq.~4! yields a correction to
the magnitude of the streaming-velocity field ofa150.031.

The measured values of Eulerian streaming velocity de-
termined using the FA method exhibit a large positive offset
relative to the corresponding Lagrangian streaming veloci-
ties. When measurements of the streaming velocity are re-
peated with the polarity of the LDA probe reversed~by ro-
tating the probe by 180 deg!, the magnitude of the offset is
approximately the same but the sign of the offset is reversed.
This indicates that the offset is due neither to physical causes
~see Sec. VIII A! nor to the FA method, but rather to the
LDA/BSA system. The magnitude of the offset seems to vary
slowly with time and to depend on the specific BSA settings
used to acquire the data~such as the Doppler-frequency
bandwidth, number of samples per burst, etc.!.

Figure 9 shows the variation of the steady-state stream-
ing velocity with respect to the amplitude of the acoustic
velocity at its antinode,U1 . A least-squares fit between the
measured values of Lagrangian streaming velocity and Eq.
~4! yields a correction to the magnitude of the streaming-
velocity field ofa150.027. The measured values of Eulerian
streaming velocity determined using the FA method once
again exhibit a large positive offset relative to the corre-
sponding Lagrangian streaming velocities. As the BSA
Doppler-frequency bandwidth is increased to accommodate
larger acoustic amplitudes, the magnitude of the offset in-
creases.

FIG. 7. Variation of the steady-state axial components of acoustic velocity
and streaming velocity with respect to the axial coordinatex (r 50, U1

50.81 m/s, Re50.36). Panel~a! shows the amplitudes of the first harmonic
of the Eulerian velocity determined using the FA method@see Eq.~9!# com-
pared to a least-squares fit to the theory given by Eq.~1!. Panel~b! shows
the corresponding biased Eulerian streaming velocities determined using the
FA method@see Eq.~10!# and the Lagrangian streaming velocities deter-
mined using the method presented in Sec. VIII compared to the theoretical
streaming velocities calculated from Eq.~4! usinga150.030 for Rott@see
Eq. ~5!# anda150.131 for Qi@see Eq.~6!#.

FIG. 8. Variation of the steady-state axial component of streaming velocity
with respect to the transverse coordinater (x5L/2, U1 /A250.57 m/s, Re
50.36). The biased Eulerian streaming velocities determined using the FA
method@see Eq.~10!# and the Lagrangian streaming velocities determined
using the method presented in Sec. VIII are compared to the theoretical
streaming velocities calculated from Eq.~4! usinga150.030 for Rott@see
Eq. ~5!# anda150.131 for Qi@see Eq.~6!#.
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XI. CONCLUSIONS

The LDA/BSA technique~see Secs. IV and VI!, when
used in conjunction with the FA method11 ~see Sec. V! and
the method presented in Sec. VIII for the determination of
Lagrangian streaming velocity, is well suited to the simulta-
neous measurement of acoustic velocity and Lagrangian
streaming velocity in a periodic acoustic field. This tech-
nique is capable of making high-precision measurements of
velocity ~see Sec. X! and of determining the variation of
Lagrangian streaming velocity with respect to time~see Sec.
IX !. However, while the PIV technique~see Sec. III! is ca-
pable of collecting data simultaneously within a two-
dimensional region, the LDA/BSA technique is limited to
collecting data one position at a time.

The bias errors observed in the measured Eulerian
streaming velocities~see Sec. X! are due neither to physical
causes~see Sec. VIII A! nor to the FA method, but rather to
the LDA/BSA system. This type of instrumentation error be-
comes inconsequential, however, when determining the La-
grangian streaming velocity using the method presented in
Sec. VIII—only the measured acoustic velocity and the ar-
rival times of the velocity samples are used; the time-
averaged component of the velocity signal is irrelevant.

Equations~19!, ~21!, and~25! ~see Sec. VII!, which are
used to determine the uncertainties in the Fourier coeffi-
cients, represent an improvement to the FA method.11

Whereas the FA method assumes a single cutoff frequency
below which all of the coefficients are statistically signifi-
cant, these equations permit the determination of the signifi-
cance of each coefficient individually. The uncertainties
computed in this manner are in agreement with the observed
repeatability of the measurements.

In the previous experimental studies of acoustic stream-
ing ~see Sec. III! as well as in the present study, various
smoothing methods have been used to reduce random fluc-
tuations in the streaming measurements. Because of this, it is
not straightforward to quantitatively compare the precisions
of the LDA and PIV measurement techniques used. Nonethe-

less, the precisions achieved in the present study appear to be
better than the precisions achieved previously.

All of the measurements of the axial component of
streaming velocity presented in Secs. IX and X are consistent
with the theory given by Rott8 ~see Sec. II!: the variation of
axial streaming velocity with respect to the axial coordinate
is sinusoidal, the variation with respect to the transverse co-
ordinate is parabolic, and the variation with respect to the
acoustic-velocity amplitude is quadratic. The corrections to
the magnitude of the streaming-velocity field@see Eq.~4!#
determined from the curves fit to the measured data range
from a150.027 to 0.048. These values show better agree-
ment with Rott’s predicted correction ofa150.030@see Eq.
~5!# than with Qi’s predicted correction9 of a150.131 @see
Eq. ~6!#, indicating that the magnitude of the streaming is
noticeably influenced by the dependence of viscosity and
thermal conductivity on temperature.

Although these results are limited to the case of a rela-
tively low-amplitude acoustic standing wave (Re,1) in the
presence of a spatially uniform temperature distribution, the
methods employed in the present study are also expected to
be of use in the investigation of three other cases of interest:
~1! the influence of fluid inertia on acoustic streaming at high
Reynolds numbers (Re.1), ~2! the behavior of acoustic
streaming in the presence of a temperature gradient, and~3!
the acoustic streaming associated with a low-amplitude trav-
eling wave in a guide.

ACKNOWLEDGMENTS

This work has been supported by the Office of Naval
Research and The Pennsylvania State University Graduate
Program in Acoustics and Applied Research Laboratory Ex-
ploratory and Foundational Program. The authors would like
to thank: Scott Kralik and Michael Maccarone for measuring
the diameters of the smoke particles; and Scott Backhaus,
Tetsushi Biwa, Said Boluriaan, Murray Campbell, Andrew
Doller, Steven Garrett, Joe¨l Gilbert, Mark Hamilton, Yurii
Ilinskii, Robert Keolian, Philip Morris, Matthew Poese, Vic-
tor Sparrow, Greg Swift, and Ray Wakeland for numerous
helpful discussions during the course of this work.

1J. W. Strutt, Baron Rayleigh,The Theory of Sound, 2nd ed.~Dover, New
York, 1945!, Vol. 2, Chap. XIX, Sec. 352, pp. 333–342.

2J. P. Sharpe, C. A. Greated, C. Gray, and D. M. Campbell, ‘‘The measure-
ment of acoustic streaming using particle image velocimetry,’’ Acustica
68, 168–172~1989!.

3M. P. Arroyo and C. A. Greated, ‘‘Stereoscopic particle image velocim-
etry,’’ Meas. Sci. Technol.2, 1181–1186~1991!.

4D. B. Hann and C. A. Greated, ‘‘The measurement of flow velocity and
acoustic particle velocity using particle-image velocimetry,’’ Meas. Sci.
Technol.8, 1517–1522~1997!.

5M. Campbell, J. A. Cosgrove, C. A. Greated, S. Jack, and D. Rockliff,
‘‘Review of LDA and PIV applied to the measurement of sound and
acoustic streaming,’’ Opt. Laser Technol.32, 629–639~2000!.

6M. W. Thompson and A. A. Atchley, ‘‘Measurements of Rayleigh stream-
ing in high-amplitude standing waves,’’ inNonlinear Acoustics at the
Beginning of the 21st Century, edited by O. V. Rudenko and O. A. Sa-
pozhnikov ~MSU Faculty of Physics, Moscow, 2002!, Vol. 1, pp. 183–
190.

7M. W. Thompson and A. A. Atchley, ‘‘Measurement of acoustic streaming
using laser Doppler anemometry,’’ Proceedings of the 18th International
Congress on Acoustics, Kyoto, Japan, 4–9 April 2004.

FIG. 9. Variation of the steady-state axial component of streaming velocity
with respect to the amplitude of the acoustic velocity at its antinode,U1

,1.3 m/s (Re,0.94). The amplitude of the acoustic velocity at its antinode
(x5L) is determined by multiplying the acoustic-velocity amplitude at this
location (x5L/2, r 50) by &. The biased Eulerian streaming velocities
determined using the FA method@see Eq.~10!# and the Lagrangian stream-
ing velocities determined using the method presented in Sec. VIII are com-
pared to the theoretical streaming velocities calculated from Eq.~4! using
a150.030 for Rott@see Eq.~5!# anda150.131 for Qi@see Eq.~6!#.

1837J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 M. W. Thompson and A. A. Atchley: Optical measurement of streaming velocity



8N. Rott, ‘‘The influence of heat conduction on acoustic streaming,’’ Z.
Angew. Math. Phys.25, 417–421~1974!.

9Q. Qi, ‘‘The effect of compressibility on acoustic streaming near a rigid
boundary for a plane traveling wave,’’ J. Acoust. Soc. Am.94, 1090–1098
~1993!.

10Dantec Measurement Technology A/S, P.O. Box 121, Tonsbakken 18, DK-
2740 Skovlunde, Denmark,BSA Installation & User’s Guide, 2nd ed.
~Dantec, Skovlunde, Denmark, 1996!, pp. 93–111.

11R. Sonnenberger, K. Graichen, and P. Erk, ‘‘Fourier averaging: a phase-
averaging method for periodic flow,’’ Exp. Fluids28, 217–224~2000!.

12K. Schuster and W. Matz, ‘‘U¨ ber stationa¨re Strömungen im Kundtschen
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Influences of a temperature gradient and fluid inertia on
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Following the experimental method of Thompson and Atchley@J. Acoust. Soc. Am.117, 1828–1838
~2005!# laser Doppler anemometry~LDA ! is used to investigate the influences of a
thermoacoustically induced axial temperature gradient and of fluid inertia on the acoustic streaming
generated in a cylindrical standing-wave resonator filled with air driven sinusoidally at a frequency
of 308 Hz. The axial component of Lagrangian streaming velocity is measured along the resonator
axis and across the diameter at acoustic-velocity amplitudes of 2.7, 4.3, 6.1, and 8.6 m/s at the
velocity antinodes. The magnitude of the axial temperature gradient along the resonator wall is
varied between approximately 0 and 8 K/m by repeating measurements with the resonator either
surrounded by a water jacket, suspended within an air-filled tank, or wrapped in foam insulation. A
significant correlation is observed between the temperature gradient and the behavior of the
streaming: as the magnitude of the temperature gradient increases, the magnitude of the streaming
decreases and the shape of the streaming cell becomes increasingly distorted. The observed
steady-state streaming velocities are not in agreement with any available theory. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1859992#

PACS numbers: 43.25.Nm, 43.25.Zx@MFH# Pages: 1839–1849

I. INTRODUCTION

The acoustic streaming generated by a monofrequency
acoustic standing wave in a long cylindrical resonator has
been studied experimentally by Thompson and Atchley1 us-
ing the laser Doppler anemometry~LDA ! technique. At rela-
tively low acoustic amplitudes, the measured axial compo-
nent of the outer streaming-velocity field is in agreement
with the theory of Rott:2 the variation with respect to the
axial coordinate is sinusoidal, the variation with respect to
the transverse coordinate is parabolic, and the variation with
respect to the acoustic amplitude is quadratic. These results
are consistent with previous measurements made in the vi-
cinity of the acoustic-velocity node by Sharpeet al.,3 Arroyo
and Greated,4 Hann and Greated,5 and Rockliff et al.6 using
the particle image velocimetry~PIV! technique.

Thompson and Atchley7 previously observed that the
variation of the axial component of streaming velocity with
respect to the transverse coordinate is not parabolic at rela-
tively large acoustic amplitudes. They noted the qualitative
consistency between their measurements and the computa-
tional results of Menguy and Gilbert,8 who studied the influ-
ence of fluid inertia on acoustic streaming.

In thermoacoustic engines and refrigerators, the pres-

ence of any acoustic streaming within the acoustical resona-
tor tends to reduce the efficiency of the device.9 The influ-
ence of an axial temperature gradient on acoustic streaming
has been considered theoretically by Rott,2 Olson and
Swift,10 and Baillietet al.11

In the present study, the influences of a thermoacousti-
cally induced axial temperature gradient and of fluid inertia
on the outer streaming-velocity field generated by a monof-
requency acoustic standing wave in a long cylindrical reso-
nator are investigated experimentally using the method of
Thompson and Atchley:1 the fluid velocity is measured using
laser Doppler anemometry with burst spectrum analysis
~BSA!, and the Lagrangian streaming velocity is determined
using the observed acoustic motion and the arrival times of
the velocity samples.

The relevant theories are reviewed in Sec. II, the experi-
mental procedure is described in Sec. III, and measurements
are presented in Sec. IV.

II. THEORY

A. Influence of a temperature gradient on streaming

Rott2 derived an expression for the axial component of
the streaming-velocity field generated in a long cylindrical
tube filled with a fluid supporting a monofrequency acoustic
standing wave. The coordinate system necessary to describe
the fluid motion consists of an axial coordinate running par-
allel to the tube centerline and a transverse coordinate run-
ning perpendicular to the centerline; the fluid motion is as-
sumed to be symmetric about the centerline. The axial
component of acoustic velocity outside the acoustic bound-
ary layer has the form

a!Portions of this work were presented in: M. W. Thompson and A. A.
Atchley, ‘‘Optical measurement of acoustic streaming in a standing wave
with a temperature gradient,’’ 147th Meeting of the Acoustical Society of
America, NY, May 2004; and M. W. Thompson, ‘‘Measurement of acoustic
streaming in a standing wave using laser Doppler anemometry’’~Ph.D.
dissertation, The Pennsylvania State University, University Park, PA,
2004!.

b!Current affiliation: Applied Physics Laboratory, The Johns Hopkins Uni-
versity, Laurel, Maryland 20723.
Electronic mail: michael.wayne.thompson@jhuapl.edu

c!Electronic mail: atchley@psu.edu
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u15R~Ũ1ej vt!sinS 2px

l D , ~1!

whereŨ1 is the complex amplitude of the acoustic velocity
at its antinode,v is the angular acoustic frequency,t is time,
x is the axial coordinate,l is the acoustic wavelength,j
5A21, andR denotes taking the real part of the complex
argument. The transverse component of acoustic velocity is
negligible outside the acoustic boundary layer.

In his derivation, Rott assumed:~1! that the inner radius
of the resonator,R, is small relative to the acoustic wave-
length l but large relative to the thicknesses of both the
viscous acoustic boundary layer,dn5A2n/v, and the ther-
mal acoustic boundary layer,dk5A2k/v, wheren andk are
the kinematic viscosity and thermal diffusivity of the fluid;
~2! that terms higher than second order in the acoustic Mach
numberM5U1 /c are negligible, whereU1 is the magnitude
of Ũ1 andc is the sound speed in the fluid;~3! a relationship
between temperatureT and viscositym of the form m}Tb,
whereb is a constant that depends on the properties of the
fluid; and ~4! a variation of mean temperatureT0 with re-
spect to the axial coordinatex.

Rott’s expression for the axial component of streaming
velocity outside the acoustic boundary layer is

^u2&5~11a1!
3

8
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2

c S 12
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R2 D sinS px
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2v S 12
2r 2
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wherer is the transverse coordinate (2R,r ,R); L5l/4 is
the length of a streaming cell in the axial direction;u1 is the
axial component of acoustic velocity given by Eq.~1!; and
a1 , a2 , andu are given by
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whereg is the ratio of the isobaric to isochoric specific heats
and Pr5n/k is the Prandtl number.~This same result, for the
caseb50 andu50 m21, was later obtained independently by
Qi.12! Typical values ofa1 anda2 in air ~g51.4, Pr50.71,
b50.77! area150.030 anda250.0057.

For the conditions corresponding to the largest tempera-
ture gradient used in the present study (dT0 /dx'8 K/m,
T0'297 K, u'0.03 m21, U158.5 m/s, c'346 m/s,
v51940 s21!, the magnitude of the first term on the right-
hand side of Eq.~2! has a maximum value of 8.1 cm/s,
whereas the magnitude of the second term has a maximum
value that is four orders of magnitude smaller: 3mm/s. The
second term is therefore negligible relative to the first and
the axial streaming velocity given by Eq.~2! can be rewritten
as

^u2&5~11a1!
3
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2

c S 12
2r 2

R2 D sinS px

L D . ~4!

In this simplified expression, the variation of axial streaming
velocity with respect to the axial coordinatex is sinusoidal,
with the maximum value occurring atx5L/2; the variation
with respect to the transverse coordinater is parabolic, with
the average flow over the cross section~x held constant!
equal to zero; and the variation with respect to the acoustic
amplitudeU1 is quadratic. Figure 1 shows a profile view of
the theoretical streaming-velocity field within a single
streaming cell~including the transverse component, which is
not given here!.

Olson and Swift10 extended Rott’s theory2 by deriving
an expression for the axial component of the time-averaged
mass-flux density generated by an acoustic field that is an
arbitrary combination of monofrequency standing and trav-
eling waves in a long resonator having a circular cross-
sectional area that varies with respect to the axial coordinate
x. For the case of a pure standing wave in a cylindrical reso-
nator, their results are equivalent to those of Rott.

Bailliet et al.11 derived equations from which the axial
component of streaming velocity can be calculated numeri-
cally for arbitrary values of the ratioR/dk . For the case of a
monofrequency standing wave in a cylindrical resonator with
R@dk and with an axial temperature gradient on the order of
u5(dT0 /dx)/T0;1 m21, they showed that the expected
magnitude of the axial streaming velocity along the center-
line (r 50) is in agreement with the value predicted by Ol-
son and Swift,10 while the variation of the axial streaming
velocity with respect to the transverse coordinater appears to
be approximately parabolic. Although no results were given
for the case of a relatively small temperature gradient~such
as those used in the present study:u&0.03 m21!, such results
would also be expected to be in agreement with the theory of
Olson and Swift.

FIG. 1. Profile view of a streaming cell in the outer streaming-velocity field
for the case of a relatively small axial temperature gradient.@The axial
component of streaming velocity is calculated from Eq.~4!.# The flow along
the resonator walls (r 56R) is toward the acoustic-velocity node (x50),
and the return flow along the centerline (r 50) is toward the acoustic-
velocity antinode (x5L). Neighboring cells, to the left and to the right of
the cell shown here, circulate in the opposite direction. Asr approaches6R
within the boundary layer~not shown!, the velocity goes to zero.~Reprinted
from Ref. 1 with permission.!

1840 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Thompson et al.: Acoustic streaming in a temperature gradient



B. Influence of fluid inertia on streaming

Lighthill 13 discussed the influence of fluid inertia on
acoustic streaming, concluding that the effect is significant in
nearly all noticeable acoustic streaming motions. As the in-
ertia of a fluid parcel being convected about the streaming
cell becomes more significant at larger streaming velocities,
it becomes more difficult for the magnitude and direction of
the parcel’s velocity to be changed.

The influence of fluid inertia on the shape of the
streaming-velocity field generated by a monofrequency
acoustic standing wave in a cylindrical resonator was studied
computationally by Menguy and Gilbert.8 Following the
work of Qi,12 they neglected the variation of viscosity and
thermal conductivity with respect to temperature~b50! and
assumed a uniform axial temperature distribution~u50
m21!.

They related the axial and transverse components of
streaming velocity by considering the time-averaged equa-
tion of mass conservation to second order in the acoustic
Mach numberM and the time-averaged equation of momen-
tum conservation to fourth order inM. In the equation of
momentum conservation, the relationship between the axial
and transverse components of streaming velocity is shown to
scale according to the Reynolds number

Re5S U1

c D 2S R

dn /A2
D 2

. ~5!

The case Re!1 corresponds to the relatively slow streaming
considered by Rott,2 Qi,12 Olson and Swift,10 and Bailliet
et al.,11 in which the variation of axial streaming velocity
with respect to the transverse coordinater is found to be
parabolic using only the time-averaged equation of mass
conservation.

The case Re*1 is referred to as ‘‘nonlinear streaming.’’
Menguy and Gilbert’s method for calculating the nonlinear
outer streaming-velocity field proceeds as follows: The influ-
ence of fluid inertia within the boundary layer is first shown
to be negligible. The axial component of streaming velocity
calculated at the edge of the boundary layer is then used as a
boundary condition in the calculation of the nonlinear outer
streaming-velocity field. The axial and transverse compo-
nents of the outer field are each expressed as the product of a
Fourier series involving the axial coordinatex and a power
series involving the transverse coordinater, and the conser-
vation equations are solved for the coefficients in the result-
ing expressions.

The results of these calculations predict that the fluid
inertia at moderate Reynolds numbers~1&Re<4! distorts the
shape of the outer streaming cells by causing the location of
maximum streaming velocity along the centerline (r 50) to
shift from the midpoint (x5L/2) toward the velocity antin-
ode (x5L). As a result of this distortion, the variation of the
axial component of streaming velocity with respect to the
axial coordinatex is no longer sinusoidal and the variation
with respect to the transverse coordinater is no longer para-
bolic. The Reynolds number Re determines the degree to
which the streaming-velocity field is distorted relative to the
field in the slow-streaming case.

C. Thermoacoustic heat transport

For the case considered by Rott2—a monofrequency
acoustic standing wave in a long cylindrical resonator—heat
is transported thermoacoustically along the inner wall of the
resonator from the acoustic-velocity antinodes toward the
acoustic-velocity nodes. Merkli and Thomann14 worked out a
basic theory predicting the time-averaged heat flux between
the resonator wall and the enclosed fluid and made measure-
ments confirming that the wall in the vicinity of the antin-
odes is cooled, while the wall in the vicinity of the nodes is
heated.

A more recent treatment of this phenomenon has been
given by Swift.15 An admittedly oversimplified explanation
is as follows: Consider a parcel of fluid oscillating parallel to
the resonator centerline at a distance of approximately one
thermal penetration depthdk from the resonator wall, which
initially has a uniform temperature distribution, at a location
somewhere between an acoustic-velocity antinode (x5L)
and an acoustic-velocity node (x50). At the extreme of the
parcel’s motion that is nearest the antinode, the parcel’s vol-
ume is large and its temperature is lower than the wall tem-
perature, causing net heat to flow from the wall into the
parcel. The parcel transports this increase in entropy toward
the other extreme of its motion that is nearest the node. At
this location, the parcel’s volume is small and its temperature
is higher than the wall temperature, causing net heat to flow
from the parcel into the wall. The parcel returns to its initial
position and the process is repeated.

Due to the action of similar fluid parcels along the entire
length of the resonator, a sort of ‘‘bucket brigade’’ is formed
that transports net heat along the inner wall from the velocity
antinodes toward the velocity nodes, causing the wall tem-
peratures at the antinodes to decrease and the wall tempera-
tures at the nodes to increase. Under most circumstances, the
rate of thermoacoustic heat transport is eventually balanced
by the rate at which heat is transported by other means~such
as conduction axially within the resonator wall or conduction
and convection radially outward from the resonator into the
surrounding environment!, and a steady-state axial tempera-
ture gradient is reached, the calculation of which is non-
trivial. The thermoacoustic heat transport and the resultant
steady-state temperature gradient are both proportional to
U1

2, the square of the acoustic-velocity amplitude.

III. PROCEDURE

A. Experimental apparatus

The apparatus shown in Fig. 2 has been used to study
the influences of a thermoacoustically induced temperature
gradient and of fluid inertia on the outer streaming-velocity
field generated by a monofrequency acoustic standing wave
in air. It is identical to the apparatus used previously by
Thompson and Atchley;1 the details of its construction will
not be repeated here.

The resonator is filled with air (T0'23 °C,
c'345 m/s) in which a small amount of smoke from burned
cotton rope~particle diameter'1 mm! has been introduced. A
standing wave is produced by driving the two compression
drivers ~University Sound 1829BT! in phase at the fourth
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natural frequency of the air column (f 5v/2p5308 Hz,
l51.13 m!. The smoke follows the motion of the air, serving
as tracer particles for the velocity measurements. The rela-
tive humidity inside the resonator is not significantly affected
by the presence of the smoke@verified using a portable ther-
mohygrometer~TH Pen 8708!#.

The axial component of fluid velocity within the long
glass section of the resonator~inner diameter 2R54.65 cm,
wall thickness52.0 mm! is sampled as a function of time
using a single-component laser Doppler anemometry~LDA !
system ~Dantec Measurement Technology FlowLite! con-
nected to a burst spectrum analysis~BSA! system~Dantec
Measurement Technology 57N11!. The absolute accuracy of
the velocity measurements is approximately 0.3%, based on
the uncertainty in the intersection angle of the two LDA laser
beams. However, the random errors in the individual velocity
samples are much larger than 0.3% and vary with the BSA
settings used. The LDA probe is mounted on a linear posi-
tioning system that translates in both the axial and the trans-
verse directions in the horizonal plane.

For the largest acoustic amplitude used in the present
study (U158.6 m/s, Re540!, the amplitude of the second
harmonic of velocity at its antinode is approximately 10% of
the amplitude of the first harmonic at its antinode. Even so,
the assumption of a monofrequency acoustic field is still ex-
pected to be valid because the magnitude of the streaming
generated by this second-harmonic standing wave is ex-
pected to be only 1% of the magnitude of the streaming
generated by the first harmonic, and therefore too small to be
detected.

The amplitude of the first harmonic of pressure at its
antinode is monitored using a piezoresistive gauge-pressure
transducer~Endevco 8510B-5! mounted flush in the rigid
end cap. A barometric-pressure transducer~SenSym
ASCX15AN! is located within the glass-walled enclosure so
that, in combination with the gauge-pressure transducer, the
mean absolute pressure within the resonator~nominally 97
kPa! can be determined.

Several type-E thermocouples~Omega Engineering TT-
E-30-SLE! are attached to the outer wall of the resonator at
various locations in order to monitor the spatial distribution
of mean temperature. Each thermocouple consists of a
twisted wire pair that is soldered together and attached to the
resonator using a 1.3 cm31.3 cm piece of copper shielding
tape that is then covered with transparent tape. The accuracy
of the temperature measurements is approximately 0.1 °C,
determined using an ice-point bath at 0.0 °C.

In order to vary the magnitude of the thermoacoustically
induced axial temperature gradient while holding the Rey-
nolds number Re constant, three different boundary condi-
tions are imposed on the wall of the resonator.

~1! In order to produce an insulated boundary condition, the
glass section of the resonator is wrapped in two layers of
1.0-cm-thick polyethylene pipe insulation. The insula-
tion extends a distance of approximately 90 cm in the
axial direction and is centered on the streaming cell of
interest. The laser beams of the LDA system pass into
the resonator through a 0.8-cm-high slit in the insulation
~at r 5R) that extends 40 cm in the axial direction and is
centered on the streaming cell of interest.

~2! In order to produce an isothermal boundary condition,
the glass section is replaced with an identical tube
mounted inside a water jacket. The jacket consists of a
larger-diameter borosilicate-glass tube mounted concen-
tric to the smaller-diameter resonator tube using custom-
built PVC collars at each end. The outer tube has an
inner diameter of 7.5 cm and a wall thickness of 2.5 mm,
resulting in a radial spacing of 1.2 cm between the outer
wall of the inner tube and the inner wall of the outer
tube. Water enters the jacket through an orifice in the
collar at the end farthest from the drivers and exits
through an orifice in the collar at the end nearest the
drivers. Flexible reinforced PVC tubing is used to con-
nect the jacket to a circulator bath~VWR Scientific
1156! that circulates water through the jacket at a rate of
7 L/min while maintaining the water at a constant tem-
perature.

~3! The third boundary condition corresponds to the glass
section of the resonator being surrounded simply by air,
and will be referred to as the ‘‘uncontrolled’’ boundary
condition. Although this case is more difficult to model
mathematically, it serves the purpose of producing an
intermediate axial temperature gradient with a magni-
tude that lies between the insulated and isothermal gra-
dients for a given Reynolds number Re.

Between sets of streaming measurements, the smoke
residue is cleaned from the inner wall of the resonator using
an ammonia-based household glass cleaner. In preliminary

FIG. 2. The experimental apparatus.~A! Two compression drivers are con-
nected to~B! a stainless-steel tee on top of~C! a 40 cm stainless-steel tube.
This vertical section is connected by~D! a stainless-steel 90 deg elbow to a
horizontal section comprised of~E! a 122 cm borosilicate-glass tube and~F!
a 20 cm stainless-steel tube. The resonator is terminated by~G! a rigid
stainless-steel end cap. The horizontal section is suspended inside~H! a
glass-walled enclosure. The dotted box indicates the location of the stream-
ing cell where measurements are made, which is similar to the cell shown in
Fig. 1. ~Reprinted from Ref. 1 with permission.!
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experiments done with an isothermal boundary condition,
spurious results were observed when measurements were
made shortly after the resonator had been cleaned. To avoid
this problem, the resonator is allowed to dry for several
hours before measurements are made.

B. Determination of streaming velocity

The sample records of fluid velocity obtained using the
LDA/BSA technique are postprocessed according to the
method of Thompson and Atchley:1 For each record, a com-
plex Fourier series representing the velocity waveform is
first calculated using the Fourier averaging~FA! method de-
veloped by Sonnenbergeret al.16 The resultant Fourier coef-
ficients corresponding to the time-harmonic waveform com-
ponents are then used in conjunction with the arrival times of
the velocity samples to determine the Lagrangian streaming
velocities of individual tracer particles by imposing the con-
straint that the location where the particle velocities are
sampled~the LDA fringe volume! is spatially fixed.1 If the
streaming changes negligibly with respect to time during a
sample record, then a single value for the Lagrangian stream-
ing velocity is determined that best represents all of the
tracer particles within the record. The uncertainties in the
Lagrangian streaming velocities determined using this
method depend primarily on the random errors in the indi-
vidual velocity samples. This method avoids an offset error
observed in the Eulerian streaming velocity determined using
the FA method. The source of this error is attributed to the
LDA/BSA system.

The above-outlined method assumes that the Eulerian
and Lagrangian acoustic-velocity fields are equivalent. For
an acoustic standing wave of the type considered in the
present study, the difference between the Eulerian and La-
grangian velocities amounts to a correction to the magnitude
and phase of the second harmonic of velocity.1 The magni-
tude of this correction is at mostU1

2/4c, which, for the larg-
est acoustic amplitude used in the present study (U1

58.6 m/s, Re540!, is only approximately 0.6% of the mag-
nitude of the first harmonic. Such a small correction would
produce a negligible change in the magnitude and shape of
the velocity waveform~negligible for the purpose of deter-
mining the Lagrangian streaming velocity!, and the correc-
tion can therefore be safely ignored.

IV. MEASUREMENTS

A. Influence of a temperature gradient

Figure 3 shows the observed correlation between the
thermoacoustically induced axial temperature gradient along
the resonator wall and the axial component of streaming ve-
locity for the three boundary conditions: insulated, isother-
mal, and uncontrolled. When the acoustic field is switched
on at timet50 min, the axial temperature distribution is ini-
tially uniform @see Fig. 3~b!#. Due to thermoacoustic heat
transport along the inner wall of the resonator, the wall tem-
perature at the acoustic-velocity node (x50) increases, as a
function of time, relative to the temperature at the antinode
(x5L). As the magnitude of the temperature gradient in-
creases, the magnitude of the axial component of streaming

velocity decreases@see Fig. 3~a!# until a steady-state condi-
tion has eventually been reached.~The value of streaming
velocity shown here at timet50 min corresponds to the
‘‘steady-state’’ value of streaming velocity discussed by
Thompson and Atchley.1 This value is reached approximately
5 s after the acoustic field is switched on.!

For the case of an uncontrolled boundary condition, the
axial streaming velocity reaches 95% of its steady-state value
within approximately 14 min and the axial temperature gra-
dient reaches 95% of its steady-state condition within ap-
proximately 23 min. For the case of an insulated boundary
condition, the times are approximately 32 min for the axial
streaming velocity and approximately 54 min for the axial
temperature gradient. These times are independent of the
acoustic amplitude. Additionally, the results of this experi-

FIG. 3. In ~a!, the axial components of streaming velocity (U156.1 m/s,
Re520) for the three boundary conditions, measured as functions of time at
the center of the streaming cell (x5L/2, r 50), are compared to the theo-
retical streaming velocity predicted by Rott@see Eq.~4!#. In ~b!, correspond-
ing measurements of the external wall temperatures at the acoustic-velocity
node (x50) relative to the temperatures at the antinode (x5L) are com-
pared. As the magnitudes of the temperature gradients in~b! increase, the
corresponding magnitudes of the streaming velocities in~a! decrease. In~c!,
the steady-state axial temperature distributions relative to the temperatures
at the velocity antinode (x5L) are compared.
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ment do not depend significantly on whether the resonator is
completely sealed with respect to the laboratory or whether a
small leak is present.

The temperature-dependent behavior of the streaming
observed in Fig. 3 is puzzling because it is not predicted by
any of the available theories discussed in Sec. II. The largest
discrepancies between the measured streaming velocities and
the theory of Rott2 are observed when using an insulated
boundary condition, which produces the largest steady-state
temperature gradient.

This experiment has been repeated with an initially large
temperature gradient that is produced by switching on the
acoustic field, allowing the temperature gradient and the
streaming to reach steady-state conditions, and then switch-
ing off the acoustic field so that the fluid comes completely
to rest but the temperature gradient remains. The acoustic
field is then switched on again, and the streaming velocity
observed just a few seconds later is in agreement with the
steady-state value it had immediately before the acoustic
field was switched off. This indicates that it is the tempera-
ture gradient that controls the streaming, and notvice versa.

The temperatures reported for the insulated and uncon-
trolled boundary conditions in Figs. 3~b! and ~c! are deter-
mined using thermocouples attached along the top outer
surface of the glass resonator tube. Corresponding thermo-
couples attached along the bottom outer surface give tem-
perature readings that are lower than the top temperatures by
less than 0.1 °C, indicating that there is occasionally a slight
vertical temperature gradient within the resonator.

In a previous experiment done with an uncontrolled
boundary condition, thermocouples were attached to the in-
ner and outer surfaces of the glass tube near an acoustic-
velocity node~where the temperature difference between the
resonator wall and the surrounding air is greatest!. For the
largest acoustic amplitude used in the present study (U1

58.6 m/s, Re540!, the inner temperature is less than 0.1 °C
higher than the outer temperature, while the outer tempera-
ture difference between the two ends of the streaming cell is
2.3 °C. The temperature difference between the inner and
outer surfaces of the glass tube near an acoustic-velocity an-
tinode is negligible.

For the case of an isothermal boundary condition, ther-
mocouples were originally attached to the outer surface of
the resonator inside the water jacket. For the largest acoustic
amplitude used in the present study (U158.6 m/s, Re540!,
the variation of steady-state temperature with respect to the
axial coordinatex was observed to be uniform within 0.1 °C.
However, these thermocouples eventually began giving spu-
rious temperature readings because air was being drawn
through the insulation surrounding the thermocouple wires
and into the water jacket. So, the wires were cut and sealed
to prevent further problems.@The observations of tempera-
ture reported for the isothermal boundary condition in Figs.
3~b! and~c! are set equal to zero and are included solely for
illustrative purposes.#

For the case of an insulated boundary condition, a no-
ticeable increase in local temperature was observed if the
LDA laser beams were permitted to shine for prolonged pe-
riods of time on the inner surface of the insulation covering

the far side of the resonator~the side atr 52R, opposite the
slit and the LDA probe!. Therefore, a shutter mechanism is
used to temporarily block the beams whenever a measure-
ment of velocity is not being made.

Figure 4 shows the steady-state axial temperature differ-
ence across the streaming cell as a function of Reynolds
number Re and boundary condition. For each boundary con-
dition, the data show good agreement with a linear fit. This is
expected from the theory~see Sec. II! because the thermo-
acoustic heat transport, the steady-state axial temperature
gradient, and the Reynolds number are each proportional to
U1

2, the square of the acoustic-velocity amplitude. The value
reported at Re510 for the uncontrolled boundary condition
is artificially low by about 0.1 °C due to an opposing linear
temperature gradient extending axially along the resonator.
~The temperature differences reported for the isothermal
boundary condition are set equal to zero and are included
solely for illustrative purposes.!

B. Steady-state streaming

Figure 5 shows the axial component of the steady-state
streaming-velocity field at a Reynolds number of Re54 for
isothermal and insulated boundary conditions. In Fig. 5~a!,
there is a noticeable difference between the isothermal and
insulated data even though the steady-state axial temperature
difference across the streaming cell is only 0.2 °C for the
insulated boundary condition~see Fig. 4!. This behavior is
repeatable and is not predicted by any of the available theo-
ries discussed in Sec. II.

Previous measurements made by Thompson and
Atchley1 at a Reynolds number of Re50.36 showed that the
magnitude of the streaming-velocity field is noticeably influ-
enced by the dependence of viscosity and thermal conductiv-
ity on temperature, consistent with the theory of Rott2 ~see
Sec. II A!. However, Menguy and Gilbert8 neglected this ef-
fect ~see Sec. II B!, causing their computationally predicted
streaming velocities to be larger than Rott’s predictions by a
factor of 1.097. In order to correct for this discrepancy, the
results of Menguy and Gilbert shown in Fig. 5 have been
scaled by a factor of 1/1.09750.912. Even so, the isothermal
data shown in Fig. 5 are in better agreement with the theory

FIG. 4. Steady-state temperatures at the acoustic-velocity node (x50) rela-
tive to the temperatures at the antinode (x5L) as a function of Reynolds
number Re and boundary condition.
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of Rott, suggesting that the influence of fluid inertia on the
streaming-velocity field is not as significant as predicted by
Menguy and Gilbert.

Figure 6 shows the axial component of the steady-state
streaming-velocity field at a Reynolds number of Re510 for
all three boundary conditions: insulated, isothermal, and un-
controlled. The influence of the axial temperature gradient on
the streaming is noticeable: when the steady-state axial tem-
perature difference across the streaming cell is increased by
using an uncontrolled or insulated boundary condition~see
Fig. 4!, the discrepancies between the measured streaming
velocities and the theory of Rott also increase. Again, this
behavior is repeatable and is not predicated by any of the
available theories discussed in Sec. II.

For the isothermal data shown in Fig. 6~a!, the location
of maximum streaming velocity along the centerline is
shifted slightly toward the acoustic-velocity antinode (x
5L). This behavior is qualitatively consistent with the influ-
ence of fluid inertia. However, Menguy and Gilbert8 do not
give any results for Re.4 because of convergence problems
with their computational method. Additionally, their analysis
is not expected to be valid for Re*10.

Figures 7 and 8 show the axial components of the
steady-state streaming-velocity fields at Reynolds numbers
of Re520 and 40. As the Reynolds number and the axial
temperature gradient are increased, the discrepancies be-
tween the measured data and the theory become even more
pronounced.@The uncontrolled data in Fig. 7~c! are in agree-
ment with the measurements reported previously for this lo-

cation and approximate Reynolds number~Re519.3! by
Thompson and Atchley.7#

For the insulated data in Fig. 7, the magnitude of the
streaming velocity near the positionx50.6L and r 50 ap-
pears to be a local minimum. This trend is continued in Fig.
8, where the streaming along a large section of the centerline
(r 50) has been completely suppressed for both insulated
and uncontrolled boundary conditions. At Re540, the
streaming velocity at the center of the cell (x5L/2, r 50),
measured as a function of time, goes to zero within approxi-
mately 9 min after the acoustic field is switched on.

The insulated data in Figs. 7 and 8 exhibit some asym-
metry with respect to the transverse coordinater. This is
most likely due to slight differences in temperature between
the resonator walls atr 56R caused by the slit in the insu-
lation on the wall atr 5R ~see Sec. III A!. For the isothermal
data in the vicinity of the acoustic-velocity antinode (x
5L) in Figs. 7~a! and 8~a!, the curves fit to the measured
data~using a Fourier sine series! are troublesome and have
therefore been omitted.

For each combination of Reynolds number and bound-
ary condition considered in Figs. 5–8, the extent to which
the measurements are consistent with the principle of conser-
vation of mass can be determined by averaging the trans-
verse profile of axial streaming velocity over the resonator
cross section at each axial position. For the data shown in
Figs. 5~b!–~c!, 6~b!–~d!, 7~b!–~d!, and 8~b!–~d!, the com-
puted cross-sectional average velocities are on the order of
only 1% of the magnitudes of the streaming velocities near

FIG. 5. Axial component of the steady-state streaming-velocity field at a Reynolds number of Re54 (U152.66 m/s) for isothermal and insulated boundary
conditions. In~a!, the variation of axial streaming velocity with respect to the axial coordinatex (r 50) is compared to the theories of Rott@see Eq.~4!# and
of Menguy and Gilbert~Ref. 8! ~see Sec. II B!. In ~b! and ~c!, the variation of axial streaming velocity with respect to the transverse coordinater (x
50.20L and 0.88L) is compared to theory.
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FIG. 6. Axial component of the steady-state streaming-velocity field at a Reynolds number of Re510 (U154.26 m/s) for all three boundary conditions. In
~a!, the variation of axial streaming velocity with respect to the axial coordinatex (r 50) is compared to the theory of Rott@see Eq.~4!#. In ~b!, ~c!, and~d!,
the variation of axial streaming velocity with respect to the transverse coordinater (x5L/4, L/2, and 3L/4) is compared to theory.

FIG. 7. Axial component of the steady-state streaming-velocity field at a Reynolds number of Re520 (U156.11 m/s) for all three boundary conditions. In
~a!, the variation of axial streaming velocity with respect to the axial coordinatex (r 50) is compared to the theory of Rott@see Eq.~4!#. In ~b!, ~c!, and~d!,
the variation of axial streaming velocity with respect to the transverse coordinater (x5L/4, L/2, and 3L/4) is compared to theory.
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the resonator walls (r'6R), consistent with the expected
cross-sectional average velocities of approximately zero.

Figure 9 shows the axial component of the steady-state
streaming-velocity field measured in both the horizontal and
vertical planes at a Reynolds number of Re540 with an un-
controlled boundary condition. Measurements in the vertical
plane are made using a mirror positioned above the resonator
at a 45 deg angle with respect to the horizontal plane. Com-

parison of the two curves indicates that the streaming field is
slightly asymmetric about the centerline (r 50).

C. Decay of streaming

Figure 10 shows the measured decay of streaming when
the acoustic field is switched off. For both uncontrolled and
insulated boundary conditions, the streaming velocities ex-
trapolated back to timet50 s are in agreement with the
steady-state values shown in Fig. 7. The elapsed time of
approximately 5 s required for the streaming to completely
decay in Fig. 10~a! is in agreement with the time required for
the streaming to initially reach its maximum value when the
acoustic field is switched on, as measured by Thompson and
Atchley.1 For the larger steady-state axial temperature gradi-
ent associated with the insulated boundary condition in Fig.
10~b!, the decay curve is more complex.

It is possible to explain the observed behavior in Fig. 10
by supposing the existence of two opposing mechanisms act-
ing on the fluid simultaneously. The first mechanism exerts a
force on the fluid in the positive axial direction, has a mag-
nitude that is independent of the axial temperature gradient,
and requires approximately 5 s tocompletely decay. For the
smaller temperature gradient associated with the uncon-
trolled boundary condition in Fig. 10~a!, only this first
mechanism is observed. The second mechanism exerts a
force on the fluid in the negative axial direction, has a mag-
nitude that is a function of the axial temperature gradient,
and requires approximately 12 s to completely decay. For the
larger temperature gradient associated with the insulated

FIG. 8. Axial component of the steady-state streaming-velocity field at a Reynolds number of Re540 (U158.6 m/s) for all three boundary conditions. In~a!,
the variation of axial streaming velocity with respect to the axial coordinatex (r 50) is compared to the theory of Rott@see Eq.~4!#. In ~b!, ~c!, and~d!, the
variation of axial streaming velocity with respect to the transverse coordinater (x5L/4, L/2, and 3L/4) is compared to theory.

FIG. 9. Axial component of the steady-state streaming-velocity field mea-
sured as a function of the transverse coordinater in both the horizontal and
vertical planes (x5L/2) at a Reynolds number of Re540 (U158.5 m/s)
with an uncontrolled boundary condition. For the measurements made in the
vertical plane, the positionr 5R corresponds to the upper wall of the reso-
nator and the positionr 52R corresponds to the lower wall. The measure-
ments made in the horizontal plane are taken from Fig. 8~c!.
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boundary condition in Fig. 10~b!, both mechanisms are ob-
served, causing the streaming velocity to briefly change di-
rection (t.3 s) once the first mechanism has decayed suffi-
ciently so that it is no longer dominant. However, this is
purely speculative.

D. Ambient convection

After the streaming decays completely in Fig. 10, the
ambient convection currents within the resonator are ob-
served to be negligibly small at the center of the streaming
cell (x5L/2, r 50).

For the conditions corresponding to the largest tempera-
ture gradient used in the present study (U158.6 m/s, Re
540, insulated boundary condition!, measurements of the
streaming decay as a function of the axial and transverse
coordinates in the horizontal plane indicate that the ambient
convection currents in the horizontal plane are on the order
of 1 mm/s—considerably less than the observed steady-state
streaming velocities shown in Fig. 8, which are on the order
of 80 mm/s near the resonator wall.

The ambient convection currents in the vertical direction
~the direction perpendicular to the horizontal plane in which
the measurements are made! are observed by rotating the
LDA probe by 90 deg so that its axis of sensitivity points
upward instead of sideways. The vertical component of the
steady-state fluid velocity is measured as a function of the
axial and transverse coordinates in the horizontal plane, and

the time-averaged velocity-signal components are deter-
mined. For the above-described conditions (U158.6 m/s, Re
540, insulated boundary condition!, the ambient convection
currents in the vertical direction are on the order of 5 mm/
s—also less than the observed steady-state axial streaming
velocities shown in Fig. 8. The magnitude of the vertical
convection is largest in the vicinity of the acoustic-velocity
antinode (x5L). In this region, the fluid rises near the reso-
nator centerline (r 50) and falls near the walls (r 56R). In
the vicinity of the acoustic-velocity node (x50), the mag-
nitude of the vertical convection goes to zero.

V. CONCLUSIONS

The influence of a thermoacoustically induced axial tem-
perature gradient on the axial component of the streaming-
velocity field has been observed to be significant~see Sec.
IV !. In the presence of a relatively small temperature gradi-
ent, the measured streaming velocities are not in agreement
with the theory of Rott2 or with any other available theory
~see Secs. II A and II B!. The error between the measured and
theoretical streaming velocities increases as the temperature
gradient is increased. At a Reynolds number of Re540 and
with a temperature difference of approximately 1 °C or more
between the two ends of the streaming cell, the axial stream-
ing along a large section of the centerline (r 50) near the
acoustic-velocity antinode (x'L) is completely suppressed.

In the measurements of acoustic streaming reported pre-
viously in the literature~see Sec. I!, the influence of a tem-
perature gradient on the streaming-velocity field was not ad-
dressed. All of the previous measurements made using the
PIV technique were limited to the vicinity of the acoustic-
velocity node, where the influence of a temperature gradient
is least noticeable~see Sec. IV B!. Also, if these measure-
ments were carried out shortly after switching on the acous-
tic field, a significant temperature gradient would not have
had enough time to develop. Only Thompson and Atchley7

reported a nonparabolic variation of axial streaming velocity
with respect to the transverse coordinater. However, they
failed to recognize that this result was due to the presence of
a thermoacoustically induced axial temperature gradient, and
instead suggested incorrectly that it might be due to the in-
fluence of fluid inertia.

Measurements of the axial component of the streaming-
velocity field have been made with an isothermal boundary
condition imposed in order to observe the influence of fluid
inertia on the streaming~see Secs. IV A and IV B!. At a
Reynolds number of Re54, these measurements are not in
agreement with the computational results of Menguy and
Gilbert8 ~see Sec. II B!, but rather with the theory of Rott2

~see Sec. II A!. Measurements made with an isothermal
boundary condition at Reynolds numbers of Re*10 do show
significant discrepancies relative to the theory of Rott, but
this effect is less significant than the influence of a tempera-
ture gradient on the streaming~see Sec. IV B!.

These results suggest that the influence of small tem-
perature gradients needs to be considered carefully when at-
tempting to accurately model the outer streaming-velocity
field in a real system. Although Rott,2 Olson and Swift,10 and
Bailliet et al.11 all assumed a nonzero axial temperature gra-

FIG. 10. The axial component of velocity at the center of the streaming cell
(x5L/2, r 50), measured as a function of time after the acoustic field is
switched off, for uncontrolled and insulated boundary conditions. The
acoustic velocity~not shown! decays rapidly from its steady-state value
(U1 /A254.32 m/s, Re520! to zero within approximately 0.3 s. The subse-
quent decay of streaming velocity is then measured directly. In~a!, the axial
temperature difference between the two ends of the streaming cell is ap-
proximately 1.0 °C~see Fig. 4! and the streaming decays exponentially
within approximately 5 s. In~b!, the axial temperature difference is approxi-
mately 2.3 °C and the decay of the streaming is more complex. Note the
difference in the scales of the vertical axes.
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dient in their analyses~see Sec. II A!, their results fail to
predict the observed behavior. Perhaps this is because they
did not consider the convective heat transport due to the
streaming, an effect that Mozurkewich17 has shown experi-
mentally to be significant.

It may be possible that the heat carried by the streaming
is significant enough to affect the spatial distribution of mean
temperature within the streaming cell. Perhaps such a change
in the mean-temperature distribution could, in turn, affect the
streaming-velocity field. In order to investigate this possibil-
ity, it would be helpful to measure the mean-temperature
distribution within the streaming cell in an unobtrusive man-
ner, so as not to disturb the streaming-velocity field.

As mentioned in Sec. III A, spurious results were ob-
served when measurements of streaming velocity were made
shortly after cleaning the inner wall of the resonator using an
ammonia-based household glass cleaner. Perhaps the heat
transfer between the glass tube and the enclosed air is af-
fected by any residue left on the glass by the cleaner, subse-
quently affecting the observed streaming motion.

It would be interesting to repeat the experiments de-
scribed in the present study with the streaming cell oriented
vertically instead of horizontally. However, special attention
would be needed in order to avoid any thermally induced
ambient convection currents that might occur in such a
configuration.1

In addition to investigating experimentally how the
streaming-velocity field is affected by the presence of an
axial temperature gradient along the resonator wall, it would
also be helpful to model the problem mathematically. A
simple model might consist of a cylinder of air having two
boundary conditions imposed along its surface:~1! a sinusoi-
dally varying axial streaming velocity of the form given by
Eq. ~4! evaluated forr 56R, and~2! a sinusoidally varying
mean-temperature distribution similar to those observed in
the present study~see Fig. 3!.
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I. INTRODUCTION

The interest in theoretical description of vibrations of
rods composed of materials with hysteretic quadratic nonlin-
earity is related to the extended applications of the resonance
acoustic phenomenon to the evaluation of polycrystalline
metals,1–3 ceramics, and rocks.4–7 There is an increasing
amount of experimental evidence that nonlinear acoustic
phenomena are more sensitive to the mesoscopic structure of
these materials than the linear ones.1,8 Importantly, by using
resonators, it is easier to reach acoustic wave amplitudes
sufficient for clear manifestation of the nonlinear effects than
without acoustic energy accumulation.

The theoretical analysis of the nonlinear acoustic waves
in a resonator with hysteretic quadratic nonlinearity might be
expected to be more complicated in comparison to a resona-
tor with an important role of ‘‘classical’’ elastic quadratic
nonlinearity. An example of the latter, which has been exten-
sively studied, is a closed-ended gas-filled tube.9–13 Signifi-
cant simplification of the theoretical description in this sys-
tem is due to the absence of such interactions between the
counter-propagating waves which lead to the acoustic profile
distortion accumulating at distances exceeding the acoustic
wavelength. From a physics point of view the forces created
by the interaction of the counterpropagating waves in the
medium with elastic quadratic nonlinearity~which is even in
its physical manifestations! are not moving forces. Because
of this they are not synchronous with any of the counter-
propagating waves and they are not inducing any accumulat-
ing changes in the wave profiles. The possibility to present
acoustic field in the resonator with effective elastic quadratic
nonlinearity as a linear superposition of two noninteracting
nonlinear acoustic waves is an explicit result of Chester’s
theory.9 It was also clearly stated by Ostrovsky10 and has
been later used by a number of the authors to derive both the
equations for the stationary wave profile11 and the nonlinear
evolution equations describing the build-up of the nonlinear

oscillations following the start-up of the resonator
excitation.12,13

The physics of the acoustic waves interaction in the
resonators with hysteretic quadratic nonlinearity is quite dif-
ferent because being quadratic in wave amplitude~similar to
elastic quadratic nonlinearity! it is odd in its physical
manifestations14–17 ~in contrast to elastic quadratic nonlin-
earity, which is even!. For example this nonlinearity is pre-
dicted to induce self-focusing of the acoustic beams.14 For
the current discussion it is important that the interaction of
the counterpropagating waves due to hysteretic quadratic
nonlinearity creates the forces, which are synchronous with
the acoustic waves. Consequently the acoustic field in the
resonant rods cannot be decomposed on two noninteracting
nonlinear counterpropagating waves. The theory should ex-
plicitly account for the effective interaction between them.
Traditionally for the description of the nonlinear standing
acoustic waves in hysteretic rods the second-order nonlinear
partial differential equations are used.1–3 To the best of our
knowledge, the description of the nonlinear acoustic wave
profile in the resonators with hysteretic quadratic nonlinear-
ity in the form of an ordinary~i.e., not a partial! integrodif-
ferential equation has never been proposed before. Perhaps,
this is related to the above-discussed complexity.

Below an ordinary inhomogeneous integrodifferential
equation for the profiles of nonlinear acoustic waves in rods
with hysteretic quadratic nonlinearity is derived. The analy-
sis of its approximate solutions demonstrates that the inter-
action of the counterpropagating waves leads to increased
role of the hysteretic nonlinearity. The amplitude of oscilla-
tions in the resonance peak is lower and the frequency shift
of the resonance peak is more pronounced in comparison
with the theory where the interaction is neglected. It is dem-
onstrated that these kind of phenomena are also expected in
the rods with ‘‘classical’’ elastic cubic nonlinearity, which
~similar to hysteretic quadratic nonlinearity! is odd in its
physical manifestations, but does not induce nonlinear ab-
sorption of sound.a!Electronic mail: vitali.goussev@univ-lemans.fr
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II. THEORY

In materials with hysteretic quadratic nonlinearity, the
dependence of the dominant strain dependent contribution
shyst to total stresss on strain has a form of a cusped
loop16–18

shyst52hEFsAs1
1

2
~s22sA

2 !signS ]s

]t D G . ~1!

Heres denotes the strain,sA denotes strain amplitude,E is
the elastic modulus, andh.0 is the nondimensional param-
eter of the hysteretic quadratic nonlinearity. The stress/strain
dependence in Eq.~1! is valid in a periodic strain wave with
zero average over a period and a single maximum and a
single minimum during a period. In Fig. 1 the hysteretic
contribution to stress is presented in nondimensional vari-
ablesshyst8 5shyst/(hE), s85s/sA. In accordance with Eq.
~1! the stress depends not only on the current values of the
strain but also on the direction of the strain variation~‘‘load-
ing’’ when ]s/]t,0, ‘‘unloading’’ when ]s/]t.0) and the
strain amplitudesA. The first part of the modulus in Eq.~1!
is nonhysteretic~it does not depend on the strain rate]s/]t at
all!. This part does not contribute to the nonlinear hysteretic
absorption but strongly contributes to the amplitude-
dependent sound velocity. The second term in Eq.~1! de-
scribes hysteresis in the stress behavior.

It is well established that in the micro-inhomogeneous
materials the hysteretic nonlinearity dominates over classical
elastic nonlinearity in the stress/strain relationship,2,8 and
that the kinematic nonlinearity~due to the nonlinear relation
between strain and displacement gradient! is also negligible.
Due to this, approximating the strain by the displacement
gradients>]u/]x, the nonlinear wave equation is presented
in the form

]2u

]t2 2c0
2 ]2u

]x2 52c0
2hH F S ]u

]xD A

1
]u

]x
signS ]2u

]x]t D G ]2u

]x2

1F]u

]x
2S ]u

]xD A

signS ]2u

]x]t D G ]

]x S ]u

]xD AJ .

~2!

In Eq. ~2! c05AE/r0 denotes the velocity of the infinitely
weak acoustic disturbances~the linear sound velocity!, r0 is
the equilibrium density, and (]u/]x)A is the amplitude of the
displacement gradient.

The solution of the nonlinear partial differential equation
of the second order~2! should satisfy the boundary condi-
tions at the ends of the rod. The geometry of the system
under consideration is sketched in Fig. 2. In most of the
experiments1–7 the external excitation controls the motion of
one of the rod ends~the end atx5L in Fig. 2! while the
other end~at x50 in Fig. 2! is left mechanically free. The
boundary conditions can be written in the form

v~x5L,t !5v0f ~ t !, ~3!

r0c0
2]u/]x~x50,t !1shyst~x50,t !50. ~4!

Herev5]u/]t denotes the particle velocity, the normalized
function f (t) describes the motion of the boundaryx50 due
to external loading,v0 is the particle velocity amplitude pro-
vided by the external excitation.

It is worth mentioning here that even if the classical
elastic quadratic nonlinearity was included in Eq.~2! for
generality it would not lead in the system under consider-
ation ~Fig. 2! to distortions accumulating at distances ex-
ceeding the acoustic wavelength. This is due to mechanically
free boundaryx50, where the polarity of the incident acous-
tic wave is inverted in each reflection. Actually if, for ex-
ample, maximum ofv profile moves faster than linear sound
in the incident acoustic wave~propagating fromx5L to x
50) then in the reflected wave~propagating fromx50 to
x5L) it becomes a minimum ofv profile moving slower
than linear sound. As a result there is no accumulation of the
wave profile distortion after each two round-trips of the
acoustic wave in the rod, unless the shock front is formed at
a single round trip. The latter opportunity will be excluded in
the analysis presented in the following. It will be assumed
that the wave profile transformations at the scale of the reso-
nator length are weak. Note that in the gas filled resonators
with rigid walls9–12 the situation is completely different be-
cause there is no inversion of acoustic wave polarity in re-
flection from rigid boundaries. There the elastic quadratic
nonlinearity is effective.

The solutionu of Eq. ~2! can be presented in form of a
linear superposition of two interacting counterpropagating
wavesu1 andu2 with slowly varying profiles,

u5mu1~mx,t15t2x/c0!1mu2~mx,t25t1x/c0!.
~5!

Here the dimensionless symbolic small parameterm!1
characterizes weakness of the acoustic disturbances and
slowness of their nonlinear transformation in propagation.

FIG. 1. Presentation in normalized~nondimensional! coordinates of the non-
linear ~hysteretic! part of stress–strain relationship for a periodic process
with single maximum and single minimum during a period. The arrowheads
indicate path direction with increasing time.

FIG. 2. The rod of a finite lengthL. The motion of the end atx5L is
predetermined by the external loading and is assumed to be known in ad-
vance. The end atx50 is mechanically free.
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The accumulation of the wave profile distortion is assumed
to take place at distances significantly exceeding the acoustic
wavelengthl ~which is of the order of the resonator length
L). When Eq.~5! is substituted in Eq.~2! the terms of the
first order inm are mutually cancelled. If only the terms of
the second order inm are retained, then Eq.~2! takes the
form

]

]x
~v12v2!1

h

2c0
2 H F ~v12v2!A1~v12v2!

3signS ]v1

]t1
2

]v2

]t2
D G S ]v1

]t1
1

]v2

]t2
D

12F ~v12v2!2~v12v2!AsignS ]v1

]t1
2

]v2

]t2
D G

3
]

]~t12t2!
~v12v2!AJ 50, ~6!

wherev65]u6 /]t5]u6 /]t6 are particle velocities in the
counterpropagating waves. Importantly, although the ampli-
tudes of both waves are slowly varying in space@see Eq.
~5!#, the amplitude of the total strain (]u/]x)A ~which is a
function ofx only! does not necessarily vary slowly in space.
In other words the derivative]/]x applied in Eq.~2! to the
distribution of the total strain amplitude (]u/]x)A does not
necessarily diminishes the order of this term bym factor. The
term](]u/]x)A/]x might be of the first order inm and not of
the second order as it is in the case of the uni-directional
~co-propagating! waves.14,15,17,18 A simple illustrative ex-
ample is the following. If we have only a right-propa-
gating wave of a constant amplitudeA (u5u1(t1)
5A sin@v(t2x/c0)#), then clearly (]u/]x)A5Av/c05const
and ](]u/]x)A/]x50. But if we have two counter-
propagating waves of equal and constant amplitudes
(u5u1(t1)1u2(t2)5A sin@v(t2x/c0)# 1Asin@v(t1x/c0)#
52A sin(vt)cos(vx/c0)), then (]u/]x)A52A(v/c0)usin(vx/
c0)uÞconst and ](]u/]x)A/]x52A(v/c0)2sign@sin(vx/
c0)#cos(vx/c0)Þ0. The latter is an obvious result of the wave
interference, providing spatial modulation of the total strain

amplitude at the scale of the acoustic wavelength even with-
out any variation in space of the amplitudes of each of the
counter-propagating waves~i.e., even whenm50). Due to
the fact that](]u/]x)A/]x is in general of the order ofm the
terms in Eq.~2!, which include this spatial derivative, con-
tribute to the evolution equation~6! where all the terms are
of the second order inm. To distinguish this derivative from
the derivative over the slow coordinatemx the former is
represented in Eq.~6! by the form ]/]x52(2/c0)]/](t1

2t2), which just takes into account thatt12t25
22x/c0 .

Equation~6! formally contains two unknowns (v1 and
v2) and three variables~fast variablest1 , t2 and slow
variable mx). However the variables are not independent:
there is an evident relation (t25t112x/c0) between them.
Due to this relation in the coordinate system (mx,t1), ac-
companying the wave propagating to the right, the function
v2(mx,t2)5v2(mx,t112x/c0) is a fast varying function
of x co-ordinate. This is due to the explicit dependence of the
second~fast! argument onx in this system of coordinates.
Consequently the term]v2 /]x in Eq. ~6! can be eliminated
by averaging in this accompanying coordinate system over
the wavelengthl in space~or equivalently over acoustic pe-
riod T in time!. When applying to Eq.~6! the operator
(1/l)*x02l/2

x01l/2(¯)dx, it should be taken into account that the

first ~slow! argumentmx of the functions does not provide
any significant distortion at the spatial scalel, and that odd
nonlinearity cannot induce average fields. Because of this

1

l E
x02l/2

x01l/2

v2S mx8,t11
2x8

c0
Ddx8

5
1

T E
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T/2

v2~mx,t112t8!dt8

5
1

2T E
2T

T

v2~mx,t11t8!dt850.

Accordingly, Eq.~6! takes the form
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F@v1~mx,t1!,v2~mx,t11t8!#dt8. ~7!

Obviously the application of the same averaging procedure in the coordinate system (mx,t2), accompanying the wave
propagating to the left, results in
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In Eqs.~7! and~8! compact notations for the right-hand sides
~r.h.s.! has been introduced. These equations provide the sys-
tem of coupled partial integrodifferential equations forv1

andv2 . Each of these equations is only in two independent
variables. The averaging procedure applied to nonlinear
terms retains in Eq.~7! and in Eq.~8! only those components
of the nonlinear force which are synchronous with the right-
propagating wave and left-propagating wave, respectively.

In the resonator~Fig. 2! the solution of Eqs.~7! and~8!
should be subjected to boundary conditions~3! and~4!. It is
useful to incorporate the boundary conditions in the equa-
tions. This can be done by applying the method of successful
approximations developed by Chester.9,12 Chester noticed
that when Eqs.~7! and ~8! are integrated overx at spatial
scales of the order of the resonator wavelengthL it is pos-
sible to neglect the dependence ofv1 andv2 on slow coor-
dinate mx in the r.h.s. of these equations. This is due to
assumed weak distortion of the wave profiles at the distances
of the order of the acoustic wavelength. Consequently, the
unknownsv6(mx,t6) on the r.h.s. of Eqs.~7! and~8! can be
replaced by the profilesv6(t6) explicitly independent of
space coordinate,
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The integration of these equations results in

v1~mx,t1!5g1~t1!2
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F@v1~t1!,v2~t11t8!#dt8J x, ~9!
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F@v1~t22t8!,v2~t2!#dt8J x, ~10!

whereg6(t6) are unknown functions~of a single argument
each! to be determined from the boundary conditions. Actu-

ally from Eqs. ~9! and ~10! it follows that g6(t) are the
particle velocities in the counterpropagating waves at the
mechanically free endx50,

v1~mx,t1!x505v1~0,t !5g1~ t !,

v2~mx,t2!x505v2~0,t !5g2~ t !.

They are related by the boundary condition~4!. Importantly
only the relation of the first order inm!1 should be retained
in Eq. ~4!,

v1~0,t !2v2~0,t !50. ~11!

It is verified that all the higher order corrections to Eq.~11!
@like those coming from the nonlinear stressshyst in Eq. ~4!#
provide contributions to the equation for the acoustic wave
profile of the orders higher thanm2. In accordance with Eq.
~11! g2(t)5g1(t)[g(t) and the solutions~9! and~10! take
the form

v1~mx,t1!

5g~t1!2
h
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F@g~t1!,g~t11t8!#dt8J x,

~12!
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5g~t2!1
h

2c0
2 H 1
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F@g~t22t8!,g~t2!#dt8J x.

~13!

Here the space-independent profilesv6 on the r.h.s. are ap-
proximated by their form at the mechanically free boundary.
The substitution of the solutions~12! and ~13! at the other
end of the rod~that is evaluated atx5L) into the boundary
condition ~3! leads to the closed form integrodifferential
equation for the wave profileg(t),
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g~ t2L/c0!1g~ t1L/c0!

2
h

2c0
2 H 1

2T E
2T

T

$F@g~ t2L/c0!,g~ t2L/c01t8!#

2F@g~ t1L/c02t8!,g~ t1L/c0!#%dt8J L5v0f ~ t !. ~14!

In Eq. ~14! both the nonlinear term~in the form of the inte-
gral! and the external loading~r.h.s.! are of the second order
in m!1. Consequently, in the first order the relationg(t
2L/c0)52g(t1L/c0) is valid. The latter relation is used to
simplify the nonlinear term in Eq.~14!. Using also the sym-
metry and periodicity properties of the operatorF, Eq. ~14!
is reduced to the form

g~ t2L/c0!1g~ t1L/c0!

2
hL

c0
2 H 1

T E
2T/2

T/2

F@g~ t2L/c0!,g~ t2L/c01t8!#dt8J
5v0f ~ t !.

Introducing the notationst2L/c0[t and f (t1L/c0)
[ f̄ (t) it can be rewritten as

g~t!1g~t12L/c0!

2
hL

c0
2 H 1

T E
2T/2

T/2

F@g~t!,g~t1t8!#dt8J 5v0 f̄ ~t!. ~15!

Considering periodic harmonic excitation, the function
f̄ (t) is chosen in the formf̄ (t)5cos(vt). Then the small-
ness
(}m2) of the sumg(t)1g(t12L/c0) in Eq. ~15! requires a
small deviation of 2L/c0 from the half-periodT/25p/v of
the excitation (2L/c05T/212DL/c0 ,DL/L}m!1) and the
symmetryg(t1T/2)>2g(t) of the wave profile. Because
of small deviationDL of rod length from the linear reso-
nance lengthL5Tc0/4 ~for the fundamentall/4 resonance
con-
sidered in the following! the functiong(t12L/c0) can be
approximated by Taylor expansion asg(t12L/c0)>
2g(t)
2]g/]t(t)(2DL/c0). With the help of this relation, Eq.
~15! is rewritten

2DL

c0

]g

]t
1

hL

c0
2

1

T E
2T/2

T/2

F@g~t!,g~t1t8!#dt85v0 cos~vt!,

~16!

where all the terms are of the same (m2) order of smallness.
For the subsequent analysis it is useful to introduce di-

mensionless timeu5vt and dimensionless particle velocity
V5g/vNL , where vNL5c0Av0 /hvL>A2c0v0 /ph is the
characteristic amplitude of acoustic wave in the hysteretic
rod. Note thatvNL is proportional to square root of the exci-
tation velocity (vNL}Av0) as is expected for the quadratic
nonlinearity.10,19,20The dimensionless form of Eq.~15! is

d
]V

]u
1

1

2p E
2p

p H H @V~u!2V~u1u8!#A

1@V~u!2V~u1u8!#signF]V~u!

]u
2

]V~u1u8!

]u G J
3F]V~u!

]u
1

]V~u1u8!

]u G22H @V~u!2V~u1u8!#

2@V~u!2V~u1u8!#AsignF]V~u!

]u
2

]V~u1u8!

]u G J
3

]

]u8
@V~u!2V~u1u8!#AJ du85cosu. ~17!

Equation~17! belongs to the class of the equations describ-
ing excitation of the nonlinear waves by moving quasisyn-
chronous sources.19,20 In accordance with Eq.~17! the pro-
files of the waves traveling in the rod depend on a single
dimensionless parameterd, which characterizes the detuning
of the system from the linear resonance. It can be expressed
in terms of a deviationDv5v2v0 of the excitation
frequency v from linear resonance frequencyv0

5pc0/2L as d5Dv/vNL , where vNL5(v0 /p)(v0 /vNL)
5(Ahv0/2pc0)v0 is the characteristic shift of the resonance
frequency. The shift of the resonance by hysteretic quadratic
nonlinearity is expected due to odd character of its physical
manifestations. For comparison, the elastic quadratic nonlin-
earity ~which has even character! does not cause any shift of
the resonance in closed tubes.9,11,12 The above-developed
theory clearly predicts that the shift of the resonance in vi-
brating rod is proportional to the wave amplitude because
from vNL}Av0 and vNL}Av0 it follows that vNL}vNL .
This theoretical result correlates with numerous experimental
observations.1,2,4,6

The derived inhomogeneous ordinary integrodifferential
equation~17! is the primary result of the developed theory. It
takes into account the influence on the profile of the acoustic
wave of its interaction with the counterpropagating wave.
These are the profilesV(u1u8) and ]V(u1u8)/]u that
might be identified in Eq.~17! with the counterpropagating
wave. From a physics point of view the closed form single
integrodifferential equation is obtainable due to the existing
relation@g1(t)5g2(t)# between the profiles of the counter-
propagating waves in the resonator. Qualitatively speaking,
in the resonator a traveling wave interacts with itself, but
delayed in time and propagating in the opposite direction.

Unfortunately currently the precise solutions of Eq.~17!
are not available. To find an approximate solution at funda-
mental excitation frequencyv the excitation of the higher
harmonics can be neglected in first approximation. A similar
approach has been applied earlier1,2 to solve directly the non-
linear partial differential equations of the type of Eq.~2!.
First, the solution of the assumed formV5VA sin(u1w) is
substituted in Eq.~17! and then cosine and sine Fourier am-
plitudes of the different terms of the equation are balanced
separately. This results in the system of equations for the
amplitudeVA and the phasew of the acoustic wave,

dVA12aVA
25cosw, a2VA

25sinw, ~18!
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where the constanta58/(3p). Excluding phase from Eq.
~18! the description of the resonance curveVA5VA(d) is
obtained in the implicit form

d5
1

VA
@22aVA

26A12a4VA
4 #. ~19!

In accordance with Eq.~19! the maximum amplitudeVA
max

51/a'1.18 is achieved for the detuningd5dmax522. It is
suitable to rewrite Eq.~19! as

d5
1

VA
@22aVA

21A12a4VA
4 sign~d12!#. ~20!

The resonance curve~20! is presented in Fig. 3, where for
comparison the linear resonance curveVA51/udu @when the
nonlinear term in Eq.~17! is neglected# is also depicted.
Note that diminishing of the resonance frequency (dmax,0)
predicted by the solution~20! ~see Fig. 3! is in accordance
with experimental observations, confirming softening of ma-
terials with hysteretic quadratic nonlinearity with increased
amplitude of the acoustic loading.1–4,6–8

III. DISCUSSION

The derived solution for the resonance peak (VA
max

'1.18,dmax'22) takes into account the interaction of the
counterpropagating waves. If the counterpropagating wave is
omitted in Eq.~17! this equation simplifies

d~]V/]u!1 bVA2V sign~]V/]u!c~]V/]u!5cosu. ~21!

The solution of this equation by the same mathematical
method leads to

d5
1

VA
F2VA

21A12
1

4
a2VA

4 sign~d1A2/a!G .
Consequently, when the interaction of the counterpropagat-
ing waves in the rod is neglected the maximum amplitude
V̄A

max5A2/a'1.53 is higher and the resonance peak shift

d̄max52A2/a'21.53 is smaller than in the case when the
interaction is taken into account. This means that the inter-
action of the counterpropagating waves amplifies the mani-
festation of the hysteretic quadratic nonlinearity. If one imag-
ines this interaction to be switched off, then the vibration
amplitude will increase and the resonance shift will diminish.
Thus the interaction of the counterpropagating waves addi-
tionally absorbs each of the waves and makes the material
softer.

It is important to evaluate the role in the analyzed phe-
nomenon of the amplitude grating@the term proportional to
](]u/]x)A/]x in Eq. ~2!#. If this term is neglected then the
nonlinearity of the medium in the wave equation will be
accounted for only by the modified local elastic modulus.
Actually the coefficient on the right-hand side of Eq.~2! in
front of the term]2u/]x2 describes the so-called ‘‘bow-tie’’
contribution to modulus in materials with hysteretic qua-
dratic nonlinearity.8,21,22 If only this nonlinear term is re-
tained in Eq.~2! then the solution for the resonance curve
will be modified for

d5
1

VA
F2aVA

21A12
1

4
a4VA

4 sign~d1& !G ,
with the maximum amplitude (VA

max)85&/a'1.66 for the
detuning (dmax)852&'21.41. Note that the amplitude is
larger ~and the shift of the resonance is smaller! not just in
comparison with the case where amplitude grating~interfer-
ence pattern! is taken into account, but also in comparison
with the case where the interaction of the counterpropagating
waves is switched off. Consequently local variation of the
material modulus leads separately~i.e., when separated from
the amplitude grating! to the tendency in nonlinear phenom-
ena, which is just opposite to the one predicted above. If only
local modulus modifications are taken into account then the
interaction of the counterpropagating waves partially sup-
presses the manifestation of the hysteretic quadratic nonlin-
earity. If one imagines that only the nonlinear interaction of
counterpropagating waves through the local hysteresis
modulus is switched on, then the wave amplitude will in-
crease and the resonance shift will diminish. This indicates,
in particular, that the interaction of the counterpropagating
waves through the bow-tie contribution to modulus may am-
plify the waves. The effect of the amplification of a weak
acoustic wave by a strong counterpropagating acoustic wave
in materials with ‘‘bow-tie’’ hysteretic contribution to modu-
lus was predicted earlier in Refs. 21 and 22. The above-
presented theory clearly demonstrates that in the case of the
counterpropagating waves of comparable amplitudes there is
important contribution to nonlinear processes originating
from the amplitude grating and that the contribution from the
amplitude grating overcompensates for the amplification ef-
fects related to local hysteretic modulus. This indicates that
the amplitude grating might play a role in the case of the
counterpropagating waves of significantly different ampli-
tudes as well, and that the theory developed in Refs. 21 and
22 should be revised.

It is interesting to compare the above-mentioned predic-
tions with those for the rods with ‘‘classical’’ elastic cubic

FIG. 3. Theoretical dependence of the dimensionless amplitudeVA of the
traveling acoustic wave in the rod on the dimensionless detuningd of the
excitation frequency from the linear resonance condition~corresponding to
d50). The dashed curves represent linear resonance. The continuous curve
depicts the saturation of the wave amplitude and the shift of the resonance
peak due to hysteretic quadratic nonlinearity of material composing the rod.
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nonlinearity. A properly normalized equation neglecting in-
teraction of the counterpropagating waves is expected to
have the form

d~]V/]u!1V2~]V/]u!5cosu. ~22!

Surely vNL and vNL for the normalization of Eq.~22! are
different from those in Eq.~21!. The solution of Eq.~22! is

d5
1

VA
FVA

3

3
61G . ~23!

If the interaction of the counterpropagating waves is taken
into account then Eq.~22! is expected to take the form

d
]V

]u
1

1

2p E
2p

p

@V~u!2V~u1u8!#2

3F]V~u!

]u
1

]V~u1u8!

]u Gdu85cosu. ~24!

Please compare the transition from Eq.~24! to Eq. ~22! with
the one from Eq.~17! to Eq.~21!. The solution of Eq.~24! is

d5
1

VA
F3VA

3

4
61G . ~25!

Comparison of Eqs.~25! and ~23! demonstrates that the in-
teraction of the counterpropagating waves increases the role
of the elastic cubic nonlinearity~the coefficient in front of
VA

3 increases! similar to the case of the hysteretic quadratic
nonlinearity. The important difference between the two cases
is, however, in the absence of the nonlinear absorption in
materials with elastic cubic nonlinearity and in different de-
pendence of the frequency shift on the wave amplitude.

It is instructive to compare the approximate solution
V̄A

max5A3p/4'1.53, d̄max52A3p/4'21.53 of Eq. ~21!

with its exact solutionV% A
max5&'1.41, d% max52&'21.41,

which is available.23 This comparison demonstrates that ne-
glecting the inverse influence of the generated higher har-
monics@vn5(2n11)v,n51,2,...# on the fundamental fre-
quencyv leads only to a slight (}10%) overestimation of
both maximum vibration amplitude and the resonance fre-
quency shift. Similar overestimation might be expected in
the obtained approximate solution of Eq.~17! in comparison
with its exact solution.

Finally it is worth mentioning that the derived Eq.~17!
can be extended, if necessary, to account for the effects of
weak linear sound velocity dispersion24,25and/or weak linear
absorption2,9,11,26by adding corresponding terms in the equa-
tion. In the case of weak linear dispersion the corresponding
term is proportional to]3V/]u3, for example.24,25

IV. CONCLUSIONS

An ordinary inhomogeneous integrodifferential equation
for the profile of the acoustic wave in a resonant rode, com-
posed of a material with hysteretic quadratic nonlinearity, is
derived. This equation incorporates the boundary conditions
in the sense that all possible solutions of this equation satisfy
the necessary boundary conditions ‘‘automatically.’’ It ex-
plicitly takes into account the interaction of the counter-
propagating acoustic waves. It is demonstrated that this in-

teraction amplifies the nonlinear phenomena. In particular
the maximum vibration amplitude predicted by this theory is
lower and the shift of the resonance peak is larger in com-
parison with the case when the interaction of the counter-
propagating waves is neglected. The interaction due to
hysteretic quadratic nonlinearity suppresses both counter-
propagating waves and also enhances softening of the mate-
rial with increasing wave amplitude.
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The concept of aneffective apodizationwas introduced to describe the field pattern for the
nonlinearly generated second harmonic (2f ) within the focal zone using a linear propagation model.
Our objective in this study was to investigate the validity of the concept of an effective apodization
at 2f as an approach to approximating the field of the second harmonic over a wide range of depths.
Two experimental setups were employed: a vascular imaging array with a water path and an adult
cardiac imaging array with an attenuating liver path. In both cases the spatial dependencies of the
ultrasonic fields were mapped by scanning a point-like hydrophone within a series of planes
orthogonal to the propagation direction. The sampling distances were located before, within, and
beyond the focal zone. The signals were Fourier transformed and the complex values at 2f were
linearly backpropagated to the transmit plane in order to obtain an effective apodization. The
measured results demonstrated a relatively constant effective apodization at 2f as a function of
propagation distance. Finite amplitude computer simulations were found to be in agreement with
these measurements. Thus the measure of the effective apodization at 2f provides an approximation
to the second harmonic field outside the focal zone. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1874612#

PACS numbers: 43.25.2x, 43.25.Jh, 43.25.Cb, 43.60.Fg@MFH# Pages: 1858–1867

I. INTRODUCTION

Our aim in this paper is to investigate the concept of an
effective apodization as a tool for approximating the field
pattern of the nonlinearly generated second harmonic (2f )
portion of a finite amplitude ultrasonic field using a linear
propagation model. In previous work the effective apodiza-
tions at 2f were derived from measurements obtained within
the focal zone of the ultrasonic field.1–3 In this paper, the
determinations of the effective apodizations at 2f are ex-
tended to include estimates arising from a range of axial
positions before, within, and beyond the focal zone. To ad-
dress the effect of attenuation, two experimental setups using
one-dimensional arrays on transmit were studied: a vascular
imaging transducer with a lossless water path, and an adult
cardiac imaging probe with an attenuating tissue mimicking
path. In addition to experimental measurements, results from
computer simulations are reported.

The effective apodization at 2f is a descriptor of the
field pattern of the nonlinearly generated second harmonic.
The effective apodization at 2f is determined from measure-
ments of the ultrasonic field in a plane perpendicular to the
direction of propagation. These measured signals are Fourier
transformed and the complex values at the second harmonic
frequency are backpropagated to the source plane and the

effective apodization is extracted.~Methods for determining
the effective apodization are discussed in greater detail in
Sec. II.!

Use of the nonlinearly generated second harmonic has
become commonplace in applications of diagnostic
imaging.4 The shift from using the fundamental to using the
second harmonic for image formation is largely driven by
observed improvements in image quality. Reasons cited for
this improved image quality include the following: reduced
sidelobe levels,5–7 higher frequencies without the corre-
sponding attenuation penalty,7 reduced effects due to phase
aberration,7–9 and reduced interference from multiple
reverberations.4,7,8 At this point it is not clear which of the
suggested reasons provides the greatest impact on image
quality for specific clinical imaging applications.4

The nonlinearly generated second harmonic portion of
an ultrasonic field has lower sidelobes and a narrower beam
than the fundamental portion of the field.5,6 The experimental
measurements by Ward, Baker, and Humphrey6 demon-
strated that the full width at half-maximum~FWHM! for the
nonlinearly generated harmonics~second, third, and fourth!
are related to the fundamental FWHM bywn /w151/nm,
wherewn is the width of the harmonic corresponding to the
harmonic numbern. The value ofm was found to be 0.78 for
their experimental arrangement. Considering only linear
propagation, the value ofm would be expected to be unity.10

Thus the main lobe is slightly wider than would be expected
for a simple change in frequency. In addition these authors
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noted a decrease in the sidelobe levels for the second
harmonic.6 In related work by Christopher,5 the lateral beam
profiles of nonlinearly generated second harmonic fields
were compared to the lateral beam profiles of second har-
monic fields produced by transmitting at the second har-
monic frequency. This work also demonstrated that the non-
linearly generated second harmonic has a wider main lobe
and lower sidelobes than a field linearly propagated at the
second harmonic frequency.

For a linearly propagating field, the application of a
more aggressive transmit apodization results in a wider
mainlobe with lower sidelobes.10 The concept of an effective
apodization was introduced as a way of accounting for the
field pattern of the nonlinearly generated second harmonic.1

Changing the transmit apodization has been shown to result
in a different effective apodization at the second harmonic
frequency2 and thus different mainlobe widths and sidelobe
levels for the nonlinearly generated second harmonic.11 In
addition, the effective apodization at 2f has been found to be
independent of theF number, focal distance, frequency, and
propagation medium for clinically relevant ranges for cases
of weakly nonlinear propagation and for data obtained from
the focal zone.1

In a recent publication, the field patterns for the nonlin-
early generated second harmonic were compared to linear
propagation at 2f using the effective apodization at 2f de-
termined from the nonlinearly generated second harmonic
field.12 This work demonstrated that the nonlinear field pat-
tern may be approximated by a linear interpretation of the
effective apodization at 2f descriptor for propagation dis-
tances before, within, and beyond the focal zone. These re-
sults would indicate that the effective apodization at 2f is at
most slightly dependent on the propagation distance at which
the field is sampled.

For linear propagation, the pulse echo version of the Van
Cittert–Zernike theorem relates the transmit apodization to
the spatial coherence of backscatter from the focal zone.13

By replacing the transmit apodization with the effective
apodization at 2f , the pulse echo version of the Van Cittert–
Zernike theorem can be extended to the case of weakly non-
linear propagation~far from shock formation!.1 Thus, the au-
tocorrelation of the effective apodization at 2f yields a
prediction of the spatial coherence of backscatter that has
been shown to be distinct from the spatial coherence of back-
scatter for the fundamental.1–3

Investigators have reported either an increased14,15 or
relatively unchanged16 depth of field for the nonlinearly gen-
erated second harmonic component compared with the ultra-
sonic field produced by transmitting at the same second har-
monic frequency ~fundamental at second harmonic
frequency!. The depth of field was determined using three
different approaches: single transmit imaging with parallel
receive beam forming,14,15 Van Cittert–Zernike imaging,15

and axial pullback measurements.16 The single transmit im-
aging with parallel receive beamforming started with a
record of signals received on each element.14,15 Then offline
a receive aperture was synthetically scanned across the re-
ceived signals to form an image of the transmitted beam.
These images demonstrated an extended depth of field for

the second harmonic portion of the field compared with the
field produced by transmitting at the second harmonic. Com-
parable results were achieved by measuring the spatial co-
herence of backscattered signals using the Van Cittert
Zernike theorem to produce an image of the incoherent
source.15 The incoherent source in this case was produced
from the interaction of the transmitted signal and the en-
semble of randomly distributed, small scatterers. The pull-
back measurement of received power as a function of propa-
gation distance demonstrated a slight increase in the depth of
field for the nonlinearly generated second harmonic field.16

The apparent disagreement between these reported mea-
surements of the depth of field arises from the different defi-
nitions employed by the investigators. The pullback mea-
surement used the positions corresponding to23 dB with
respect to the peak pressure along the propagation axis of a
transducer with circular geometry.16 In contrast, the single
transmit imaging with parallel receive beamforming and Van
Cittert–Zernike imaging approaches used changes in the
beamwidth as a function of axial position.14,15 The pullback
measurement of depth of field can be affected by attenuation
within the sample. In addition, work by others has demon-
strated that the pullback definition of the depth of field for
the second harmonic can be increased by using multiple foci
on transmit.17 Based on the work in Ref. 17, it appears that
having an elevational focus that differs from the azimuthal
focus would also extend the pullback measure of the depth of
field. However, previous work has shown that the elevational
focus has little to no effect on the~azimuthal! effective
apodization at 2f .1 The pullback measurements supply a
measure of the depth of field in terms of the signal to noise
ratio. In contrast, the single transmit imaging with parallel
receive beamforming and Van Cittert–Zernike imaging ap-
proaches provide a depth of field measurement relating to the
lateral resolution for the case of having ideal time gain com-
pensation.

In the present work, the concept of an effective apodiza-
tion is related to the beamwidth as a function of propagation
distance and will be shown to agree with the reported obser-
vations of an extended depth of field. Both simulations and
experimental measurements were performed for the cases of
a vascular imaging transducer with a lossless propagation
path and a cardiac imaging transducer with an attenuation
propagation path. In Sec. II, the methods used for both the
experiment and the simulation are discussed in detail. In Sec.
III the results are presented in two formats: effective
apodizations and apodization widths. In Sec. IV, a discussion
of the implications arising from the results is presented. In
particular, an effective apodization at 2f is used to approxi-
mate the field pattern for a nonlinearly generated second har-
monic before, within, and beyond the focal zone.

II. METHODS

In order to investigate the field pattern for finite ampli-
tude ultrasonic fields, the effective apodizations at the funda-
mental (1f ) and second harmonic (2f ) were obtained. The
effective apodization is determined by measuring the ultra-
sonic field in a plane perpendicular to the direction of propa-
gation ~an orthogonal plane!. The complex amplitudes of a
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single frequency are extracted and used in a linear angular
spectrum backpropagation to the source plane.18,19The effec-
tive apodization is then obtained as a profile of the magni-
tude of the backpropagated values. If a frequency within the
fundamental band is chosen, the resultant effective apodiza-
tion at 1f is equivalent to the actual transmit apodization.19

As expected, if a frequency within the nonlinearly generated
second harmonic band is chosen, the effective apodization at
2 f has been shown to be narrower than the transmit apodiza-
tion for data acquired from the focal zone of the ultrasonic
field in both simulation2,20,21 and experiment.1,2 In the fol-
lowing paragraphs, the experiments and simulations em-
ployed to obtain the effective apodizations at 1f and 2f for
propagation depths before, within, and after the focal zone
are discussed.

A. Experiment

The two experimental arrangements are shown in Fig. 1.
The differences in the two experimental approaches are in
the type of transmit array utilized and the type of propaga-
tion medium. For the lossless water path depicted in panel
~a! of Fig. 1, the ultrasonic field was propagated from a vas-
cular imaging transducer array into water, whereas for the
attenuating liver slurry path depicted in panel~b! of Fig. 1,
the ultrasonic field was produced by an adult cardiac imaging
transducer array. For both setups the ultrasound was propa-

gated perpendicular to the face of a one-dimensional array
~i.e., there was no beam steering! using an HDI-5000 ultra-
sonic imaging system~Philips Medical Systems, Bothell,
WA!. The transmitF number was approximately 5 for both
cases. The two-dimensional pseudoarray scans were per-
formed with a 0.6 mm diameter membrane hydrophone
~Sonic Industries, Hatboro, PA! at set distances from the
transmit transducer position.

The transmit apodization function was the same for both
transducer arrays, and previous work has indicated that the
effective apodization at 2f at the focus for the adult cardiac
imaging transducer agrees with the effective apodization at
2 f at the focus for the vascular imaging transducer.1 Thus,
the choice of changing both the type of the transducer array
and the propagation medium was deemed to be acceptable.
The results shown below support this choice.

1. Nonattenuating water path

A drawing of the experimental setup is shown in panel
~a! of Fig. 1. Two-dimensional pseudoarray scans were per-
formed at axial positions of 3.0, 22.6, 42.9, 62.6, and 84.3
mm from the face of a one-dimensional vascular imaging
array ~linear array! transducer. The array elements were fo-
cused at 56 mm in the azimuthal direction with a Riesz win-
dow apodization, and the elevation direction was focused at
20 mm. Data were acquired by translating the hydrophone
receiver in 0.25 mm steps through a 57 by 57 grid~14 mm
by 14 mm! and digitizing the RF signal at each position~250
MS/Sec with 8 bits, temporally averaged 32 times!. A more
detailed description of the experimental setup and data ac-
quisition was published previously.1

The recorded broadband time–domain signals were Fou-
rier transformed and the complex amplitudes at 5.6 MHz
~fundamental! and 11.2 MHz~nonlinearly produced second
harmonic! were obtained at each position. These two-
dimensional arrays of complex narrow-band values were lin-
early backpropagated to the plane of the transmit aperture
yielding an apparent source from which the effective
apodization was determined.~See Refs. 1, 2 for further de-
tails on this analysis approach.! The effective apodization for
each axial position was determined by averaging the azi-
muthal profiles contained within the23 dB elevational
source width. Before averaging each of these profiles was
normalized by their respective maximum value. The standard
deviation of these normalized azimuthal profiles was com-
puted and used as an error measurement.

2. Attenuating liver slurry path

The drawing in panel~b! of Fig. 1 depicts the setup for
the one-dimensional adult cardiac imaging transducer array
~phased array! with the attenuating liver slurry path. This
array was focused at a depth of 100 mm in the azimuthal
direction with a Riesz window apodization. The focus in the
elevational direction was 47 mm. Two-dimensional
pseudoarray scans were performed at axial positions of 2.5,
35, 53, 83, 103, and 162 mm from the face of phased array
transducer. A detailed description of the experimental setup,
data acquisition, and liver slurry phantom can be found in a

FIG. 1. Experimental arrangements used for measuring ultrasonic fields.
Panel~a! depicts the water path setup. Panel~b! depicts the attenuating liver
path setup.
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previous publication2 that used the data obtained at the 2.5,
53, and 103 mm axial positions. The propagation distances
for the attenuating phantom and nonattenuating water for
each axial position from the phased array are listed in Table
I.

The effective apodization was obtained using the same
approach employed for the nonattenuating water path
dataset. In this case, the complex narrow-band data at 1.76
MHz ~fundamental! and 3.52 MHz~nonlinearly produced
second harmonic! were extracted from the measured rf sig-
nals.

B. Simulation

The two experimental transmit configurations~nonat-
tenuating water path and attenuating liver path! were simu-
lated using an approach that incorporated the nonlinear Bur-
gers equation into an angular spectrum propagation
model.22–24 Each experimental setup was simulated with a
Riesz window applied in the azimuthal direction and a rect-
angular window applied in the elevational direction. The
axial propagation step size was 2 mm.

The water path simulation propagated a 51.2 mm by
51.2 mm~256 points by 256 points! source plane a distance
of 100 mm. The azimuthal direction was geometrically fo-
cused at 56 mm for a speed of sound of 1.54 mm/ms corre-
sponding to the programmed speed of sound for the imaging
system. We chose acoustic parameters representative of non-
attenuating water with the speed of sound set to 1.49 mm/ms,
the attenuation coefficient set to zero, and the nonlinearity
parameter~b! set to 3.6.25 The fundamental frequency was
chosen to be 5.6 MHz based on the nonattenuating water
path experiment.

The simulation, for an attenuating liver path, propagated
a 76.8 mm by 76.8 mm~256 points by 256 points! source
plane a distance of 166 mm. The azimuthal direction was
geometrically focused at 100 mm, assuming a 1.54 mm/ms
speed of sound as per the clinical imaging system. We chose
an ultrasonic speed of 1.53 mm/ms and a slope of attenuation
of 0.59 dB/cm/MHz to characterize the attenuating liver
slurry phantom within the simulation in agreement with the
measured values. A representative value for the nonlinearity
parameter~b! of 4.5 was chosen to fall within a range of
reported bovine liver measurements.25 The fundamental fre-
quency was chosen to be 1.76 MHz, corresponding to the
attenuating liver path experiment.

For both simulations, the complex values for the funda-
mental and second harmonic frequencies were saved at each
2 mm propagation step. The effective apodization for the
fundamental (1f ) and the second harmonic (2f ) were deter-
mined at each propagation step, as described above. The
magnitudes of the effective apodizations were normalized to
a peak value of one.

III. RESULTS

Two types of results are presented in this paper:~a! The
effective apodizations at 1f and 2f are compared for a Riesz
window transmit apodization, and~b! the widths of the ef-
fective apodizations as functions of axial distance.

A. Effective apodizations

The experimentally determined effective apodizations
are displayed in Fig. 2 for the water path and for the attenu-
ating liver path. The effective apodizations at 1f in panel~a!
and panel~c! of Fig. 2 overlie the transmit apodization
~Riesz window! for both experimental setups. The effective
apodizations at 2f in panel~b! of Fig. 2 are all narrower than
the Riesz window transmit apodization. Similar results are
depicted in panel~d! of Fig. 2 for the attenuating liver path.
The lone exception is the measurement at 2.5 mm.

The measurement at 2.5 mm for the attenuating liver
path appears to overlie the transmit apodization for positions
near the edge of the transmit aperture. There is very little
production of second harmonic content arising from nonlin-
ear propagation up to this modest distance of 2.5 mm from
the array. A possible explanation for the unexpected second
harmonic content is that the ultrasonic source is transmitting
a weak ~undesirable! signal at the second harmonic fre-
quency. This weak second harmonic signal is attenuated rela-
tively quickly within the attenuating liver slurry phantom.
Thus we suggest that the results at 35, 53, 83, 103, and 162
mm are dominated by the nonlinearly produced second har-
monic frequency.~This statement is supported by compari-
sons with the simulation results in the following paragraphs.!
The second harmonic results for the water path do not ex-
hibit this second harmonic feature for a field sampled at 3
mm. This suggests that the effect seen in the attenuating liver
path may be a result of the transmit characteristics for the
adult cardiac imaging array as compared to the vascular im-
aging array used for the water path.

In Fig. 3, the simulated effective apodizations are shown
for the fundamental and the nonlinearly generated second
harmonic for both the nonattenuating water path and the at-
tenuating liver path, respectively. The displayed values have
been normalized to a peak value of one at each transmit
propagation distance. The results for the effective apodiza-
tion at 1f remain unchanged with propagation distance~as
expected!. Remarkably, the nonlinearly generated second
harmonic results are also relatively constant with depth, dis-
playing only a slight decrease in width as the transmit propa-
gation distance increases.

The simulation results~shown in Fig. 3! and experimen-
tal results~shown in Fig. 2! for the effective apodizations at
2 f are compared in Fig. 4. At each distance there is reason-
able agreement with the simulation results for both the at-

TABLE I. Propagation pathlengths in water and attenuating liver slurry
phantom for the through transmission signals associated with the attenuating
liver path setup.

Total propagation
distance
~mm!

Liver slurry
phantom length

~mm!
Water pathlength

~mm!

2.5 ¯ 2.5
35 33.0 2.0
53 50.5 2.5
83 80.0 3.0

103 100.5 2.5
162 159.0 3.0
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tenuating liver path and the nonattenuating water path. The
worst agreement occurs at the shortest propagation distances
where the signal to noise ratio of the measured second har-
monic is at its lowest.

B. Width of the effective apodization

An estimate of the aperture width for the effective
apodizations at the fundamental (1f ) and second harmonic
(2 f ) was determined by finding the positions corresponding
to 20% of the peak amplitude in the profiles~approximately
a 214 dB level!. This metric will be referred to as thewidth
of the effective apodization. For a Riesz apodization of full
width L, the width of the effective apodization is computed

to be 0.89L. For the simulation results, the widths of the
effective apodizations were determined from the values dis-
played in Fig. 3. In order to obtain a measure of the variation
in the experimental measurement, a variation of the analysis
described in Sec. II was performed. The width was deter-
mined for each profile contained within the23 dB eleva-
tional source width before averaging the profiles together.
These measurements of the apodization width were then av-
eraged and the standard deviation is reported as the error.

In Fig. 5, the widths of the effective apodizations are
displayed as a function of the backpropagation distance for
both measured and simulated results. Two normalizations
were performed on the data in order to facilitate a compari-

FIG. 2. Experimental results for the
effective apodization are displayed for
the water path@panels~a! and~b!# and
for the attenuating liver path@panels
~c! and~d!#. The top row compares the
measured effective apodization at 1f
@5.6 MHz for panel~a! and 1.76 MHz
for panel~c!# for each propagation dis-
tance. The bottom row compares the
measured effective apodizations at 2f
@11.2 MHz for panel~b! and 3.52 MHz
for panel ~d!# for all propagation dis-
tances from the transmit apodization
that were sampled. Error bars repre-
sent the standard deviation.

FIG. 3. Results for simulations of the
water path and the attenuating liver
path are shown. The panels depict the
effective apodizations at 1f and 2f as
a function of the backpropagation dis-
tance. The top row displays the results
for the fundamental. As expected for
linear propagation, the contours are
horizontal lines. The bottom row dis-
plays the results for the nonlinearly
generated second harmonic. The effec-
tive apodizations for both 1f and 2f
were normalized by their peak value
for each backpropagation distance.
Contour labels are in units of dB and
the linear gray scale is mapped to
black for a value of 1.0 and white for a
value of 0.0.@The left axis is in units
of the full width of the transmit aper-
ture ~L!.#
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son of the results for the two experimental setups. The
widths of the effective apodizations were normalized by the
transmit aperture full width~L! and the propagation distance
was normalized by the geometric focal distance~F!.

The widths of the effective apodizations for the funda-
mental (1f ) are shown in panel~a! of Fig. 5 and exhibit
good agreement between the experiment and simulation for
the two different experimental setups. In panel~b! of Fig. 5,
the widths of the effective apodizations for the nonlinearly
generated second harmonic (2f ) are displayed. The second
harmonic experimental results show reasonable agreement
with the simulation results and indicate a slight reduction in
width as a function of propagation distance. Comparing pan-
els ~a! and~b!, the widths for the nonlinearly generated sec-
ond harmonic are distinctly less than the widths for the fun-
damental.

The agreement among the widths of the effective
apodizations for the second harmonic is notable because~1!
a linear array transducer with a geometric focus of 56 mm
was compared with a phased array transducer with a geomet-
ric focus of 100 mm.~2! The propagation medium for the

water path was nonattenuating, whereas the propagation me-
dium for the attenuating liver path exhibited a 0.59 dB/cm/
MHz slope of attenuation.~3! The second harmonic frequen-
cies were 3.52 and 11.2 MHz for the attenuating liver path
and water path, respectively.

IV. DISCUSSION

The results from both simulation and experiment dem-
onstrate that the effective apodization of the nonlinearly gen-
erated second harmonic field is narrower than the transmit
apodization, as can be seen in Fig. 2, Fig. 3, and Fig. 5. The
effective apodization at 2f exhibits a slight decrease in width
as a function of propagation distance, which is much smaller
than the difference between any of the effective apodizations
at 2f and the transmit apodization. In Fig. 5, the most rapid
variation in the effective apodization at 2f appears to be at a
distance around four tenths of the geometric focal distance.
Around the focal position and beyond the effective apodiza-
tion at 2f is relatively invariant.

FIG. 4. Effective apodizations at 2f
for both simulation~solid lines! and
experiment~circles! are compared for
the water path~first column! and the
attenuating liver path~second col-
umn!. The geometric focus was at 56
mm for the water path and at 100 mm
for the attenuating liver path. Error
bars represent standard deviation.
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The potential influence of the hydrophone’s active ele-
ment size on measurements of the effective apodization can
be addressed by examination of Fig. 4 and Fig. 5. Here the
results of measurements using a finite-sized aperture hydro-
phone are compared with the simulation results that are
based on point sampling of the simulated field. The agree-
ment between the experimental and simulation results sug-
gest that the finite size of the hydrophone introduced rela-
tively little error. In addition, in the context of this study, the
agreement between simulation and measured results shown
in Fig. 4 and Fig. 5 suggests that the effective apodization
from either pulsed wave~experiment! or continuous wave
~simulation! sources exhibit comparable results.

In the following two subsections, the applicability of
using the effective apodization at 2f to approximate the non-
linearly generated second harmonic is investigated. In the
first subsection the field pattern at the second harmonic fre-
quency is compared for two simulations with different trans-
mit conditions:~1! transmitting at the fundamental frequency
using a Riesz window apodization;~2! transmitting at the
second harmonic frequency using the effective apodization at
2 f obtained from the results of the first transmit condition. In
Sec. IV B the effective apodization at 2f is related to reports
of an increased depth of field for the nonlinearly generated
second harmonic.14,16,26A third subsection contains a discus-
sion about the phase of the effective apodization at 2f .

A. Estimation of the field pattern

In Fig. 6, simulated field patterns are compared for a
nonlinearly generated second harmonic and linear propaga-
tion at the second harmonic frequency with the effective
apodization determined from the nonlinear field. A simula-
tion of nonlinear propagation in a water path was performed
with a fundamental frequency of 5.6 MHz and a Riesz win-
dow transmit apodization. The nonlinearly generated second
harmonic portion of the field was extracted at every 0.5 mm
axial increment. At each propagation distance the power of
the second harmonic portion of the field was computed in dB
relative to the peak. The complex values of the second har-
monic field at the geometric focal position of 56 mm were
used to determine the effective apodization at 2f ~see Sec.
II !. This effective apodization at 2f was then used as a trans-
mit apodization for transmitting at 11.2 MHz. The linear fun-
damental result from transmitting at 11.2 MHz with the ef-
fective apodization at 2f overlays the nonlinear result in Fig.
6. Further evidence of this agreement is shown using both
experiment and simulation in a recent publication.12

The close agreement between the results in Fig. 6 dem-
onstrates the potential usefulness of the concept of an effec-
tive apodization at 2f for beam formation design. Tool sets
developed for linear analysis~such ask-space analysis,27,28

spatial impulse response,29,30 and the Fraunhoffer
approximation31! may be used to investigate weakly nonlin-
ear propagation by applying the concept of an effective
apodization. The main assumption involved in the extension
of these tools is that the system has an adequate signal to
noise ratio for the second harmonic portion of the field. In
addition, the analysis in this paper has assumed no aberration
of the signal. The effect of increasing the transmitted pres-
sure on the effective apodization at 2f has not been investi-
gated. Thus, the stated restrictions to weakly nonlinear

FIG. 5. Widths of the effective apodizations are displayed for the fundamen-
tal ~a! and the nonlinearly generated second harmonic~b!. The widths cor-
respond to the difference in positions determined by the214 dB value with
respect to the peak value for each effective apodization. The propagation
distance was normalized by the geometric focus~F!. Error bars represent the
standard deviation.

FIG. 6. Contour plots of the normalized field pattern from simulation dem-
onstrating the concept of an effective apodization. The second harmonic
portion of an ultrasonic field created by nonlinear propagation of a funda-
mental transmit with a Riesz window transmit apodization is compared to
the ultrasonic field for a linearly propagated signal at the second harmonic
frequency that was transmitted using the effective apodization at 2f associ-
ated with the Riesz window. At each propagation distance the simulation
results have been normalized and the contours are reported in units of dB.
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propagation is a limitation of the current and previous
studies.1–3,12

B. Depth of field estimation

The widths of the effective apodizations for the nonlin-
early generated second harmonic were found to be consider-
ably less than the transmit aperture widths, as seen in Fig. 5.
Reducing the extent of the transmit apodization results in
extending the depth of field.10 Other investigators have ob-
served the apparent extended depth of field for the nonlin-
early generated second harmonic portion of the beam as
compared with transmitting at the second harmonic fre-
quency using the same transmit apodization.14,16,26Our mea-
surements and simulations of the effective apodization at 2f
also imply that the depth of field for the nonlinearly gener-
ated second harmonic is longer than the depth of field for a
transmitted second harmonic that utilized the original trans-
mit apodization.

An estimate of the extension in the depth of field asso-
ciated with the nonlinearly generated second harmonic is ob-
tained by considering the reduced width of the effective
apodization at 2f . Beginning with a geometric definition of
the depth of field~D!,

D57lS F

L D 2

, ~1!

whereF is the geometric focal distance,l is the wavelength,
andL is the aperture width, assuming uniform apodization.10

Using this equation, the change in the depth of field for
transmitting with a Riesz window can be compared to trans-
mitting with the corresponding effective apodization at 2f .
For each case, the same frequency and focal distance are
used. Thus, the only difference in the depth field resides in
the aperture width~L!. The aperture width is computed from
the simulation results for the effective apodization at 2f for a
Riesz transmit apodization. In order to estimate the aperture
width, the integral of each apodization is computed and then
normalized by a uniform apodization of widthL ~the transmit
aperture width!. For the Riesz window and the corresponding
effective apodization at 2f , the resulting values are 0.66 and
0.47, respectively. Thus, the effective apodization at 2f indi-
cates an increase in the depth of field of;2.0 times the depth
of field obtained by transmitting at 2f with the original trans-
mit apodization.

The concept of the effective apodization at 2f implies
that the depth of field for the nonlinearly generated second
harmonic is comparable to the depth of field for the funda-
mental (1f ) portion of the field. The difference in frequency
is approximately countered by the effective apodization at 2f
being narrower than the transmit apodization. This estima-
tion for the depth of field does not account for the following:
~1! slight changes in the shape of the effective apodization at
2 f as a function of propagation distance;~2! errors associ-
ated with a calculation of the equivalent widths of nonuni-
form apodization windows;~3! possible changes in the rela-
tive phase~geometric focus! of the effective apodization at
2 f as a function of propagation distance. A brief discussion
on the last point is given below.

C. Changes in the phase of the complex effective
apodization as a function of propagation distance

The effective apodization is defined above as the mag-
nitude of backpropagated complex values. In this section the
phase of these complex values is discussed. Saito reported
changes in the phase of the second harmonic with respect to
the fundamental as a function of transmit propagation dis-
tance for a geometrically focused single element transducer
receiving signals from a geometrically focused single ele-
ment transmitter.32 By analogy, these reported changes may
affect the phase of the complex effective apodization at 2f as
a function of propagation distance. The phase of the complex
effective apodization is comparable to the geometric focus
for a linearly propagating field. Thus, the nonlinearly gener-
ated second harmonic field may be expected to exhibit a
dynamically changingeffective geometric focusas a function
of propagation distance.

The phase of the effective apodization can be related to
the geometric focus of the apodization. For the simulations
described in Sec. II, theeffective geometric focuswas ob-
tained from the phase information within the complex effec-
tive apodizations as a function of propagation distance using

Q~x!5kAR21~x2A!22B, ~2!

whereQ is the phase as a function of aperture position,k is
the wave number,R is the geometric focus, andx is the
aperture position. The coefficientsA andB account for beam
steering and a constant phase shift, respectively. A chi-square
minimization approach was implemented in the software
package IgorPro~WaveMetrics, Inc., Lake Oswego, OR! us-
ing Eq. ~2! and the simulated complex effective apodization
results. The values ofk andx were fixed while the values of
A, B, andR were determined from the curve fitting routine.
Theeffective geometric focusis defined as the resulting value
of the geometric focus~R! obtained from the phase of the
complex effective apodization.

The effective geometric focuspredicted from the simu-
lation of the attenuating liver path is shown in Fig. 7. The
effective geometric focusat 1f displays agreement with the
known result of the actual geometric transmit focus~F! ~100
mm in this case!. The effective geometric focusat 2f dem-
onstrates a difference of, at most, 8% from the value ofF and
crosses the actual transmit geometric focus at a propagation

FIG. 7. Effective geometric focusas a function of propagation distance for
the simulation results of the attenuating liver path are shown.
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distance slightly greater than the actual geometric focus~F!.
Thus the effective geometric focusat 2f demonstrates a
slight variation as a function of the propagation distance.
This variation may result in slightly extending the depth of
field for the nonlinearly generated second harmonic. The pre-
vious choice to concentrate on the magnitude of the complex
effective apodization is supported by the results shown in
Fig. 6, where the field pattern of the nonlinearly generated
second harmonic is fairly well approximated by a linear
propagation using only the magnitude of the complex effec-
tive apodization at 2f .

The effective geometric foci were also determined ex-
perimentally. However the errors in the measurements at
both 1f and 2f were much greater than the differences ex-
hibited in Fig. 7 and did not follow any trend as a function of
propagation distance. Slight shifts in phase were found to
have a significant effect on the value of theeffective geomet-
ric focus. The experimental results were not strong enough to
either support or refute the variation in the simulatedeffec-
tive geometric focusresults shown in Fig. 7.

V. CONCLUSIONS

The concept of effective apodization provides a descrip-
tor of the nonlinearly generated second harmonic portion of
an ultrasonic field in terms of linear propagation. The results
in Fig. 2 and Fig. 3 show that the widths of the effective
apodization at 2f are narrower than the effective apodization
at 1f , in agreement with previous measurements.1–3 Further-
more, for an effective apodization at 2f obtained from mea-
surements in the focal zone, reasonable agreement to the
nonlinearly generated field is observed not only within the
focal zone but also well before and beyond the focal zone, as
demonstrated in Fig. 6.

In Fig. 5, the widths of the effective apodizations for the
nonlinearly generated second harmonic are grouped together
for the two different experimental setups for both simulation
and experiment. Both experimental setups used a Riesz win-
dow transmit apodization and hadF numbers of approxi-
mately 5. The agreement between the widths is remarkable
given that the two experimental setups had different frequen-
cies, different propagation media, different focal distances,
and different clinical transducer arrays. Thus, the results
shown in Fig. 5 imply that the concept of the effective
apodization at 2f provides an estimate of the nonlinearly
generated second harmonic field for a broad range of experi-
mental conditions.

The impetus for this work was to further the understand-
ing of the underlying principles associated with the improved
image quality sometimes observed with harmonic imaging.
The concept of an effective apodization provides a tool that
may be useful in developing a better understanding of the
nonlinearly generated second harmonic field pattern for a
homogenous medium. Although imaging in a clinical setting
introduces aberrating propagation media, understanding the
case for a homogenous propagation medium provides a ref-
erence for investigating more complex propagation paths.
Furthermore, an application of the concept of an effective
apodization may provide a useful tool in the design of ultra-
sonic imaging systems.
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Acoustic pulse propagation through a fluctuating stably
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Mesoscale wind speed and temperature fluctuations with periods from 1 min to a few hours
significantly affect temporal variability and turbulent regime of the stable atmospheric boundary
layer ~ABL !. Their statistical characteristics are still poorly understood, although the knowledge of
such statistics is required when modeling sound propagation through the stable ABL. Several field
experiments have been conducted to study the influence of mesoscale wind speed fluctuations on
acoustic pulse propagation through the stable ABL. Some results of these experiments are described
in this paper. A special acoustic source was used to generate acoustic pulses by the detonation of an
air–propane mixture with a repetition period 30 s. The mean wind speed and temperature profiles
were continuously measured by Doppler sodar and temperature profiler, whereas mesoscale wind
fluctuations were measured by anemometers placed on a 56-m mast. From the measurements of the
pulse travel time fluctuations at different distances from the source, the statistical characteristics of
the mesoscale wind fluctuations, such as frequency spectra, coherences, horizontal phase speeds and
scales, have been obtained. Some of the obtained results are interpreted with the use of a recently
developed model for the internal wave spectrum in a stably stratified atmosphere. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1862573#

PACS numbers: 43.28.Bj, 43.28.Gq, 43.28.Vd@LCS# Pages: 1868–1879

I. INTRODUCTION

There are problems of practical importance in atmo-
spheric acoustics which require taking into account the influ-
ence of both the mean stratification and the fluctuations of
wind speed and temperature on acoustic signal propagation
through the atmosphere. These problems include a localiza-
tion of various acoustic sources in the atmosphere, a predic-
tion of sound levels from pulse and noise sources, and acous-
tic remote sensing of the atmosphere. To solve them, one
needs to parametrize the statistical characteristics of wind
speed and temperature fluctuations needed for calculating the
amplitude and phase fluctuations of acoustic waves.

Most sound propagation models use a parametrization of
turbulence based on well-known models such as the
Kolmogorov–Obukhov model of locally isotropic and homo-
geneous turbulence~Tatarskii, 1971!, the von Karman model
~Ostashevet al., 1998!, and Gaussian models for both isotro-
pic ~Chernov, 1960! and anisotropic turbulence~Wilson and
Thomson, 1994!.

However, in stably a stratified atmospheric boundary
layer ~ABL !, the parametrization of the turbulence statistics
is still a problem, since these characteristics at high Richard-
son numbers, Ri, cannot be described by means of the exist-
ing similarity theories, most of which are based on the as-
sumption that the turbulence is locally homogeneous and
stationary~statistically!. The widely used models of the ABL
based on a large-eddy simulation do not capture flows with
very stable stratification~Derbyshire, 1999; Wilsonet al.,
2001! and fail to simulate layers with the sharp vertical gra-
dients that are often observed in the ABL.

It is recognized now that different types of instabilities
of internal gravity waves~IGWs! may be a source of small-
scale turbulence and meso-scale eddy structures~such as
‘‘cat eyes,’’ ‘‘filaments,’’ ‘‘banks,’’ and others! in stable
ABLs ~Chimonas, 1978; Gossardet al., 1985; Danilov and
Chunchuzov, 1992; Chunchuzov, 1996; Chimonas, 1999;
Galaktionov and Maderich, 1999; Blumenet al., 2001;
Anderson, 2002!. Such turbulence coexists and continuously
interacts with the IGWs, so the statistical properties of these
waves affect both the statistics of turbulence and the fine
vertical structure of the wind field in a stably stratified ABL
~Weinstock, 1984; Einaudi and Finnigan, 1993!.

The IGWs themselves induce meso-scale wind speed
and temperature fluctuations in the stable ABL with periods
from a few minutes to a few hours, and with horizontal
scales from hundreds of meters to a few kilometers. These
fluctuations cause the corresponding fluctuations of the pa-
rameters of acoustic signals propagating through the ABL,
such as travel time, amplitude, duration, and the angles of
arrival of the acoustic signals. To understand how IGWs in-
fluence the statistical characteristics of the parameters of
acoustic signals, and the turbulent fluxes of heat and momen-
tum in the stable ABL, one needs to know the form of the
frequency-wavenumber spectrum of the wind speed and tem-
perature fluctuations induced by IGWs. Such a need moti-
vated our study of the effects of meso-scale wind speed and
temperature fluctuations associated with IGWs on the statis-
tical characteristics of the parameters of acoustic pulses in
the stable ABL. The experimental results of this study are
described in Sec. II. In Sec. III A these results are interpreted
by using a theoretical model for the frequency spectra of the
wind speed fluctuations induced by internal waves. Based on
this model a theoretical form for the frequency spectrum of

a!Address for correspondence: 2 Putman Ave, Ottawa, ON K1M 1Y9,
Canada. Electronic mail: tigra@ifaran.ru and oxana@achilles.net
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travel time fluctuations is obtained in Sec. III B and com-
pared with the measured spectral forms~Sec. III C!. The ob-
tained results of the paper are discussed in Sec. 4.

II. EXPERIMENTAL STUDY OF THE INFLUENCE
OF MESO-SCALE WIND SPEED FLUCTUATIONS
ON THE PARAMETERS OF ACOUSTIC SIGNALS

A. Acoustic pulse sounding method

To measure meso-scale wind speed and temperature
fluctuations, we used an acoustic pulse sounding method pre-
viously developed for this purpose~Chunchuzovet al., 1990,
1996, 1997; Chunchuzov, 2002!. This method is a type of
acoustic tomography of the stable ABL based on the exis-
tence of an acoustic wave guide near ground surface due to
formation of the temperature inversion and vertical wind
shear near the ground surface.

The scheme of the field experiment conducted in August
2002 at the base of the Institute of Atmospheric Physics near
Zvenigorod is shown in Fig. 1. It consists of an acoustic
pulse generator~G!, receivers~R1–R4!, Doppler sodar~S!, a
temperature profiler~T! and a meteorological mast~M! with
the acoustic anemometers mounted at heights of 6 and 56 m
above ground surface.

Acoustic pulses of stable form were generated by deto-
nation of an air-propane mixture in the special tube shown in
Fig. 2. We chose a repetition period of 30 s for sounding of
the meso-scale wind speed and temperature fluctuations with
temporal scales ranging from 1 min to 1 h. One of the acous-
tic pulses received at a distance of 20 m from the generator is
shown in the upper panel~a! of Fig. 3. When propagating in
the acoustic wave guide the initial signal ‘‘splits’’ at a dis-
tance of 2.5 km into a set of arrivals A, B, C, and D, as

shown in Fig. 3~c!. These arrivals are readily identified in the
records of the signal@shown in Figs. 3~b!–3~d!# detected by
the receivers R1, R2, and R3, which form a 5-m horizontal
triangle. Such evolution of the pulse waveform with distance
was earlier explained theoretically by using exact solutions
of the Helmholtz equation for the sound field in a moving
stratified layer~Chunchuzovet al., 1990, 1996!.

For each signal radiated at the timet we measured the
time intervalDT(t) between arrivals~D! and ~A! with the
accuracy of 2 ms. By measuring temporal variationsdT(t)
5DT(t)2DT0 of the interval DT(t) relative to its value
DT0 at some initial momentt0 , we were able to calculate the
temporal variationsdceff(t)5ceff(t)2ceff(t0) of the effective
sound speedceff5c1Ve averaged over the selected ray tra-
jectoryGA connecting the source and each receiver. Herec is
the sound speed,Ve is the projection of the wind velocity
along the radius-vector from the source to the receiver, and
the trajectoryGA is thought to have a maximum elevation
angle relative to the ground surface and one turning point.

As earlier shown by Chunchuzovet al. ~1997! the varia-
tions dT(t) are caused mostly by the variations of the pulse
travel time along the rayGA , because their contributions to
the value ofdT(t) are much greater than those from the
travel time variations along the nearly horizontal ray pathGD

for an arrival D. The latter has an elevation angle close to 0.
For small relative variations of the effective sound

FIG. 1. Scheme of the field experiment on acoustic pulse sounding of stable
ABL, 9–13 August 2002.

FIG. 2. Detonation generator.
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speed, udceff(t)/ceffu, we can express dT(t) as
*GA

ds(dceff(t)•ceff
22)5^dceff(t)&*GA

ds(ceff
22), where the second-

order termsO(udceff(t)/ceffu2) are neglected, and̂dceff(t)& is
the value ofdceff(t) averaged over the initial ray pathGA for
the arrival A ~Chunchuzovet al., 1997!. If the relative in-
crease of the effective sound speed from the ground to the
height of the ray turning point is small, then in the first-order
approximation the initial time intervalDT0 may be ex-
pressed as *GA

ds„(ceff(s)2c0)ceff
22
…5^Dceff&*GA

ds(ceff
22),

wherec0 is the initial value of sound speedc near ground
surfacez50, and^Dceff& is the average value of the differ-
enceDceff(s)5(ceff(s)2c0) over the ray pathGA at the initial
momentt0 ~note that under this approximation we have re-
placed the integration overGD by the integration overGA).
As a result the relation between averaged time fluctuations
^(dceff)m(t)& and the fluctuationsdT(t) becomes

^~dceff!m~ t !&'^Dceff&dT~ t !/DT0 . ~1!

The value of^Dceff& may be readily estimated for the
initial ray trajectories calculated for the wind speed and tem-
perature profiles measured by the sodar and temperature pro-
filer, respectively, so from measured values ofdT(t) and

DT0 one can calculate from~1! the averaged effective sound
speed fluctiuationŝ(dceff)m(t)&.

B. Experimental results

For the signal in Fig. 3~c! the acoustic pressure field
calculated by a parabolic equation method~Avilov, 1995! is
displayed in Fig. 4. A constructive interference of normal
modes forms the ray paths, which are clearly seen in this
figure. For the totally reflecting ray~A!, with a maximum
elevation angle relative to the ground, the height of the turn-
ing point is about 99 m. For this height the estimated average
increase in the effective sound speed^Dceff& is about 3 m/s.

Since the initial time intervalDT0 between arrivals A
and D was 70 ms, then from the fluctuationsdT(t) measured
by means of a horizontal triangle array R1–R3, one can cal-
culate the average fluctuations of the effective sound speed
^(dceff)m(t)&. As shown by Chunchuzovet al. ~1997!, the
main contribution to the value of̂(dceff)m(t)& comes from
the small portion of the ray trajectoryGA near its turning
point. The time series of the fluctuations^(dceff)m(t)& for the
ray pathsGA that connect the source G with each of the
receivers R1, R2, and R3 are shown in Fig. 5~a!. For the
same time period Fig. 5~b! shows the time series for the
fluctuations of the horizontal wind speed projection (vx)
along thex-axis directed from R1 to R2~i.e., northward!.
These are measured by the anemometer at a height of 56 m
~the receivers R1–R3 and the mast with the anemometers are
shown in Fig. 1!.

The obtained time series of^(dceff)& andvx reveal simi-
lar oscillations with the periods ranging from 8 min to about
20 min. To estimate the horizontal speed and direction of the
propagation of such oscillations, the receiver R2 was placed
200 m northward~x-axis! from R1, whereas the receiver R3
was placed 170 m eastward from R1 so that these receivers
formed a horizontal triangle array~Fig. 1!.

The fluctuations of the pulse travel time measured by the
triangle array R1–R3 in the night time hours of 13 August
2002 are shown in Fig. 6. For these time series we have
calculated the coherencesKi j and the corresponding phase
spectraw i2w j between the pointsi and j of the triangle,
where i , j 51,2,3. The coherencesKi j and the multi-
coherence function defined by Grachevet al. ~1978! as

K05~K12
2 1K23

2 1K31
2 22K12K23K31cosSw!1/2, ~2!

FIG. 3. One of the acoustic signals generated by a detonation source on 10
August 2002, 22:40. This signal at a distance of 20 m is shown in the upper
panel~a!. The same signal was also recorded far from the source~2550 m
for the receiver R1! by a 5-m triangle array R1, R2, and R3. These record-
ings at the points R1, R2, and R3 are shown in the panels~b!, ~c!, and~d!,
respectively. A, B, C, and D are different arrivals of the same signal.

FIG. 4. Ray trajectories for the signal in Fig. 3~b!. The
height of the turning point for the totally reflected ray
with a maximal elevation angle is 99 m~this ray corre-
sponds to the arrival A!, the average effective sound
speed increasêDceff& from the ground to this height is
3 m/s, and the time interval between arrivals A and D is
70 ms.
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whereSw5(w12w2)1(w22w3)1(w32w1) is the sum of
the phase differences, were estimated by means of standard
procedures~Bendat and Piersol, 1967!. If K125K235K31

51 andSw50, thenK051, so the existence within some
frequency interval of the maximum of the multi-coherence
function K0 along with the conditionSw50 may be consid-
ered as an indication of the occurrence of wavelike fluctua-
tions within the same interval.

As seen from Fig. 7, all the calculated coherences show
a low-frequency peak with the maximum between 0.7 and
0.98 and within a low-frequency interval of 0.6–1.7 mHz,
where 1 mHz51023 Hz ~the corresponding periods are be-
tween 10 and 28 min!. Within the same frequency range the
sum of phase differencesSw becomes close to zero~Fig. 7!,
and this fact indicates a wavelike character of the observed
low-frequency fluctuations. Note that the central frequencies

of the peaks of different coherencesKi j may be slightly
shifted relative to each other, and this seems to be associated
with the azimuthal anisotropy of the speed of the wavelike
fluctuations with respect to the mean wind velocity. In this
case only those frequencies have been selected, for which all
the coherences reached a maximum along with the condition
Sw'0. Beside the low-frequency peak in the interval 0.6–
1.7 mHz, this condition was also met for the frequencies 6.7
mHz ~period 2.5 min! and 10 mHz~period 1.5 min!. Thus
there exists a number of dominant frequencies in the ob-
served fluctuations of the pulse travel time. For these fre-
quencies we have calculated the phase differences between
the three turning points of the refracting raysGA connecting
a source with the receivers R1, R2, and R3~the distances
between these turning points areDx5100 m and Dy
585 m).

FIG. 5. The time series~a! of the
effective sound speed fluctuations
^(dceff)m(t)& reconstructed from the
travel time measurements by a 5-m tri-
angle array, and the horizontal wind
speed fluctuations~b! measured by
acoustic anemometer at a height of 56
m.
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The calculated phase velocitiesVp of the effective sound
speed fluctuations versus frequency are shown in Fig. 8~a!.
The value ofVp as seen decreases from 5.5 m/s at a fre-
quency f 50.6 mHz ~corresponding period is 28 min! to
about 2 m/s atf 52 mHz ~period is about 8 min!. The ob-
tained periods and corresponding phase velocities are typical
for the internal waves often observed in the stably stratified
ABL ~Kjelaaset al., 1974; Gossard and Hooke, 1975; Aggar-
wal et al., 1980!. The calculated azimuthal direction of
propagation of the wavelike fluctuations is within the inter-
val 100°–105° with respect to thex axis as shown in Fig.
8~b!. The corresponding horizontal wavelengths of these
fluctuationsl5Vp / f decrease from 8.6 km at a period of 28
min to 960 m at a period of 8 min. At a shorter period of 2.5
min, the azimuth of the fluctuations is about 100° andl'270
m.

C. Stratification of the ABL and throposphere during
observations

The observed fluctuations within the range of periods
~2.5–10 min! may be induced by trapped internal wave
modes propagating in the wave guide formed near ground
surface by the mean stratification of the Brunt-Va¨isäla ~BV!
frequencyN(z) ~Gossard and Hooke, 1975! and wind speed
in the stable ABL. This is seen from the vertical profiles of
temperature@Fig. 9~a!#, BV frequencyN(z) @Fig. 9~b!#, and
horizontal wind speed@Figs. 9~c! and 9~d!# in the lower
400-m atmospheric layer. Indeed, the value ofN2 decreases
from its maximumNmax

2 ;1.231023 rad2/s2 at the height of
75 m to its minimumNmin

2 ;(0.2– 0.3)31023 rad2/s2, which
is between the heights of 350 and 500 m.

Thus, the lower 350-m layer of the ABL may serve as a
wave guide for internal gravity wave modes with the fre-
quenciesv85v2kV (z).0, satisfying the conditionNmin

,v8,Nmax, where an intrinsic frequencyv8 is taken relative
to the mean wind speedV(z) at a given heightz, andk is the
horizontal wave number of a trapped mode~Lighthill, 1978!.

The corresponding interval of periods 2p/v8 for the trapped
modes is between the values 2p/Nmax'3 min and 2p/Nmin

'6–8 min.
Note that above the 70-m layer of strong tremperature

inversion the value of the mean vertical wind shear is less
than 0.02 Hz, and the corresponding Richardson number Ri
is between 1 and 3~this estimate was done for the 50-m
vertical resolution of temperature and wind speed!. Hence
the atmospheric layer between 70 and 350 m was stable both
statically and dynamically. The linear frequenciesf 5v/2p
of the trapped wave modes relative to the ground are in the
interval

~Nmin1kV !/2p, f ,~Nmax1kV !/2p. ~3!

It follows from ~3! that the wave number valuesk
52p f /Vp of the observed wavelike fluctuations vary from
7.4 rad/m atf 50.6 mHz to 3.131023 rad/m at f 52 mHz,
whereas the direction of the horizontal wind speedV ~rela-
tive to thex axis! is between 60° and 170°. In this case the
anglea between vectorsk andV is within the interval 120°–
160°, hence the observed wavelike fluctuations propagate al-
most opposite to the mean wind velocity.

For k53.131023 m21, a5100° and for the maximum
of wind speedV56 m/s within a 350-m layer the estimated
frequencies for the trapped wave modes are in the range
1.531023 Hz, f ,431023 Hz ~the corresponding periods
are between 4 and 11 min!. The modes with periods of more
than 11 min are not trapped within the lower 350-m layer, so
they can freely propagate through the tropospheric layers
that are aloft. One possible source of these waves may be an
unstable wind shear which occurred in the lower troposphere
during the night hours of 13 August 2002. As follows from
the radiosonde data obtained during the pulse soundings, an
unstable wind shear layer with Ri,0.25 existed in the height
range between 1 and 1.8 km. The wind speed in this layer
reached a maximum of about 6 m/s, which was close to the
horizontal phase speed of the observed wavelike fluctuations

FIG. 6. Pulse travel time fluctuations
dT(t) measured on 13 August 2002
~22:40–22:50! by a 200-m triangle ar-
ray R1–R3~see Fig. 1!.
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with a period of 28 min. Such conditions were favorable for
the generation of internal waves by an unstable tropospheric
wind shear, and for the downward propagation of these
waves through a stable ABL to the ground surface~Gossard
and Hooke, 1975!.

Thus, the frequency range 0.6–1.7 mHz corresponding
to the observed peak of coherence may be caused by the
untrapped IGWs with periods of 11–28 min propagating
downward from tropospheric source. The fluctuations with
higher frequencies~periods from 4 to 11 min! may be in-
duced by the trapped wave modes in the lower 350-m layer.

Under the weak mean wind shear the trapped~standing!
wave modes may induce wind shears that reach critical val-
ues at certain heights~depending on the forms of wind speed
and BV-frequency profiles!, where the Richardson number
Ri becomes less than14 ~Chimonas, 1978; Gossardet al.,

1985; Danilov and Chunchuzov, 1992!. At these heights, the
field of internal wave modes breaks down and generates thin
layers of turbulence. During the night time measurements of
13 August 2002, the existence of the trapped IGWs under the
weak mean wind shear~!0.02 s21! was a likely source of
the horizontal layers of intence turbulence in the stable ABL.
These layers are seen in the sodar echogram~Fig. 10! during
the time period 22:40–00:30 LT as the dark isolated layers at
the altitudes of 100–150 m and 300–350 m. Note that these
layers are undulating with periods~4–5 min! inherent in the
trapped internal wave modes. The vertical displacements of
the undulating layers reach values of about 100 m, which are
comparable to the vertical length scales of the trapped wave
modes. The wave modes with such large relative amplitudes
should be strongly nonlinear and, therefore, strongly interact
between each other. The importance of nonlinear effects for

FIG. 7. Coherences and phase spectra
for the time series in Fig. 6, 13 August
2002. ~a! Coherences between the
points Ri and Rj , (i , j 51,2,3) and a
multi-coherence function~continuous
line!. Vertical bars show 90% confi-
dence intervals.~b! Phase spectraw i

2w j and their sum~continuous line!.
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the observed internal waves in the ABL also follows from the
comparison~see Sec. III A! of the obtained values of phase
speeds for these waves with the rms values of the horizontal
wind speed fluctuations.

III. FREQUENCY SPECTRA OF TRAVEL TIME
FLUCTUATIONS

A. Model of the temporal internal wave spectrum

The rms valuess of the wind speed fluctuations ob-
tained from the anemomer measurements at a 56-m height
during periods of acoustic pulse sounding of stable ABIs
~from 10 to 13 August 2002! ranged from 0.1 to 0.5 m/s. At
the same time the horizontal phase speeds of the internal
waves detected in the stable ABL are about several meters
per second. These values are close to the mean horizontal
wind speed values in the ABL, so the wave phase velocities
relative to the mean wind speed may be comparable to the
rms valuess of the wind speed fluctuations. In this case, the
advective term~v¹!v in the Eulerian motion equation be-
comes comparable in magnitude to the linear term]v/]t that
describes the acceleration of fluid parcels at a fixed point.

This means that the effects of advection of the IGWs by a
fluctuating wind play a key role in the formation of the wave
energy distribution among IGWs of different scales in the
Eulerian frame of reference. There is also a dynamic nonlin-
earity of the equation of state that affects the energy spec-
trum of IGWs along with advective nonlinearity.

The influence of both advective and dynamic nonlineari-
ties of the Eulerian motion equations on shaping of the en-
ergy spectrum of IGWs was taken into account in the model
of the IGW spectrum in the ocean developed by Allen and
Joseph~1989!. This model was then adopted and modified
for the atmosphere~Chunchuzov, 1996, 2002; Hines, 2001!.
The theory developed in these works predicts universal
forms for both spatial and temporal spectra of the wind speed
and temperature fluctuations induced by an ensemble of
gravity wave modes with randomly independent phases and
amplitudes. Some theoretical results on the frequency spec-
trum of IGWs will be used here to interprete the obtained
experimental frequency spectra of the acoustic pulse travel
time fluctuations in a stably stratified ABL.

The simplest two-layer model of the stably stratified and
nonrotating atmosphere@N(z)5N1 for 0<z<h, and N(z)

FIG. 8. Horizontal phase speedVp of
the effective sound speed fluctuations
~a! ~obtained from the time series in
Fig. 6! as a function of frequency.~b!
Illustration of the propagation of the
observed internal waves with respect
to the triangle array R1, R2, and R3.
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5N2 for h<z<`, whereN2!N1] was chosen to find an
equilibrium energy spectrum of the random internal wave
field in the lower atmospheric layer. This model may be used
when the lower atmospheric layer with a depthh of about
1–2 km has a mean static stability~over the entire thickness
of the layer! N1 higher than the tropospheric layer aloft
~Gossard and Hooke, 1975!. This is the case shown in Fig.
11. As seen from the tropospheric BV-frequency profile~Fig.
11! obtained from radiosonde data of 13 August 2002, the
value ofN(z) decreased with a heightz from about 3 mHz

near the ground surface to values less than 1 mHz at the
heights between 1- and 3 km. Despite a presence of vertical
oscillations in the profile ofN(z), the value ofN(z) aver-
aged over the thickness of the lower 1-km atmospheric layer
is higher than the average value ofN in the layer between 1
and 3 km. Such a stratification ofN(z) leads to the formation
of a wave guide for internal waves in the lower atmospheric
layer with a height of about 1 km.

The obtained theoretical form for the frequency spec-
trum S1E(v) of the vertical displacements of fluid parcels in
the Eulerian frame may be presented as a sum of two terms
~Chunchuzov, 2003, Chunchuzovet al., 2004!: S1E(v)
5S1E8 (v)1S1E9 (v), whereS1E8 (v) andS1E9 (v) are the con-
tributions to the frequency spectrum from the low-
wavenumber and high-wavenumber parts of the 4D
frequency-wavenumber spectrum, respectively. Similarly for
the frequency spectrum of the horizontal wind speed fluctua-
tions, we haveV1E(v)5V1E8 (v)1V1E9 (v).

In the rangeV0
2!v2,N1

2 the obtained approximate
forms for the termsS1E8 (v) andV1E8 (v) are given by expres-
sions~Chunchuzovet al., 2004!

S1E8 ~v!'nv
2V0 /~2v2!, V1E8 ~v!'e/~2v2!,

FIG. 9. Vertical profiles of temperature measured by temperature profiler, BV frequency, wind speed, and wind direction~measured by Doppler sodar!, 13
August 2002, 22:40–23:50. These profiles are averaged over 5 min.~a! Temperature;~b! BV frequency;~c! wind speed; and~d! wind direction.

FIG. 10. Sodar echogram during the time period 22:40–00:30 of 13 August.
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e5s2V0 , ~4!

where nv is the rms value of the vertical parcel displace-
ments caused by a random internal wave field,s25N1

2nv
2 is

the mean square value of the wind speed fluctuations, and
V0 is the characteristic frequency of the internal wave field.
This frequency is connected by a dispersion equationV0

5N1k0 /m0 to the horizontal and vertical wavenumbers,k0

andm0 , of the maximum of the 3D wave number spectrum
of the vertical displacements. HenceV0 may be treated as
the frequency for which a maximum of wave energy is
‘‘pumped’’ from random internal wave sources to the wave
system.

The ratio between the characteristic wave numbersx
[k0 /m0 is of the same order as the ratios' /sv , wheres'

and sv are the rms values of the fluctuations of horizontal
and vertical wind velocity, respectively. Under stable sratifi-
cation, vertical velocities are significantly suppressed, there-
fore x@1, andV0

2!N1
2. According to~4! the coefficiente is

the product of the rms velocitys of the parcels and their
accelerations V0 , whereV05N1 /x. Thereforee may be
treated as the mean rate of wave energy input from the ran-
dom internal wave sources.

For comparison with the experimental data we have to
use the one-sided frequency spectra defined as 2S1E(v) and
2V1E(v) for v>0 and 0 forv,0. These spectra decay as
v22 in the rangeV0

2!v2,N1
2. However, asv approaches

the values close toN1 the spectrum 2S1E(v) shows a local
maximum @Fig. 12~a!#. This maximum is caused by a con-
structive interference between the incident and reflected in-
ternal waves from the jump of the BV-frequency value atz
5h. Whenv tends toN1 , the parcel displacements induced
by trapped IGWs become almost vertical, whereas horizontal
displacements and velocities tend to zero~Gossard and
Hooke, 1975!.

At high vertical wave numbers, the horizontal phase
speeds of the internal wave modes are comparable to the
values ofs, therefore the nonlinear interactions~both reso-

nant andGA
nonresonant! between these modes play a key

role in the formation of the IGW spectrum. These interac-
tions generate in the frequency-wavenumber spectrum of the
internal wave field the spectral components with high verti-
cal wave numbers and high frequencies~Chunchuzov, 2002,
2003!. Particularly, the nonlinear interactions between any
two spectral components with the frequenciesv1,N1 and
v2,N1 can generate the new spectral components with the
combinative frequenciesv11v2.N1 . These interactions do
not necessarily satisfy resonant conditionsk11k25k, v1

1v25v, where v5v~k! is the dipersion relation for the
linear internal wave modes, andv15v(k1), v25v(k2).
Therefore, the nonresonant interactions are not selective
ones: each wave mode may interact with any other mode,
generating new modes so that a wave energy cascade is de-
veloping. This cascade leads to the wave energy transfer
from the frequency regionv,N1 to the high-frequency re-
gion v.N1 , thereby generating a high-frequency tail in the
frequency internal wave spectrum. This tail is similar in its
origin to thek23-tail in the vertical-wave number spectrum
of internal wave field~Hines, 2001; Chunchuzov, 2002!.

The high-frequency parts of the one-sided frequency
spectra 2S1E9 (v) and 2V1E9 (v), generated by the nonlinearity
of the internal wave field, is described by the following ex-
pressions~Chunchuzovet al., 2004!:

2S1E9 ~v!'bsv
2/v3, 2V1E9 ~v!'aN1

2sv
2/v3 ~v2@V0

2!.
~5!

Here,a and b are the numerical coefficients depending on
the mean square vertical gradient^(]s3 /]z)2& of the vertical
displacementss3 caused by IGWs, andsv

2 is the mean
square value of the vertical wind velocity fluctuations. The
magnitudes ofa andb increase with a growth of the value of
^(]s3 /]r 3)2& up to some maximum of the order of 0.1,
which characterizes a nonlinear saturation of the amplitude
of the spectral tail. Thus a strong nonlinearity of the internal
wave field forms a universal high-frequency tail with a23

FIG. 11. BV-frequency profile calcu-
lated from the radiosonde measure-
ments of the temperature in the tropo-
sphere, 13 August 2002, 23:00.
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power law decay. This tail, shown in Fig. 12~a!, becomes
important at frequenciesv.N1 .

B. Model of the frequency spectrum of travel time
fluctuations for the acoustic pulses propagating
through a random internal wave field

The knowledge of the frequency-wave number spectrum
Gm@k,v,z# of the acoustic refractive indexm(x,t) in a mov-
ing inhomogeneous medium allows one to calculate the form
of the frequency spectrumRt(v) of the pulse travel time
fluctuationsdT(t) along a selected ray trajectoryG ~Chun-
chuzov, 2003!:

Rt~v!52pc0
22E

G
dxE dk3E dk2Gm

3@2k3 tanu~x!,k2 ,k3 ,v,z~x!#, ~6!

where k5(k1 ,k2 ,k3) is the wave number vector,x is the
horizontal distance from a point acoustic source,z5z(x) is
the function that desctribes a form of the refractive ray tra-
jectory G in the acoustic wave guide caused by the mean
temperature and wind speed stratification near the ground

surface, andu(x) is the elevation angle of the ray trajectory
at some point (x,z(x)). The calculation of the statistics of
travel time fluctuations is similar to those in the ocean~Flattè
et al., 1979!, but here we take into account the wind speed
fluctuations, which play a substantial role in the atmosphere.

As shown by Chunchuzov~2003! the spectrum
Gm@k,v,z# for a random internal wave field may be ex-
pressed as a sum,

Gm@k,v,z#5S4E~k,v,z!~N2g21!2/41c22G11~k,v,z!,
~7!

in which the first term describes a spectral contribution com-
ing from the relative temperature fluctuationsT8/T0 ~they
are proportional to the vertical parcel displacements!, g is the
gravity accellaration, and second termG11(k,v,z) is the 4D
spectrum of the fluctuations of the horizontal wind speed
projectionvx along a ray trajectoryG.

The approximate forms for the frequency wave number
spectraS4E(k,v,z) and G11(k,v,z) have been provided in
Chunchuzov~2002!. By substituting these forms into the ex-
pression~7!, and taking this integral in the case of small
elevation angles@u(x)'0#, one obtains the form of the

FIG. 12. Frequency spectra of the ver-
tical displacements and travel time
fluctuations calculated from the model
of internal wave spectrum in stably
stratified atmosphere.~a! Frequency
spectrum of the vertical displacements
defined by expressions~4! and ~5!
and calculated for m0 z510, N1

50.001 Hz, x511.5, e51025

m2 s23, b50.23; sv50.03 m/s. ~b!
Normalized frequency spectrum of
travel time fluctuations.
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travel time spectrumRt(v) shown in Fig. 12~b! @taken from
Chunchuzov~2003!#. In this figure the frequencyv is nor-
malized by the BV frequencyN1 ~horizontal axis!, whereas
the spectrum Rt(v) is normalized by
@(A2^m2&r /m0c2)/N1#, which is proportional to the mean
square value of the pulse travel time fluctuations at a dis-
tancex5r , where ^m2&'^T82/4T0

2&1^vx
2/c2& is the mean

square value of the acoustic refractive index fluctuations in
the moving atmosphere. This spectrum decays asv22 with
an increase ofv, but reaches a local maximum nearv'N1

similarly to the frequency spectrum of the vertical displace-
ments.

C. Comparison between theoretical and observed
frequency spectra

The frequency spectra for the effective sound speed
fluctuations ^(dceff)m(t)& near ray turning points obtained
during the period from 10 to 13 August 2002 are shown in
Fig. 13. These spectra are calculated from the time series of
the acoustic pulse travel time fluctuations measured at the
points R1–R4~shown in Fig. 1! and are normalized by the
value of e/N1

2, whereN1 is the mean value of the BV fre-
quency in the lower atmospheric layer with a thickness of 1
km. According to the radiosonde data during measurements
of the fluctuations (dceff)m(t), this value ranged from 1 to 2
mHz.

The value ofe5s2 N1 /x was estimated from the rms
value of the measured fluctuations^(dceff)m(t)&, which are
of the same order as the rms value of the wind speed fluc-
tuationss. The ratiox5s' /sv was estimated from the ob-
tained time series of the fluctuations of horizontal wind
speed components,vx , vy , and vertical component,w, by
calculating the ratio between their rms valuess' and sv .
For instance, during 10 August 2002,s'0.12 at the height of
99 m, andx5s' /sv'11.5, soe is about 1025 m2 s23.

As shown in Fig. 13 the obtained frequency spectra de-
crease with increasing normalized frequencyf /N1 in the
range 0.6–2, whereN15131023 Hz ~the corresponding pe-
riods range from 28 to 8 min!. At higher relative frequencies
f /N1 , between 2 and 10~the corresponding periods are be-
tween 8 and 1.5 min!, the spectral density has a number of
local peaks. Note that for the frequencies more than 2 mHz,
internal waves are trapped in the lower layer with the height
of a few hundred meters, where a static stabilityN(z)
reaches a maximum@Fig. 9~b!#. As seen from Fig. 13, the
frequencies of the spectral peaks and the distribution of the
spectral density over frequencies vary slightly from case to
case, but despite such variability of the observed spectra,
their mean slopes and amplitudes are close to those predicted
theoretically.

IV. CONCLUSIONS

The method of acoustic pulse sounding of stable ABLs
allowed us to obtain new data about variances, coherences,
and horizontal speeds of propagation of meso-scale wind
speed fluctuations in the stable ABL. Several dominant peri-
ods were found in the coherences and frequency spectra of
the wind speed and pulse travel time fluctuations. These pe-
riods, and the corresponding horizontal speeds and scales of
the observed fluctuations, are typical for the internal gravity
waves in the lower atmosphere. Among these waves are both
the trapped modes in the lower part of the ABL with a maxi-
mum static stability and the freely propagating modes, which
may be generated by the tropospheric internal wave sources
such as unstable wind shears. The existence of the wave
guide near the ground surface was confirmed by the analysis
of the vertical profiles of the horizontal wind speed and tem-
perature~or BV frequency! in the stable ABL. The latter
were continuously monitored by a Doppler sodar and tem-
perature profiler.

FIG. 13. Normalized frequency spec-
tra of the pulse travel time~or effec-
tive sound speed! fluctuations mea-
sured at the points R1–R4 during
10–13 August 2002. Horizontal axis:
frequency normalized byN150.001
Hz; vertical axis: frequency spectrum
normalized bye/N1

2. Theoretical spec-
trum ev22 is shown by a straight con-
tinuous line.
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Based on the model of an internal wave spectrum in the
stably stratified atmospheric layer we obtained theoretical
forms for the frequency spectra of both the wind speed and
pulse travel time fluctuations induced by internal waves. De-
spite a temporal variability of the obtained experimental
spectra, their average power law decay was close to the pre-
dicted theoretical power lawev22, wheree is the mean rate
of wave energy input from the random internal wave sources.
The value ofe obtained from the experimental data gives a
satisfactory estimate of the spectral density of meso-scale
wind speed fluctuations in a stable ABL.
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The use of impedance matching capillaries for reducing
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Rosette spatial filters are used at International Monitoring System infrasound array sites to reduce
noise due to atmospheric turbulence. A rosette filter consists of several clusters, or rosettes, of
low-impedance inlets. Acoustic energy entering each rosette of inlets is summed, acoustically, at a
secondary summing manifold. Acoustic energy from the secondary manifolds are summed
acoustically at a primary summing manifold before entering the microbarometer. Although rosette
filters have been found to be effective at reducing infrasonic noise across a broad frequency band,
resonance inside the filters reduces the effectiveness of the filters at high frequencies. This paper
presents theoretical and observational evidence that the resonance inside these filters that is seen
below 10 Hz is due to reflections occuring at impedance discontinuities at the primary and
secondary summing manifolds. Resonance involving reflections at the inlets amplifies noise levels
at frequencies above 10 Hz. This paper further reports results from theoretical and observational
tests of impedance matching capillaries for removing the resonance problem. Almost total removal
of resonant energy below 5 Hz was found by placing impedance matching capillaries adjacent to the
secondary summing manifolds in the pipes leading to the primary summing manifold and the
microbarometer. Theory and recorded data indicate that capillaries with resistance equal to the
characteristic impedance of the pipe connecting the secondary and primary summing manifolds
suppresses resonance but does not degrade the reception of acoustic signals. Capillaries at the inlets
can be used to remove resonant energy at higher frequencies but are found to be less effective due
to the high frequency of this energy outside the frequency band of interest. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1760778#

PACS numbers: 43.28.Dm, 43.28.Ra, 43.50.Cb@LCS# Pages: 1880–1888

I. INTRODUCTION

A. Infrasound and global nuclear monitoring

The Comprehensive Nuclear Test-Ban Treaty~CTBT!
was made available for signature at the United Nations in
September of 1996. This has led to increased interest in
monitoring globally for nuclear testing activity at all yields
which in turn has led to the development of the four-network
International Monitoring System~IMS!. The IMS includes
infrasound, radionuclide, seismic, and hydroacoustic sta-
tions. Although the primary goal of the system is to monitor
Earth’s atmosphere, solid interior, and oceans for nuclear
testing activity, an additional benefit of the continuously
monitoring system is that it will allow detection, tracking,
and analysis of other man-made and natural phenomena on
an unprecedented global scale.

This paper is concerned with the infrasound component
of the IMS ~Christieet al., 2001!. As of November 2001, 10
of the planned 60 microbarograph arrays were operating and
another 10 were under construction. Completion of the entire
network is expected to take several more years. Each infra-

sound array will comprise four to eight sensors with a base-
line of 1 to 3 km. Sensors in the infrasound network are
designed to detect signals between 0.01 and 8 Hz, but the
array geometry is designed for optimal detection in the 0.1–1
Hz range. Infrasonic pressure data are collected at each site
at 20 samples per second~sps! along with wind speed and
direction sampled at 1 sps. The operating arrays transmit data
to the International Data Center~IDC! in Vienna, Austria.
One array~Fig. 1! is in the Anza-Borrego desert south of
Palm Springs, CA.

B. Reduction of infrasonic noise

The principal source of noise in the frequency band of
interest to the nuclear monitoring community is atmospheric
turbulence. As a result, all pressure data are filtered in the
field by a spatial wind-noise-reducing system~Daniels, 1959;
Burridge, 1971; Grover, 1971!. The filter averages out pres-
sure variations that are due to local turbulence and increases
the signal-to-noise ratio~SNR!.

The infrasound monitoring network is designed to pro-
vide monitoring of the atmosphere at all points on the globe.
As a result, the noise reducing systems are required to be
omnidirectional. A recent design of a spatial filter by Alcov-

a!Electronic mail: hedlin@ucsd.edu
b!Electronic mail: benoit.alcoverro@cea.fr
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erro ~1998! consists of several clusters, or rosettes, of low-
impedance inlets. Low-impedance inlets are preferred as they
require essentially no maintenance. Each inlet in a cluster is
connected to a ‘‘secondary’’ summing manifold by a solid
pipe. A solid pipe connects each secondary summing mani-
fold to one primary summing manifold or directly to the
sensor. All pipes are solid, and thus all acoustic energy that
propagates to the sensor enters the filter via the inlets. The
signals are integrated acoustically at the summing manifolds.
Christie ~Provisional Technical Secretariat, Comprehensive
Nuclear-Test-Ban Treaty Organization! has proposed several
modifications to Alcoverro’s original rosette design~Christie,
1999!. The Christie rosette filters range from 92 ports distrib-
uted over an area 18 m across to 144 ports spanning an area
70 m across~Fig. 2!. The smaller filter is considered to be
more effective at high frequencies at windy sites. The 70-m
aperture filter is considered appropriate for windy sites that
require suppression of noise between 0.02 and 0.7 Hz.

C. Resonance in rosette filters

As discussed by Hedlinet al. ~2003! and Alcoverro and
LePichon~2004!, one drawback of the rosette filter design
currently in use at IMS array sites is internal resonance. Im-
pedance discontinuities exist at the inlets to the summing
manifolds, the microbarometer, and the inlets. The resonance
is predicted and observed above 3 Hz in data from the 18-m
rosette systems~Fig. 3!. Resonance peaks exist above 0.7 Hz
and peaks at 2.65 and 7.95 Hz in data from the 70-m rosette
systems~Fig. 3!. Due to attenuation, the resonant energy is
seen in data from the 70-m rosettes at all frequencies above
0.7 Hz. Higher overtones are believed to exist at higher fre-

quencies but are removed in our data by the anti-aliasing
filter, which takes effect at 8 Hz. The resonance is observed
at all wind speeds~Hedlin et al., 2003; Alcoverro and LePi-
chon, 2004!. The resonance results in an increase in noise
levels and the signal waveform may be significantly dis-
torted.

D. Rationale for this study

There are two primary objectives for this study. The first
is to identify the reflection points that give rise to resonant
energy in the passband below 8 Hz in the 18- and 70-m
rosette filters. Toward this end we present data collected by
simplified rosette filters that comprise just eight inlets and
span 54 m~Fig. 2!. We use the theory of Alcoverro and
LePichon~2004! to model the frequency response of the sim-
plified and full rosette filters. The second, and key, objective
of this paper is to investigate the use of impedance matching
capillaries to suppress, or remove, resonance from these fil-

FIG. 1. The eight-element infrasound array at Pinon Flat, CA comprises
four long-period elements~L1–L4! in a centered triangle spanning less than
2 km and four short-period elements~H1–H4! in an irregular quadrilateral
near the center. The terrain slopes down gently to the southwest. The con-
tour interval is 40 ft.~12.2 m!. FIG. 2. Two rosette filters considered in this paper are shown to scale with

a National Football League playing surface~dashed rectangle!. The playing
surface is 50 m wide by 112 m long. The 18-m filter comprises 92 low-
impedance inlets in four rosettes. The 70-m filter comprises 144 inlets ar-
ranged in eight rosettes. In both filter designs, the inlets are connected by
solid pipe to secondary summing manifolds at the center of each rosette. The
secondary manifolds are connected to a primary manifold, which is con-
nected by a short pipe to the sensor. Each inlet is located the same distance
along solid pipe from the sensor. Signals arriving from directly above the
filter are summed in phase. Adjacent ports in the 70-m filter are separated by
2.79 m. Adjacent ports in the 18-m filter are 0.85 m apart. For this study, we
used the filters at locations L2 and H1 in the array IS57. The first experiment
involved simplified rosette filters consisting of eight 27 m pipes attached to
a primary summing manifold. These filters are shown to scale in this figure
as the solid black lines. The inlets in some of the filters were fitted with
capillaries.
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ters. We predict theoretically the response of simple and full
rosette filters equipped with impedance matching capillaries
and compare the theoretical results with recorded data. We
use continuous recordings of atmospheric noise and a large
acoustic signal to validate the theoretical results.

II. THE PINON FLAT INFRASOUND TEST-BED

All of our experiments have been conducted at the in-
frasound test-bed at the Pinon Flat Observatory in southern
California. The observatory is described in detail by Hedlin
et al. ~2003! and so only a brief description is given here.
The observatory is located in the desert south west of Palm
Springs. This site has been useful for studies of infrasonic
wind-noise reducing systems as wind speeds vary from near
zero at night to above 15 m/s during the day. The observatory
is sparsely vegetated with Pinon pine trees and there is es-
sentially no ground cover. The IMS infrasound array IS57 is
located at the observatory~Fig. 1!. The array comprises eight
sensors on a baseline of 2 km and uses both the high-
frequency, 18-m, and low-frequency, 70-m, rosette filters de-
scribed earlier.

III. EXPERIMENTAL LAYOUT

A typical experimental layout is as described by Hedlin
et al. ~2003!. Each site includes an MB2000 aneroid mi-
crobarometer. The pressure data are low-pass filtered below
8 Hz and sampled at 20 sps by a Reftek digitizing system.
Air temperature and wind velocity were collected at 1 sps at
heights of 1 and 2 m, respectively. Data from the temporary
sites were transmitted in real-time to our laboratory in La
Jolla via a 2.2-GHz spread-spectrum radio link. All recording

devices were housed in insulating cases to shield them from
the extreme desert conditions. In all experiments, one mi-
crobarograph sensor was attached to a single, low-
impedance, inlet located 5 cm above the ground and was
used to indicate the level of background noise. All other
sensors were attached to a noise-reducing system. With the
exception of two sites, all systems were deployed tempo-
rarily. Two of the sites used for this study are in the IMS
infrasound array IS57. Data from the array sites were trans-
mitted to our laboratory via phone lines.

IV. PRELIMINARY TESTS OF CAPILLARIES

A. Observed and predicted resonance

The infrasonic noise-reducing filter developed by
Daniels in the late 1940s comprised a single pipe with inlets
distributed along its length~Daniels, 1959!. The prototype
was 603 m long with 100 inlets. The pipe diameter, and thus
its characteristic impedance, changed, in steps, at each of the
inlets, the section increasing toward the sensor. The acoustic
impedance of each inlet was selected in the aim that the
parallel combination of the inlet and the characteristic im-
pedance of the small pipe was equal to the characteristic
impedance of the larger pipe at the location of the inlet.
Acoustic energy propagating in the pipe away from the sen-
sor would not reflect back to the sensor, but impedance and
time lag at each inlet are different.

As shown in Fig. 2, a rosette filter consists of inlets
connected via solid pipes and summing manifolds to a mi-
crobarograph located at the center. In the 70-m rosette filters
in use at the IMS array IS57, the pipes connecting the cen-
tral, primary, summing manifold with the secondary sum-
ming manifolds are 27 m long, with an internal diameter of
2.1 cm. The characteristic acoustic impedance of these pipes
is 1.202 mega-ohms~MV!, where acoustic resistance is cal-
culated using SI units~i.e., Ns/m5!. The secondary summing
manifolds are connected via 8-m-long pipes to the inlets.
These pipes have an inner diameter of 1.6 cm and a charac-
teristic impedance of 2.07 MV. As discussed by Hedlinet al.
~2003!, resonance peaks are observed at 2.65 and 7.95 Hz.
Resonance modeling reproduces these resonance peaks~Fig.
3! and indicates that the reflections that give rise to these
peaks occur at the secondary and primary summing mani-
folds. Data from the 18-m rosette filters do not exhibit a
prominent spectral peak due to resonance, but a gradual in-
crease in energy with increasing frequency above 2 Hz.
Peaks above the Nyquist frequency at 10 Hz are predicted
~Fig. 3!.

To verify that the reflections that produce significant
resonance peaks below 10 Hz are caused by reflections at the
summing manifolds, and not at the inlets, and that capillaries
can remove the resonant energy without also attenuating the
signals of interest, we conducted a field experiment with
simple, eight-arm, filters. As shown in Fig. 2, we constructed
filters that spanned 54 m, or exactly the area inside the sec-
ondary summing manifolds in a 70-m rosette filter. A simple,
eight-arm, filter is depicted in Fig. 2 as the solid black lines.

The experiment with simple filters occurred from 1 No-
vember, 2001 to 14 January, 2002. For this experiment, we

FIG. 3. Predicted amplitude and phase response of the 18-m/92-rosette filter
~dashed curve! and the 70-m/144-rosette filter~solid curve! for one inlet.
The resonance peaks coincide with significant change in the phase response
of the filter. The long-period response is given by220 log10 (N), whereN is
the number of inlets.
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co-located three simple filters with a reference site. The
simple filters used in this test were identical, except at the
inlets. One filter~black curves in Fig. 4! was equipped with
low-impedance inlets. The other two filters were equipped
with capillaries at each of the inlets. One filter~dark gray
curves! included acoustic resistances at the inlets of 0.84
MV. The other~light gray curves! was equipped with higher
acoustic resistance at the inlets of 4.24 MV. These resis-
tances were selected to bracket the characteristic impedance
of the 27-m pipes connecting the inlets with the primary
summing manifold and the microbarograph at each site.

Spectra from the four sites are displayed in Fig. 4. In this
figure, we show binned and stacked spectral density from the
four sites at wind speeds ranging from 0–0.5 m/s to 5.0–5.5
m/s. In each panel, the dotted curves represent ambient noise
levels recorded at the reference site. The growth of infrasonic
noise levels with increasing wind speed is evident. As shown
in Fig. 4, the system with open inlets produces a substantial
resonance peak in the data at 2.65 Hz at all wind speeds. The
first resonance peak in data from the full 70-m rosette filters
was also observed at 2.65 Hz~Hedlin et al., 2003!. This
provides empirical evidence of the finding made by Hedlin
et al. ~2003! that the reflections that give rise to the reso-
nance at this frequency are occurring at the secondary sum-
ming manifolds, and not at the inlets. The lowest resonant
frequency is determined by the propagation time in the
longer ~27 m! pipe in the noise filter.

As shown in Fig. 4, it is possible to blunt, or entirely
remove, the resonance peak at 2.65 Hz by adding acoustic

resistance at the inlets. The system with inlet resistance that
is less than the characteristic impedance of the pipe shows
some evidence of resonance. The system with the high inlet
resistance shows a marked decrease in noise levels at 0.3 Hz
with no resonance peak at 2.65 Hz. A resonance peak is
observed at 5.3 Hz, or exactly double the frequency of the
unmodified system. The spectral results indicate that reso-
nance can be controlled by adding acoustic resistance at the
inlets, but suggests that high resistance will attenuate the
energy across a broad band.

The response of the eight-arm ‘‘simple’’ filters has been
calculated using the method of Alcoverro and Le Pichon
~2004!. Four simple filters were considered. The first three
were exactly as tested in the field. The fourth filter included
acoustic resistance at the inlets of 1.202 MV, equal to the
characteristic impedance of the 27-m pipes leading to the
primary summing manifold. The capillaries are modeled as a
pure resistance with a value depending on the diameter and
the length of the small pipe used. These elements are inserted
in the electro-acoustic scheme described by Alcoverro and
Le Pichon~2004! between manifold and pipe or between the
radiating impedance and the pipes at the input of the circuit.
The capillaries could be inserted elsewhere inside the model
if required. The frequency response is calculated from this
modified electro-acoustic scheme by a matrix method. Using
this method, noise reduction could also be simulated but is
not presented here. These results are summarized in Fig. 5.
The simulations correctly predict both the position of the
resonance peaks and the amplitude for each of the systems
tested in the field. The system with no acoustic resistance at
the inlets is predicted to yield resonance at 2.65 Hz, 15 dB
above the system with intermediate resistance. The system
with 4.24 MV capillaries shows an 11-dB attenuation near 3
Hz. This is exactly what was observed in the recorded data
~Fig. 4!. The anti-aliasing filter applied to the recorded data
complicates comparison of the higher frequency resonance
peak at 7.95 Hz. Only the synthetics calculated for the sys-
tem with capillaries at the inlets with acoustic resistance

FIG. 4. Robust estimates of the dependence of infrasonic noise on wind
speed and frequency can be obtained by stacking spectral estimates taken at
different times but during similar wind conditions. To accomplish this, we
associate each spectral estimate with a single wind-speed value: the average
wind speed from the 15-m interval spanned by the spectrum. We stack
spectral estimates after binning them by wind speed into bins that span 0.5
m/s starting at 0.0 m/s. The six panels in this figure show binned and stacked
spectra taken at the reference port~dotted! and three eight-arm simple ‘‘ro-
sette’’ filters. The filters were identical except for the acoustic resistances
installed at the inlets. The black curves represent data from the filter with no
acoustic resistance installed at the inlets. The dark gray and light gray curves
represent data from filters with intermediate and high acoustic impedance
capillaries installed at the inlets.

FIG. 5. Theoretical predictions of amplitude and phase response for the
eight-arm ‘‘rosette’’ filter systems. The theoretical predictions match closely
the spectra obtained from recorded data.
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equal to the characteristic resistance of the pipes leading to
the primary summing manifold are predicted to have no reso-
nance peaks.

B. Analysis of a signal

On 21 November, 2001, a large signal was recorded by
all systems in this experiment. Analysis of IS57 array data
places the source at an azimuth of 240°. The phase velocity
of the energy was 330 m/s. Although the cause of this signal
remains unknown, the signal was coherent across the IS57
array and the simple spatial filters considered in this experi-
ment, and provides an opportunity to examine the effect of
capillaries on incident signals. As shown in Fig. 6, the inci-
dent wavetrain spans;40 s. The recordings of the signal via
the reference site, and via the simple filter equipped with low
impedance inlets, are similar, however the data from the filter
exhibits a substantial coda. The signals recorded by the ref-
erence system are more impulsive. The system with interme-
diate acoustic resistances~1.202 MV! installed at the inlets
produced a recording of the event that matches, much more
closely, the character of the reference recording. The system
with high resistance capillaries~4.3 MV! installed at the in-
lets produced a heavily attenuated copy of the signal. As
predicted by the theory, the resistance above the characteris-
tic impedance of the pipe overattenuates signal and noise at
frequencies above 0.1 Hz by 11 dB. The high-impedance
capillaries are predicted to low-pass filter the data below 0.2
Hz. The high inlet resistance that has proved able to remove
much of the resonance has had an obvious, negative, effect
on the incident signal.

V. TESTS OF CAPILLARIES ON ROSETTE FILTERS

The theory of Alcoverro and LePichon~2004! has been
used successfully to estimate the effect of acoustic resistance

at the inlets of simplified rosette filters on resonance. The
theory has further indicated that adding acoustic resistance at
the inlet equal to the characteristic impedance of the 27-m-
long pipe will remove all evidence of resonance near 2.65
Hz. Having validated the theory on simple filters, we now
turn to full rosette filters.

A. Predictions of noise reduction in 70-m rosettes

We begin with the 70-m rosette filters in use at the IS57
infrasound array and shown in detail in Fig. 2. As shown in
Fig. 7 ~heavy solid black curve; modification 1!, adding 2.07
MV acoustic resistance at the inlets, equal to the character-
istic impedance of the 8-m pipe connecting the inlets with
the secondary summing manifolds, reduces the resonance
peak corresponding to the first fundamental frequency inside
the 8-m pipes, near the Nyquist frequency. As shown by the
heavy solid gray curve in the same figure, installing 1.202
MV acoustic resistance~capillaries 0.051 and 0.024 m in
diameter! at each secondary summing inside the 27-m pipes
leading to the primary summing manifold~modification 2!
removes the main resonance peak near 2.65 Hz and its odd
overtone near 7.95 Hz. The resistance at the secondary sum-
ming manifolds removes the fundamental resonance peak at
2.65 Hz and the first, odd, overtone near the Nyquist, but
leaves the fundamental resonance occurring in the shorter
pipes in the rosette clusters. The 180° phase shift that occurs
at 2.65 Hz in the open system is blurred across a broader
frequency band in the system that includes capillaries at the
secondary summing manifolds.

It is possible to attack both the resonance occurring in

FIG. 6. An acoustic signal recorded by the reference site and the eight-arm
filters. As expected, the system with the high acoustic impedance capillaries
at the inlets overattenuates both the noise and the signal. The system with no
acoustic resistance at the inlets~second trace from the bottom! produces
highly resonant recordings. Only the system with the intermediate acoustic
resistance capillaries~0.84 MV! installed at the inlets provided a recording
that closely resembles the one provided by the reference site. FIG. 7. Simulations of the original and modified 70-m aperture rosette filter

frequency responses are shown in this figure. The systems with capillaries at
the inlets~modification 1!, at secondary summing manifolds in the pipes
leading to the primary summing manifold~modification 2!, at both the inlets
and the secondary summing manifolds~modification 3!, at the inlets and
both summing manifolds~modification 4! are represented by the heavy
black, heavy gray, heavy dashed black, and heavy dashed gray curves, re-
spectively. The unmodified system is represented by the light dashed curves.
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the 27-m pipes, and the resonance in the 8-m pipes, by add-
ing capillaries at the secondary summing manifolds and at
the inlets~modification 3!. A simulation of this is represented
by the heavy dashed black curve in Fig. 7. Resonance energy
above 5.0 Hz can be largely removed by modifying the filter
in this manner. The resonance peak observed above 10 Hz
~the heavy dashed black curve in Fig. 7! is due to resonance
in the pipe that connects the primary summing manifold to
the sensor. This can be removed by installing another 2.07
MV capillary adjacent to the primary summing manifold in
that pipe. Synthesis of this modification~the fourth! is rep-
resented by the heavy dashed gray curves in Fig. 7.

As pointed out by Hedlinet al. ~2003!, the additional
labor of installing capillaries at the 144 inlets and in the pipe
between the primary summing manifold and the sensor is
unlikely to be beneficial as the plane wave response of the
filter to nonvertically incident signals severely attenuates en-
ergy above 3–4 Hz. The response of the system with capil-
laries at the primary and secondary summing manifolds as
well as at the inlets is also not flat above 1 Hz. For these
reasons, we proceeded with a test of capillaries at the sec-
ondary summing manifolds only.

B. Experiments with 70-m filters

To test the theoretical predictions, we installed 1.202
MV capillaries adjacent to the secondary summing mani-
folds in the main pipes leading to the primary summing
manifold at the ‘‘L2’’ site in the array IS57. The other three
70-m filters ~L1, L3, and L4 identified in Fig. 1! were left
unchanged to provide a reference. We also collected pressure
data with a microbarometer attached to a single inlet. The
wind speed during this experiment before, during and after
the modifications at L2 is shown in Fig. 8. The experiment
spanned 11 days in March 2002. Diurnal variations in the
wind speed are seen throughout the experiment with wind

speeds varying from near zero to above 3.5 m/s. The wind
speeds before the modification of L2 were slightly higher
than those recorded after the change.

Stacked power spectral estimates from all 70-m filters
prior to the installation of the capillaries at site L2 are shown
in Fig. 9. The resonance peaks are evident in the data from
all sites. In Fig. 10 we show a photograph of one capillary
and a diagram showing its location in relation to the second-
ary summing manifold. The installation of each capillary re-
quired one person;2 h. In Fig. 11, we show power spectral
estimates taken from data collected after all eight capillaries
were installed in the L2 filter. The results are striking. Very
significant resonance peaks are observed in the data from the
unmodified filters. No evidence of resonance in the data from
the modified filter is seen below 5.0 Hz. The only sign of
resonance, as predicted by the calculations shown in Fig. 7,
is seen between 5 and 8 Hz. This is beyond the optimal
pass-band of the 70-m rosette filters~Hedlin et al., 2003!.

C. Theory and experiment with 18-m rosette filters

As predicted in Fig. 3, resonance is expected to become
apparent in data collected via the 18-m rosette filter at;2.0
Hz. It is expected to rise to;15 dB above background by 10
Hz. The problem with resonance in the 18-m rosette filters is
less significant than it is in the large-aperture rosette filter
considered in the previous section. As shown in Fig. 12,
simulations of 18-m rosette filter frequency response
equipped with impedance matching capillaries at both the
secondary summing manifolds and at the inlets indicate that
these can further improve the amplitude response of the fil-
ter. However, the phase shift is predicted to deviate from
zero at frequencies below 1 Hz. In Fig. 12, we show the
predicted amplitude and phase response of three 18-m rosette
filters. The unmodified filter response is given by the dashed
curve. The first resonance peak is centered just above 11 Hz
and is due to resonance between the summing manifolds. A
180° phase shift occurs at that frequency. A second reso-

FIG. 8. Wind speeds during the experiment with the 70-m rosette filters.

FIG. 9. Spectral density estimates taken from data collected at four 70-m
rosette filters before any were modified. All spectra show significant reso-
nance peaks at 2.65 and 7.95 Hz.
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nance peak is observed near 19 Hz and is due to resonance in
the inlet clusters between the inlets and the secondary sum-
ming manifolds. Installing 2.07 MV capillaries at the inlets
removes the higher frequency resonance peak but leaves
most of the resonant energy below the Nyquist frequency at
10 Hz. Installing 2.07 MV capillaries adjacent to the second-

ary summing manifolds in the pipes leading to the primary
summing manifold effectively removes the resonance be-
tween the summing manifolds. The amplitude response is
improved by 13 dB at 10 Hz~dotted black curve in Fig. 12!.
When the system is equipped with capillaries at both inlets
and secondary manifolds, the frequency response is flat up to
20 Hz ~gray curve in Fig. 12!. In Fig. 13, we show stacked
spectra taken from all four 18-m rosette filters at the IS57
array before any were modified. The unmodified 18-m filters
are inferior to the modified long-period 70-m filter at all
frequencies. As shown by Hedlinet al. ~2003! and by Alcov-
erro and LePichon~2004!, unmodified 70-m filters outper-
form the 18-m filters only at frequencies below;1.0 Hz.

Figure 14 shows spectral density estimates from the ref-
erence site and from an 18-m rosette filter before and after
the capillaries were installed at the secondary summing
manifolds. The capillaries remove the resonance above 1 Hz.
The overall decrease of noise levels at all frequencies above
0.05 Hz is due to atmospheric conditions and is not due to
the capillaries. Data from the unmodified 18-m filters
showed the same decrease in energy.

VI. CONCLUDING REMARKS

Our research indicates that the reflections that produce
resonance below 10 Hz in the 18- and 70-m rosette filters
occur at the summing manifolds connected to the end of the
longer pipe. Reflections that occur at the inlets artificially
inflate spectral amplitudes at frequencies above 5 Hz. We
find the theoretical method of Alcoverro and LePichon
~2004! accurately predicts the frequency response of rosette

FIG. 10. A photograph of a capillary plug installed in a pipe connecting the
primary and secondary summing manifolds. The capillary was installed 30
cm from the secondary summing manifold as shown in the lower diagram.
The other pipes shown in the photograph connect the secondary summing
manifold with inlets.

FIG. 11. Spectral density estimates taken from data collected after the cap-
illary plugs were installed at site ‘‘L2’’~black curve!. The capillaries have
removed the resonance peak at 2.65 Hz.

FIG. 12. Theoretical predictions of amplitude and phase response for the
18-m filter with and without capillaries. The unmodified filter is represented
by the dashed curves. The filter with capillaries at the inlets, at the second-
ary summing manifolds, and at both locations are represented by the solid
black, dotted black, and solid gray curves.
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filters. The method also accurately predicts the effect of cap-
illaries installed at any point inside the filters.

We conclude that the greatest gain in performance of the
rosette filters is produced by installing impedance matching
capillaries adjacent to the secondary summing manifolds in
the pipes leading to the primary summing manifold. Instal-
lation of capillaries at the inlets is physically demanding, due
to the large number of inlets involved, and offers little if any
benefit to sensitivity of the filters due to the plane-wave re-
sponse of the filters. As shown by Hedlinet al. ~2003!, the

plane wave response of the 70-m system is strongly depen-
dant on frequency above 3 Hz. Above 5.0 Hz, much of the
energy is attenuated. Adding capillaries at the inlets attacks
resonant energy in a band that is already of limited value for
the study of infrasonic signals.

There is an additional, practical, motive for not install-
ing capillaries at the inlets but placing them in the interior of
the filter. The capillary plugs installed in the 70- and 18-m
rosette filters have an inner diameter of 2.4 mm. The desired
acoustic resistance was achieved by varying the length of the
capillary. Although the capillaries have been shown to pro-
vide an effective reduction of resonance inside the rosette
filters, it will take long-term exposure to the elements to
determine if the capillaries will, in practice, remain clear and
remain effective without adverse side effects. If, with time,
the capillaries become partially, or fully, occluded, the re-
sponse of the overall rosette filter will be degraded. A fully
occluded capillary will reduce the overall reduction of long-
period noise provided by the filter by rendering useless an
entire rosette of inlets. Partially occluded capillaries would
have other adverse effects on the data as we have seen; the
phase shift of the filter is determined, to some extent, by the
capillary resistances. The rosette filters are not used alone,
but as part of an array. It is essential that the amplitude and
phase response of all filters in the array be matched. If
changes in the acoustic resistance of the capillaries changes
with time, and in a manner that differs between filters, the
overall response of the array could be degraded. A bias could
be introduced into the azimuths obtained from the array data.

Regardless of the location of the capillaries, theoretical
tests using the method presented by Alcoverro and LePichon
~2004! are required to determine the effect of one or more of
the capillary plugs becoming partially or fully blocked by
water, insects, etc. on the response of the individual filters
and of the entire array. The long-term maintenance of these
systems might involve periodic inspection and clearing of
the capillary plugs.

Rosette spatial filters are used at almost all IMS infra-
sound arrays. All new filters include resonance-suppressing
capillaries installed adjacent to the secondary summing
manifolds, as described in this paper. Many of the existing
filters are now being retro-fitted with capillaries. As a result,
we anticipate an abundance of data in the near future will
allow researchers to address these issues.
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is due to atmospheric conditions.
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A wide variety of acoustic systems has multiple sources and receivers. This paper proposes a
technique for making acoustic measurements simultaneously for multiple sources. The proposed
technique features a collection of excitation signals of the maximum-length sequence~MLS! and
MLS-related classes. Each signal in the set has a pulse-like autocorrelation function, and the
cross-correlation functions between arbitrary pairs of signals drawn from the set have peak values
that are significantly lower than the peak magnitude of the autocorrelation functions. The proposed
method is particularly valuable when characterization of multisource, multireceiver system must be
accomplished in a limited time period. Both simulation and experimental results are presented that
demonstrate the feasibility and fidelity of the proposed techniques in characterizing acoustic
systems. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1868252#

PACS numbers: 43.28.Vd, 43.28.Tc, 43.58.Gn@EJS# Pages: 1889–1894

I. INTRODUCTION

A previous paper1 presented a technique using reciprocal
pairs of maximal-length sequences~MLSs! in simultaneous
dual-source channel measurements. Impulse responses be-
tween two separate sources and one or several receivers of
acoustic systems can be determined simultaneously. The si-
multaneous dual-source measurements exploit excellent
cross-correlation properties of reciprocal MLS pairs. Once
the number of simultaneous sources is higher than two,
straightforward use of reciprocal MLS pairs cannot meet the
need. Special attention must then be given to generation of a
larger set of source signals that has acceptable properties for
performing the simultaneous measurements.

Because of their favorable cross-correlation properties,
certain sets of MLSs and MLS-related sequences have
gained considerable attention in spread spectrum communi-
cation systems.2 They are, however, not yet widely applied to
acoustic systems, particularly in the area of simultaneous
acoustic measurements. Recent research in sound propaga-
tion through atmosphere3,4 particularly calls for the simulta-
neous measurement technique. For this purpose, we propose
here the application of a set of the MLSs and MLS-related
classes in which all sequences of the set possess apulse-like
periodic autocorrelation function, while the periodic cross-
correlation function between any pair of sequences drawn
from the set has a peak value that is significantly lower than
the peak value of the autocorrelation function. In general, the
proposed technique is particularly valuable where multi-

source, multireceiver system characterization tasks must be
accomplished in a limited time period.

In Sec. II we discuss the desired correlation properties of
acoustic excitation signals that would be needed to accom-
plish simultaneous multiple source measurements in an ideal
case. We then briefly describe suitable sets of acoustic sig-
nals based on binary MLSs and MLS-related sequences. This
briefing relies heavily on the literature in the spread spectrum
communication.2,5,6 Using these sets, simultaneous channel
characterization can be accomplished to a suitable degree of
accuracy. In Sec. III we present simulation and field mea-
surements that demonstrate the feasibility of simultaneous
channel characterization. Finally, we draw some conclusions
in Sec. IV.

II. CORRELATION PROPERTIES OF MLS
AND RELATED SEQUENCES

For simultaneous multiple acoustic source measure-
ments~SMASM!, let n andp denote the number of sources
and receivers, respectively. Then, thep-element vector of
received signals,r , can be obtained from

r5h* s, ~1!

where s is the n31 source signal vector,h5@hi j # is the
impulse response matrix of dimensionp3n, and ‘‘* ’’ de-
notes the matrix periodic~circular! convolution operator.
Each element ofr , h, ands is, again, a discrete function of
time, but time dependency is suppressed for brevity. If the
periodic cross-correlation function~PCCF! of excitation sig-
nals is

a!Parts of this work have been presented at the 18th ICA, Kyoto, Japan.
b!Electronic mail: xiangn@rpi.edu

1889J. Acoust. Soc. Am. 117 (4), Pt. 1, April 2005 0001-4966/2005/117(4)/1889/6/$22.50 © 2005 Acoustical Society of America



s^ sT5@d#, ~2!

where the operator̂ stands for the cross correlation,@d#
denotes the matrix each of whose diagonal elements is a
discrete periodic delta function and each of whose off-
diagonal elements are the all-zero function, then the impulse
response matrix can be directly determined from1

h5r ^ sT. ~3!

Equation~3! indicates that the individual impulse response
sequences,hi j , between sourcej and receiveri, can be con-
veniently determined by cross correlating each received sig-
nal with each source signal provided the source signals pos-
sess the desired correlation property expressed in Eq.~2!.
Lüke5 pointed out, however, that signals that exactly fulfill
this condition@Eq. ~2!# neither exist nor can be constructed.
Nevertheless, a careful selection or combination among
MLSs of the same degree may yield a set of sequences ap-
proximately possessing the desired correlation property.

An n-stage linear feedback shift-register device can gen-
erate a binary MLS,$a( i )%, with a period ofL52n21. The
positive integer,n, is said to be the degree of the MLS.7,8 The
sequence obtained through correlation of one bipolar MLS
$m( i )% with mi5122ai or MLS-related sequence with an-
other of the same degree, or cross correlation, is of practical
significance for the SMASM technique, which has been
known in the communication community for many years.
They are, however, considerably less widely known in the
acoustics community; therefore, a brief description of cross-
correlation properties of various sets of sequences drawn
from MLS and MLS-related classes is sufficient in the fol-
lowing.

A. Preferred MLS pairs and maximum connected sets

The sequence$b( i )%, whereb( i )5a(di) and d is ap-
propriately chosen, is itself an MLS, known as afactor-d
decimation of the sequence$a( i )%,6 the cross correlation of
the sequences$b( i )% and $a( i )%, will yield very small val-
ues. If the degree of an MLS is a multiple of 4, then a
decimation factor9 d(n)52(n12)/221 will lead to an MLS
pair whose PCCF takes on only four values. For such deci-
mations, the upper bounds on the four-valued PCCF is

l 4~n!5
d~n!

2n21
. ~4!

If the degree of an MLS is not a multiple of 4, then an
appropriate decimation of that MLS will yield pairs of MLSs
having relatively small three-valued PCCF.6,10 For MLSs
whose degrees are not a multiple of 4, some of decimation
factors are of the formd52k11 or d522k22k11, wherek
is chosen such thatn/gcd(n,k) is odd,6 with gcd~! standing
for the greatest common divider, the cross-correlation
bounds take on preferred small values expressed by

l 35
2b~n12!/2c11

2n21
, ~5!

wherebxc denotes the integer part of the real numberx. This
paper will refer to both the three-valued and four-valued
MLS pairs as preferred pairs. Their bound values are of prac-

tical significance for the SMASM techniques.
In addition to the preferred MLS pairs, reciprocal pairs

of every binary MLS of degreen also possess small-valued
PCCF~Refs. 1, 11! bounded by

l r5
2~n12!/221

2n21
, ~6!

but not limited to three or four values.
Table I lists all bound values of preferred and reciprocal

MLS pairs between degree 8 and 24 for an easy comparison.
Figure 1 also shows the smallest bounds~logarithmic peak
values! of the PCCF of preferred and reciprocal MLS pairs
between degree 8 and 24. A careful comparison between col-
umns in Table I and between Eq.~5! and Eq.~6! reveals that
the small-valued PCCFs of the preferred MLS pairs are close
to that of reciprocal ones for even-numbered degrees, while
for the odd-numbered degrees the preferred MLSs are ap-

TABLE I. Cross-correlation bound values of preferred and reciprocal MLS
pairs, of Gold and Kasami sequences.

Degree
Period
length

Reciprocal
MLS pairs

Preferred MLS pairs
& Gold sequences

Kasami
sequences

8 255 0.1216 0.1216 0.067
9 511 0.0881 0.0646
10 1023 0.0616 0.0635 0.0322
11 2 047 0.0437 0.0317
12 4 095 0.0310 0.0310 0.0159
13 8 191 2.20E22 1.57E22
14 16 383 1.56E22 1.57E22 7.87E23
15 32 767 1.10E22 7.84E23
16 65 535 7.80E23 7.83E23 3.92E23
17 131 071 5.52E23 3.91E23
18 262 143 3.90E23 3.91E23 1.96E23
19 524 287 2.76E23 1.95E23
20 1048 575 1.95E23 1.95E23 9.77E24
21 2 097 151 1.38E23 9.77E24
22 4 194 303 9.76E24 9.77E24 4.89E24
23 8 388 607 6.90E24 4.88E24
24 16 777 215 4.88E24 4.88E24 2.44E24

FIG. 1. Bound values of the cross-correlation functions of preferred and
reciprocal MLS pairs along with bound values of Kasami sequences. The
bound values are expressed in dB relative to the peak value of their auto-
correlation function.
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proximately one-half that for the reciprocal MLSs. For the
current applications, one should not necessarily insist on
having three- or four-valued PCCF as long as both their
PACF and PCCF approximate the desired condition ex-
pressed in Eq.~2!.

When specific applications require up to four simulta-
neous source signals, however, even one preferred MLS pair
along with their individual reciprocal pairs will not yield the
preferred smallest bound values among four of them. To be
more precise, let$a( i )% and$b( i )% denote a preferred MLS
pair of degree 14, and$a( i )% and $ar( i )%, $b( i )%, and
$br( i )% denote reciprocal pairs of each individual MLS, re-
spectively. The PCCFs between$a( i )% and $b( i )%, and be-
tween$ar( i )% and$br( i )% are bounded by a preferred value
of 0.0157, while the PCCFs between$a( i )% and$ar( i )%, and
between$b( i )% and$br( i )% are bounded at a preferred value
of 0.0156, as listed in Table I. However, the PCCFs between
$a( i )% and $br( i )%, and between$b( i )% and $ar( i )% are
bounded by 0.03, which is roughly twice the preferred small
values.

Practical applications often need more than two simulta-
neous source channels. While a pair of MLSs selected from
two different preferred pairs of the same degree may not
possess the preferred small-valued PCCF as listed in Table I
and plotted in Fig. 1, some pairs selected from different pairs
do. A set of the MLSs for which each pair of the set has this
preferred small PCCF values is referred to as a connect set.
The largest possible connected set is termed a maximum
connect set~MCS! ~Ref. 10! and the size of such a MCS is
denoted byMn . In the literature,6 one can find the values of
Mn for n<16 with Mn<4. The length of MLSs of these
degrees and their reasonably low PCCF bound values are of
practical interest in a wide variety of acoustic measurements.
However, the number of MLSs in the MCS are strongly lim-
ited. One needs to use properly combined MLSs to form
Gold and Kasami sequences.

B. Combination of MLS pairs

A binary Gold sequence$Gr( i )% can be generated by
combining a preferred, or a reciprocal binary MLS pair
@$a( i )%,$b( i )%# as10 Gt( i )5a( i ) % b( i 1t), with % denot-
ing addition module 2. In steppingt point-by-point, a large
number of Gold sequences result including the preferred
MLS pair to yield a finite set$$a%,$b%,$G0%,$G1%,...% con-
taining exactlyL12 sequences. Sequences in this finite set
approximately fulfill the condition expressed in Eq.~2!.
PACFs of bipolar Gold sequences associated with$Gt% are
peaked at zero lag, but they also possess small-valued side-
lobes. The PCCFs of Gold sequences possess the same
bound value as that of the sidelobes of the corresponding
PACF. In fact, the bound values are the same as those of the
PCCF of the preferred and reciprocal MLS pairs from which
the Gold sequences are derived.

For even-numbered degreen, a decimation from an
MLS $a( i )% with factor l(n)52n/211 can lead to a pair
$a( i )% and $c( i )% with c( i )5a(l i ). In this case,$c( i )% is
not an MLS of degreen. A binary Kasami sequenceKt( i )
can be generated by combining$a( i )% and $c( i )% as Kt( i )
5a( i ) % c( i 1t). In similar fashion, a set of Kasami se-

quences$$a%,$K0%,$K1%,...% can be constructed12 containing
2n/2 sequences. The sidelobes of PACFs and the amplitude of
PCCFs among these sequences present even lower bounds,
approximately half of those of preferred pairs and Gold se-
quences

l k~n!5
l~n!

2n21
, ~7!

wheren must be a positive even number. Figure 1 also shows
the bounds values of Kasami sequences in logarithmic scale
along with those of preferred and reciprocal MLS pairs for
comparison. The power spectral density functions of Gold
and Kasami sequences are the same as that of MLSs, being
of broadband nature and covering the entire frequency range.
In order to demonstrate the excellent correlation properties of
Gold and Kasami sequences, Fig. 2 shows the PACF and
PCCF of a pair of Kasami sequences, derived from an MLS
of degree 14 decimated by a factor of 129. In the example,
the PCCF values and the sidelobes of the PACF are bounded
by 0.007 87, or 42.1 dB below the peak value of the indi-
vidual PACF. Unlike MLSs, the PACFs of Gold and Kasami
sequences are pulse-like functions with small-valued side-
lobes. They approximate the condition expressed in Eq.~2!
to the required degree of accuracy, and they are equivalent to
the MLSs drawn from MCSs with regard to their usefulness
in the SMASM technique.

III. SIMULATION AND EXPERIMENTAL RESULTS

In this section we present simulation and experimental
results to demonstrate usefulness of the lack of correlation
among the MLSs from MCS and combined MLSs. Unlike
applications in the spread spectrum technology, where MLS-
related sequences are primarily used for coding or modula-
tion, the acoustic measurement technique discussed in this
paper employs the sequences directly for acoustic excita-

FIG. 2. Normalized correlation functions of Kasami sequences of degree 14.
~a! Periodic autocorrelation function~PACF! of one sequence.~b! Periodic
cross-correlation function~PCCF! between two Kasami sequences~shifted
downwards beneath the autocorrelation function for a convenient compari-
son!. The peak value of the PCCF is 42.1 dB lower than that of PACF.~c!
Zoomed presentation of a segment from~a! showing three-valued sidelobes
of the PACF. Their peak values are the same as those of the PCCF in~b!.
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tions. The acoustic channel responses are then cross corre-
lated with the excitation sequences. Since these sequences
are of length 2n21, conventional FFT cannot be employed
directly. Fortunately the fast MLS transform~based on fast
Hadamard transform! can be employed for MLSs and recip-
rocal MLSs.1 When using combined sequences, however,
one needs to exploit a specialized algorithm13 for calculating
the PCCF.

A. Digital simulation

In order to understand the signal-to-noise ratio achiev-
able in the SMASM applications, we apply a set of 16 bipo-
lar Kasami sequences$$k1%,$k2%,...,$k16%% transmitted at a
rate of 50 kHz to simulate acoustic channel experiments.
Among them, $k1% is a single MLS of degree 14 and
$k2%,...,$k16% are Kasami sequences constructed by combin-
ing $k1% and $b%, with b( i )5k1(129i ). The PCCFs among
the 16 sequences possess the same small values as given in
Table I.

Eighth-order low-pass Chebyshev filters, each having a
cutoff frequency of 16 kHz, are used to simulate individual
acoustic channels. Each individual sequence is filtered by

one low-pass filter separately. First one, then two,..., then all
16 of the filter responses are summed to simulate the signal
that would be received at one point and at a common point
from two, three,..., and all 16 simultaneous sources. The
summed signals are then cross correlated with the MLS$k1%
to obtain the impulse response associated with the source
sending$k1%. Figure 3 shows the impulse responses of a
single source channel and of simultaneous multiple channels.

To quantify the quality of the impulse response, we de-
fine peak-to-noise ratio~PNR! as the ratio of its peak value
to the rms value of noise, which is the difference between the
exact value of the impulse response and the value calculated
using our technique at each time epoch. More precisely, the
signal received at receiveri is

r i5(
j 51

16

hi j * sj . ~8!

If we now correlate the received signal withsk , we obtain
the following approximation forhik :

ĥik5hik1hik* ~sk^ sk2d!1 (
j 51,j Þk

16

hi j * ~sj ^ sk!. ~9!

Thus, the sequence

FIG. 3. Simulation results using digital filters to study the noise behavior of simultaneous multiple source measurements, Single channel, 2, 3,...,and 16
simultaneous source channels are simulated. Impulse responses obtained using increasing number of simultaneous Kasami sequences of degree 14 are label
by the number of simultaneous source channels and the peak-to-noise ratio~PNR!.
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eik5ĥik2hik5hik* ~sk^ sk2d!1 (
j 51,j Þk

16

hi j * ~sj ^ sk!,

~10!

represents the error between the approximation forhik and
its actual value, that is, it is a noise sequence. Thus

Eik
2 5

1

L (
z50

L21

eik
2 ~x!, ~11!

is the mean-squared error betweenhik and its approximation,
ĥik . If the autocorrelation function ofsk were ad function,
and sj and sk were uncorrelated forj Þk, then the mean-
squared error would be zero. Otherwise, the ratio of the peak
value of hik to the rms noise value gives a measure of the
quality of the estimate ofhik .

Figure 4 shows the PNR achieved at individual numbers
of simultaneous sources. The simulation results as shown in
Fig. 3 and Fig. 4 indicate that the PNR in the SMASM de-
creases with increasing number of simultaneous source sig-
nals. The noise stems from the sidelobes of the autocorrela-
tion and nonzero residuals of the cross-correlation operations
as shown in Fig. 2. The higher the degree of the sequences
used, the higher the PNR will be, as Fig. 1 implies. In a
similar fashion, when cross correlating the resulting receiver
signal in the simultaneous multiple source mode with MLS
$k2%,$k3%,..., theimpulse responses$h12%,$h13%,... would be
resolved.

The fast M-sequence transform1 is used in an efficient
calculation of cross correlation between MLS$k1% and the
summed filter responses. When resolving impulse responses
associated with combined MLSs$k2%,$k3%,..., thefast MLS
transform cannot be used, but a specialized algorithm may be
used for calculating PCCF.13

B. Experimental results

We now present a group of field measurement results
achieved from exploratory experiments conducted outdoors.
Four loudspeakers, which serve as sources, are separated 2 m
from each other along a straight line. Perpendicular to this
line, a microphone~receiver! is set 10 m away from the first
sound source. The receiver to the farthest source is about 11
m. The sound sources and receivers are set 1.1 m above the
outdoor ground surface. The sampling frequency for these
measurements is 25 kHz. Four MLSs’ selected from the
MCS of degree 13 are used to simultaneously drive the
sound sources. Figure 5~a! illustrates impulse response seg-
ments of the first 40 ms associated with four simultaneous
sound sources. They are obtained by using the fast MLS
transform1 of the received receiver signal with each of the
individual MLSs’. These simultaneous measurements of
channel impulse responses yield slightly different arrival
times due to different propagation distances of the acoustic
wave, corresponding well to the geometry of the setup. Fig-
ure 5~b! shows the measured single source impulse responses
of the channel between the second source and the receiver
when only source two is energized. Although the single
source measurement yields a better PNR, the single- and
multiple source measurements clearly yield similar results.

An achievable PNR depends upon, among other things,
available source power, the sensitivity and bandwidth of the
sensors or receivers, the attenuation of the propagation chan-
nels, and the length of sequences. In practice, the achievable
PNR can also be influenced by other unwanted noise, back-
ground noise, nonlinear or time-variant components within
the system under test, resulting in a lower PNR. While
SMASM cannot provide results of the identical quality that
may be obtained through sequential measurement, a well-

FIG. 4. Peak-to-noise ratios~PNR! as a function of simultaneous source
channels, achieved using digital filters to simulate the acoustic channels.
PNR obtained using Kasami sequences of degree 14 ranges from 35.9 dB
down to 23.5 dB when the number of simultaneous source changes from 2
to 16.

FIG. 5. Experimental results of times of flight for outdoor sound propaga-
tion analysis.~a! Four simultaneous sound sources and a single receiver.~b!
Impulse response between a single source~#2! and the receiver~for com-
parison withh12).
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designed SMASM can produce results meeting the require-
ments of all but the most demanding applications.

IV. CONCLUSIONS

The cross-correlation properties of maximum-length se-
quences~MLSs! and related signals make them good candi-
dates for simultaneous multiple acoustic source measure-
ments~SMASM!. In this paper we have demonstrated that,
by exploiting the cross-correlation properties of MLSs and
MLS-related sequences—Gold and Kasami, in particular—
SMASM becomes feasible. Both simulation and experimen-
tal results achieved from exploratory outdoor measurement
have demonstrated the feasibility of using MLSs and com-
bined MLSs for the SMASM technique. This proposed mea-
surement technique would be especially useful when an ap-
plication demands simultaneous, rather than sequential,
excitation of multiple sources.3,4 When a sufficient number
of single MLSs from a maximum connect set~MCS! can
meet the need, a fast algorithm, the so-called fast MLS
transform14–17 can be applied directly to retrieving impulse
responses between simultaneous multiple sources and one or
several receivers. Otherwise, additional Gold and Kasami se-
quences can be selected to meet the need. In the latter case, a
specialized algorithm, such as the one documented in Ref.
13, must be applied.
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Phase speed and attenuation in bubbly liquids inferred
from impedance measurements near the individual bubble
resonance frequency
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In the ocean, natural and artificial processes generate clouds of bubbles that scatter and attenuate
sound. Measurements have shown that at the individual bubble resonance frequency, sound
propagation in this medium is highly attenuated and dispersive. The existing theory to explain this
behavior is deemed adequate away from resonance. However, due to excessive attenuation near
resonance, little experimental data exists for a comparison with model predictions. An impedance
tube was developed specifically for exploring this regime. The effective medium phase speed and
attenuation were inferred from measurements of the surface impedance of a layer of bubbly liquid
composed of air bubbles and distilled water, for void fractions from 6.231025 to 5.431024 and
bubble sizes centered around 0.62 mm in radius. Improved measurement speed, accuracy, and
precision is possible with the new instrument, and both instantaneous and time-averaged
measurements were obtained. The phase speed and attenuation at resonance was observed to be
sensitive to the bubble population statistics and agreed with an existing model@J. Acoust. Soc. Am.
85, 732–746~1989!#, within the uncertainty of the bubble population parameters. Agreement
between the model and the data reported here is better than for the data that was available when the
model was originally published. ©2005 Acoustical Society of America.
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I. INTRODUCTION

The acoustics of bubbly liquids is important to many
areas of study, including acoustical oceanography, shallow
water sonar, ship wakes, air/sea interfacial mass transfer,
medical ultrasound, and nuclear reactor technology.1,2 Sound
speed dispersion and attenuation in clean suspensions of
bubbles is well understood when the acoustic excitation fre-
quency is well below the resonance frequency of any bubble
and the volume fraction of air is below a few percent. The
volume fraction~VF! of air, or void fractionb, is defined as

b5Vg /Vm , ~1!

whereVg is the volume of the gas phase andVm is the total
volume of the mixture.

As the excitation frequency approaches the range of
bubble resonance frequencies, the dispersion and attenuation
grows rapidly. This effect is amplified further for bubble size
distributions with sharp peaks. Commander and Prosperetti3

compared their propagation model to the experimental data
available at the time and found poor agreement in such cases,
even for void fractions as low as 3.731024. This has been
attributed to the effects of multiple scattering between neigh-
boring bubbles3 and experimental difficulties in measuring
acoustic properties in the presence of high attenuation.4 Re-
cently, a number of authors5–8 have put forward models that
address multiple scattering. Unfortunately, experimental un-

certainty in the data that exists, and the absence of data for
much of the parameter space, prevents an adequate evalua-
tion of competing models.3,9 The fact that the data obtained
by Silberman in 1957 is the most commonly cited data fur-
ther emphasizes this situation.

There are two reasons for the scarcity of reliable experi-
mental data for cases where resonance is important.~1! The
attenuation, which is ofO(10) dB/cm and higher, prevents
the use of traditional standing wave techniques. Even pulse
propagation techniques fail because sound transmission be-
yond the near field of the source is not readily achieved.~2!
Propagation in bubbly liquids is very sensitive to the void
fraction, and to the bubble size and spatial distributions. A
sufficiently accurate experimental determination and control
of these parameters is difficult.

An approach designed to overcome these difficulties is
described in the present work. In order to deal with the prob-
lem of high attenuation, measurement directly within the
highly attenuating region of bubbly liquid was avoided. In-
stead, the frequency-dependent, complex impedancezs at the
surface of a layer of bubbly liquid was measured using a
modified version of the standard two-sensor impedance
tube.10 This was accomplished by measuring the acoustic
pressures at two known positions within the bubble-free sec-
tion of the impedance tube. Equations of plane wave
acoustics10,11 were used to relate these acoustic pressures to
the impedance at the interface between the bubble-free liquid
and the bubbly liquid. This impedance is equivalent to the
acoustic pressure/velocity ratio that would exist just inside
the bubbly liquid if it were a homogeneous fluid. In the

a!Current affiliation: University of Texas at Austin, Department of Mechani-
cal Engineering; electronic mail: pswilson@mail.utexas.edu
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present case, this measured impedance is equivalent to the
effective impedance of the bubbly liquid and the effective
propagation parameters are inferred from the measured im-
pedancezs . For the level of attenuation encountered in the
present work, only plane progressive waves cross the mea-
surement surface; thereforezs is equivalent to the specific
acoustic impedancez5rc. Sincez is measured and the ef-
fective mixture densityr is known, the phase speed and at-
tenuation can be calculated from the complex sound speedc.
Measurements of the phase speed and attenuation obtained in
this way for a bubbly liquid composed of air and distilled
water are presented. Void fractions ranging from 6.231025

to 5.431024 and bubble sizes centered around 0.62 mm in
radius were investigated.

These measurements were compared with the model put
forth by Commander and Prosperetti.3 The sensitivity of the
model to input parameters is discussed in Sec. II. A descrip-
tion of the experiment is given in Sec. III. The results of a
time-averaged experiment are discussed in Sec. IV. Finally,
the results of a time-resolved experiment, used to investigate
the effects of bubble population variability, are discussed in
Sec. V.

II. OVERVIEW OF PROPAGATION MODEL

In 1989, Commander and Prosperetti3 brought together
previously published results and composed a model for
sound propagation in bubbly liquid which accounted for en-
ergy dissipation in a detailed way. Their final result is shown
below for reference. Consider a host liquid with sound speed
cl , densityr l , viscositym, surface tensions, and equilib-
rium pressureP` . This liquid contains bubbles composed of
a gas with thermal diffusivityDg and ratio of specific heats
g. The bubbly liquid is treated like a homogeneous mixture
in which the complex mixture sound speedcm is given by

cl
2

cm
2

5114pcl
2E

0

` a`~a!da

v0
22v212ibv

, ~2!

wherev is the circular excitation frequency and̀(a)da is
the number of bubbles per unit volume with equilibrium ra-
dius betweena and a1da. The damping coefficient for a
bubble of radiusa driven at frequencyv is given by

b5
2m

r la
2

1
Pb,e

2r la
2v

Im F1
v2a

2cl
, ~3!

where the three terms are due to viscous, thermal, and acous-
tic dissipation effects, respectively and ImF is the imaginary
part of

F5
3g

123~g21!iX@~ i /X!1/2coth~ i /X!1/221#
. ~4!

The bubble resonance frequency is

v0
25

Pb,e

r la
2 S ReF2

2s

aPb,e
D , ~5!

where ReF is the real part ofF. The definition,

X5Dg /va2, ~6!

has been used and the quantityPb,e represents the equilib-
rium pressure in the bubble,

Pb,e5P`1
2s

a
, ~7!

whereP` is the hydrostatic pressure in the liquid. The wave
number for propagation within the bubbly mixture can then
be written from Eq.~2! as

km
2 5

v2

cl
2

14pv2E
0

` a`~a!da

v0
22v212ibv

. ~8!

A. Sensitivity to small changes in bubble size

Small changes in bubble population parameters~or small
uncertainties in their experimental determination! can have
large effects on the~predicted! phase speed and attenuation
in bubbly fluids. This will be demonstrated for different
bubble size distributions using Eq.~2!, assuming air bubbles
in pure water at 20 °C and the corresponding physical param-
eters given in Table I.

Consider a monodisperse bubble population, given by

`~a!5nd~a2ā!, ~9!

wheren is the number of bubbles per unit volume with equi-
librium radiusā and the void fraction is

b5
4

3
pā3n. ~10!

Substitution into Eq.~2! yields

1

cm
2

5
1

cl
2

1
4pān

v0
22v212ibv

. ~11!

Phase speedV and attenuation coefficientA were calculated
using Eq.~11! for void fraction b51024 and three bubble
radii, ā50.558, 0.62, and 0.682 mm. Both the phase speed
and the attenuation curves, shown in Fig. 1, shift along the
frequency axis as bubble size is varied. A small increase in
peak attenuation is seen as bubble size decreases and the
minimum phase speed increases slightly. The latter effect is
not prominent on the logarithmically scaled axis, but is in-
deed present. The behavior of the attenuation for these pa-
rameters is governed by thermal dissipation, which is in-
versely proportional to the bubble radius squared.

Note that the pronounced effects shown in Fig. 1 are
induced by only a 10% variation in bubble radius, or specifi-
cally, 662 mm. The experimental ability to discern the dif-
ference between acoustic signals of 5.3 and 5.8 kHz~the
frequencies of peak attenuation for the two smaller bubble
sizes shown in Fig. 1! is often greater than our ability to
discern the difference in the two corresponding bubble popu-
lations. If one were only interested in the size of a few

TABLE I. Values of the physical parameters used for evaluation of Eq.~2!.

cl51481 m/s Dg52.0831025 m2/s
r l5998 kg/m3 P`5101.3 kPa
s50.0725 N/m m50.001 Pa s
g51.4
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bubbles this would not be the case; high magnification opti-
cal methods would provide sufficient resolution. However,
when one endeavors to measure the sizes of hundreds of
bubbles in motion, the statement bears a much greater sig-
nificance.

B. Sensitivity to small changes in bubble size
distribution width

The behavior of continuous bubble size distributions
will now be considered. Foreshadowing what will be dis-
cussed in the experimental part of this work, the normal dis-
tribution will be explored. The probability density function
of a normally distributed random variable is defined by

`~a!5
C

sA2p
expF2

~a2a0!2

2s2 G , ~12!

wherea0 and s represent the mean value and the standard
deviation of the distribution, respectively. Here,a0 is taken
to be the mean bubble radius, andC is used as a scaling
parameter such that the void fractionb is given by

b5
4p

3 E
amin

amax
`~a!a3 da. ~13!

The purpose is to isolate the effect of increasing the standard
deviation of the distribution, that is, the effect of widening
the distribution.

Three distribution widths are considered,s50.02, 0.03,
and 0.04 mm, along with the following parameters:b
51024, and amin50.50, a050.62, amax50.75 mm. With
`(a) thus described, Eq.~2! was evaluated numerically us-
ing an adaptive Simpson quadrature technique. The results
are shown in Fig. 2. The peak attenuation varies about 1.8
dB/cm and the minimum phase speed varies by about 100
m/s. Again, the ability to acoustically detect the effects of

these distribution changes may be greater than the ability to
detect and control the bubble population parameters in an
experiment.

III. DESCRIPTION OF EXPERIMENT

An overview of the measurement procedure is given first
and then the various subsystems will be described in greater
detail. The bubbles were generated directly at the measure-
ment plane of the impedance tube, by either a single needle,
which was lowered down into the impedance tube, or with a
bubble injection manifold~BIM ! that fit inside the imped-
ance tube and deployed multiple needles for higher void
fractions. The needle and the BIM can be moved between the
impedance tube and two other systems that were used to
measure the bubble size distribution and the overall void
fraction. The experimental procedure was composed of four
subprocedures. The first subprocedure was the calibration of
the impedance tube. The needle or BIM was then installed in
an optical apparatus for the measurement of the bubble size
distribution. When the needle was used, the void fraction
was also measured in the optical apparatus. When the BIM
was used, it was moved to a third apparatus for void fraction
measurement. Finally, the needle or BIM was installed in the
impedance tube and the surface impedance of the bubble
layer was measured.

A schematic of the impedance tube system is shown in
Fig. 3. Its construction, calibration, and operation have been
described previously.10,12 Briefly, the system consists of a
heavy-walled stainless steel tube~5.178 cm inner diameter,
2.541 cm wall thickness! with two custom fabricated wall-
mounted hydrophones. The system was designed to admit
waves that are plane~to a high degree of approximation!,
despite some coupling between the fill material and the tube
wall. Acoustic excitation was provided by a Kildare Corpo-
ration TP-400/A piston source at the lower end. The bubbly

FIG. 1. The effect of the bubble size is demonstrated. Phase speed~upper!
and attenuation~lower! is shown for void fractionb51024 and three bubble
radii, which represent a610% change in radius.

FIG. 2. The sensitivity to the distribution width is demonstrated. Phase
speed~upper! and attenuation~lower! is shown for void fractionb51024

and three standard deviationss. The legend applies to both plots. Additional
bubble population details are given in the text.
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liquid was contained within a sample holder mounted at the
upper end. Signals were generated and received with a
Hewlett-Packard HP89410A vector signal analyzer. The ex-
citation signal was amplified by a Crown CE-1000 power
amplifier and the hydrophone signals were conditioned with
a Brüel & Kjær model 2692 charge amplifier. The transfer
function between the two hydrophones was measured with
the HP89410A and the data was transferred to a laptop com-
puter for storage and processing. The effective plane wave
surface impedance of the bubbly liquid is related to the mea-
sured transfer function using Eq.~1! of Ref. 10 and a set of
calibration functions obtained in the calibration procedure.

A. Inversion procedure

In the present work, the high attenuation provided by the
bubbly liquid suppressed reflections from the air–water in-
terface at the top of the sample holder, giving it an effec-
tively infinite length. Therefore, plane progressive waves
crossed into the bubbly liquid and the complex sound speed
~phase speed and attenuation! was available directly from the
measured surface impedance. This condition existed for void
fractions as low asO(1025), where on-resonance attenua-
tion wasO(2) dB/cm. The sample holder used in these ex-
periments was 14 cm in length and, therefore, minimum
round trip attenuation was about 56 dB, which was sufficient
to render the reflected signal indistinguishable from the
background noise.

The phase speed and attenuation were obtained in the
following way: Sincezs5rc for the plane progressive waves
incident on the surface of the bubbly liquid andk5v/c, the
wave numberk in the bubbly liquid is given by

k5
vr

zs
, ~14!

wherezs is the measured impedance andr is obtained from
the mixture density relationshipr5(12b)r l1brg . Fi-
nally, the phase speed is given by

V5
v

Re@k#
, ~15!

and the attenuation coefficient is given by

A520 log10~e!Im@k#, ~16!

in dB/unit length.
The key assumption used in this analysis is that only a

single plane wave mode exists in the sample holder at a
given frequency. For waves propagating within a liquid-filled
waveguide with elastic walls, at least two modes can be
present at all frequencies. Both modes can have longitudinal
and radial components, but the lowest-order mode ap-
proaches a true plane wave mode as the wall impedance
increases.13 This impedance tube was designed such that
when filled with bubble-free water, both the radial compo-
nent of the plane wave mode and the higher-order mode are
negligible and can be ignored.10 Below resonance, the bub-
bly liquid medium is acoustically soft in comparison to pure
water and the elastic waveguide effects are minimized even
further. Above resonance, the bubbly liquid is acoustically
hard in comparison to pure water and the elastic waveguide
effects are more prominent. An inversion scheme that prop-
erly accounts for both components of both modes does not
exist and for now these elastic waveguide effects have been
ignored. This will be discussed further in Sec. IV C.

B. Bubble production

The bubby liquid consisted of air bubbles injected into
distilled water using 30 gauge needles. The air was supplied
from a compressed air bottle, through a primary regulator,
then into a needle valve, a flow meter, and finally into the
needle/s, either directly or through a manifold. A pressure
gauge was connected between the flow meter and the
needles. The flow rate and pressure measurements were used
solely to ensure that the flow conditions, and hence the
bubble population, remained as constant as possible through-
out any given experiment. The bubble size distribution and
overall void fraction were measured directly for each case.

For the first measurement presented in Sec. IV B, a
single long needle~30 gauge, 0.31 mm diameter, 20.3 cm in
length! was used. The needle was inserted into the sample
holder from the open end of the tube and was positioned
such that the bubbles were released at the measurement
plane. Since changing the flow rate of air through a single
needle changes the bubble size as well as the void fraction,
one must add additional needles with the same per needle
flow rate in order to independently increase the void fraction.

FIG. 3. The impedance tube system is
shown in a schematic. The bifilar mi-
croscope is used during a calibration
to measure the water height within the
sample holder. The temperature of the
impedance tube is monitored with a
thermocouple and a digital multimeter.
The remaining elements are discussed
in the text.
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Therefore, a bubble injection manifold~BIM ! was developed
to accurately position four 30 gauge needles at the measure-
ment plane. The manifold body is of the same radial dimen-
sions and material as the impedance tube itself, but contains
an internal plenum that directs the air supply into the
needles, as shown in Fig. 4~a!. All the needles are coplanar
with the impedance measurement plane. As the bubbles rose,
they typically deviated from a directly upward path, yet they
remained uniformly distributed along the longitudinal axis of
the tube, and therefore the void fraction remained uniform in
the direction of propagation. All but the first measurement
presented in Sec. IV B were made using the BIM.

C. Measurement of bubble size

The bubble size distribution was determined by the di-
rect photographic observation of the bubbles. Illumination
was provided using a combination of direct and backlighting
such that the outline of the bubbles appeared dark against a
much lighter background. The single long needle or the BIM
was placed within a small glass aquarium filled with distilled
water. The height of water above the opening of the needles
was the same as when installed in the impedance tube. The
bubbles were free to rise up through the water column and
they were photographed using a Kodak DC265 digital cam-
era equipped with a macrolens and a strobe. The camera’s
maximum acquisition rate of about one photograph per 15 s
was used. A machinist’s scale located in the focal region was
also photographed to provided a length reference. A sche-
matic of the bubble size measurement system is shown in
Fig. 5. Both the imaging and subsequent analysis were un-
dertaken following guidelines published by The National In-
stitute of Standards and Technology.14 A typical image ob-
tained with this system is shown in Fig. 6~a! and the results
of the image analysis are shown in Fig. 6~b!. Note the rela-
tively homogeneous distribution of bubbles both vertically
and horizontally. A Cannon model GL1 digital video camera

was used to obtain photographic data at the higher rate re-
quired for the time-resolved measurements in Sec. V.

The bubbles exhibited a shape well approximated by an
oblate spheroid. The images were processed with the image
analysis software package NIH image. The major and minor
axes 2b and 2c appeared in the plane of the image, and were
determined by the NIH image in number of pixels. The
length referencel ref ~length/pixel! was taken from the ma-
chinist’s scale. The spheroidal volume is given byV
5 4

3 pb2cl ref
3 . The effective spherical radiusa was then cal-

culated based on an effective spherical volume,

a5S 3V

4p D 1/3

5 l ref~b2c!1/3. ~17!

The number of individual bubbles analyzed varied from ex-
periment to experiment, but a typical number was 200.

Two primary factors that contribute to the uncertainty of
the bubble size measurement are a deviation of the actual
bubble shape from the model shape, and the limited length

FIG. 4. A schematic diagram of the bubble injection manifold is shown. Part
~a! is a cross-sectional view showing the injection manifold mounted be-
tween the impedance tube and the sample holder. Two needles are shown
making bubbles. Part~b! shows a top view of the injection manifold sepa-
rated from the impedance tube and the sample holder, with four needles in
place. The needles were 30 gauge, 2.86 cm in length, and projected 1.27 cm
into the tube.

FIG. 5. A schematic diagram of the bubble size measurement system is
shown with the BIM producing bubbles. The height of the water column is
the same as that inside the sample holder during impedance measurements.
Not shown is the machinist’s scale used for a length reference.

FIG. 6. A typical image obtained with the bubble size measurement system
and four needles is shown in~a! along with a 1 cmscale bar. The same
image after processing is shown in~b!. The background was removed, each
bubble was outlined, assigned a number, and the size data was stored in a
file.

1899J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Wilson et al.: Bubbly liquid phase speed and attenuation



resolution of the pixelated images. Close scrutiny of a mag-
nified image of a typical bubble reveals that the error due to
pixelation is likely the greater of the two. This is demon-
strated in Fig. 7. An image of a typical bubble used in this
work is shown greatly enlarged in Fig. 7~a!, so that indi-
vidual pixels can be seen. The same bubble is again shown in
part Fig. 7~b!, but a slightly larger ellipse has been overlain
and it is apparent that the shape is a good match to that of the
bubble. There is some uncertainty about the boundary of the
bubble, though. When the image was digitized, the pixels
were assigned discrete values of brightness; therefore one
cannot be sure exactly where the boundary was. The motion
of the bubble during the exposure also contributes to this
uncertainty. Consider the minor axis of the bubble, with
length 2c. If one assumes that the actual boundary lies some-
where between the outermost two pixels, then the minimum
and maximum possible minor diameters are shown in the
figure. For this bubble, 2cmin520 pixels and 2cmax

524 pixels. Although not shown in the figure, a similar situ-
ation exists for the major axis, with 2bmin532 and 2bmax

536 pixels, and for the length value, 1/l ref5230
62 pixel/cm. Using Eq.~17! one finds the uncertainty in the
measured effective spherical radius for this bubble isa
67.7%.

At this point a tradeoff is evident. For a given imaging
system, one can increase the magnification and thereby in-
crease the length resolution, but then the number of bubbles
per image and the size of the statistical population is de-
creased. For fixed magnification, the uncertainty in bubble
size is dependent on the bubble size. The uncertainty re-
ported above was typical for this work. The maximum un-
certainty in effective spherical bubble radius and did not ex-
ceeda611%.

D. Determination of void fraction and low-frequency
phase speed

For the single needle case, the bubbles were few enough
in number that all could be counted individually and the total
volume of air within the sample holder could be determined
from the bubble size measurements.

When using the BIM, the void fraction was determined
using a cylindrical acoustic resonator of lengthL, filled with
the bubbly liquid of interest, and operating below the cutoff
frequency of the first higher-order mode of the tube and well
below the resonance frequency of the largest bubble. In this
range, known as Wood’s limit, the low-frequency mixture

sound speedcml f is dependent on void fractionb, as given
by the relation15

1

cml f
2

5
~12b!2

cl
2

1
b2

ca
2

1b~12b!
ra

2ca
21r l

2cl
2

r lracl
2ca

2
, ~18!

andca andra refer to the sound speed and density of air.
The resonator was modeled as a rigid-walled, open–

open tube filled with a homogeneous liquid with sound speed
cml f and supporting only one-dimensional plane-wave
modes. The fundamental resonance frequency is given by
f 15cml f/2L. The void fraction was determined from the
measured frequency of the fundamental mode and Eq.~18!.
Sound speeds from the higher-order modes were also ob-
tained. The modal sound speed was determined at each reso-
nance frequency fromf n5ncn/2L. Depending on the posi-
tion of the hydrophone relative to the spatial acoustic field
for each case, one, two, or three higher-order modes were
observed.

A schematic diagram of the void fraction resonator is
shown in Fig. 8. An aluminum tube~30.13 cm length, 5.08
cm diameter, 0.635 cm wall thickness! was mounted to the
top of the air injection manifold and sealed with an o ring.
The lower pressure release boundary condition was achieved
by closing the tube with a thin mylar membrane that was
glued to a mounting fixture. The mounting fixture interfaces
with the air injection manifold, sealing the tube with an o
ring, and positions the membrane just below the needles. A
Brüel and Kjær type 8103 hydrophone was typically posi-
tioned 2 cm from the open end of the tube. The hydrophone
signal was conditioned with a Bru¨el and Kjær type 2692 low
noise charge amp, which also provided bandpass filtering
between 10 Hz and 10 kHz. The natural resonances of the
tube were excited by the noise created by the bubbles pinch-
ing off the needles, in a manner similar to that reported by

FIG. 7. An image of a typical bubble obtained by the imaging system is
shown greatly enlarged in~a!. Uncertainty due to pixelation is shown in~b!.
Equation~17! yields an effective spherical radius of 0.6460.05 mm for this
bubble.

FIG. 8. A schematic diagram of the void fraction resonator is shown.
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Nicholas et al.16 The resulting hydrophone signal was ac-
quired and acoustic spectra calculated with the HP89410A
Vector Signal Analyzer.

UncertaintyeL in the length of the resonator and uncer-
tainty in the resonance frequencye f due to the finite resolu-
tion bandwidth of the measured acoustic spectra lead to un-
certaintyec in the measured sound speeds obtained from the
resonator method and is given by

6ec562~Le f1 f eL6eLe f !. ~19!

In turn, this leads to an uncertainty rangeb6Db in the void
fraction, obtained by the satisfaction of Eq.~18! for cml f

52L f 16ec . Numerical values for these parameters are
given in Table II.

E. Bubble population statistics

The bubble size data must be cast in the form of a prob-
ability density function`(a) for input into the propagation
model. Histograms of this data indicated that a truncated
normal probability density function~PDF! was a suitable sta-
tistical model. Four parameters describe this distribution: the
minimum radiusamin , the maximum radiusamax, the mean
a0 , and the standard deviations. The bubble radii data, ob-
tained as described in Sec. III C, were ranked in ascending
order. The minimum and maximum radii values were used as
amin andamax, respectively, anda0 ands were estimated by
fitting a model cumulative distribution function~CDF!, to an
empirical CDF obtained from the measured radii.

The measured or empirical CDF is given by

Pmeas~a!5
n̄~a!

N
, amin<a<amax, ~20!

where n̄(a) is the number of observations with values less
than or equal toa, andN is the total number of observations.
The model CDF is given by

P~a!5E
amin

a

`~j!dj, @0<P<1#, ~21!

where` is PDF for the truncated normal distribution and is
given by

`~a!5
1

sA2p
expF2

~a2a0!2

2s2 G , amin<a<amax.

~22!

Model CDFs were then computed for a range ofa0 and s
values, and a two-dimensional minimization of the chi-
squared parameter was performed, yielding the best-fit mean
and standard deviation. The chi-squared parameterx2 is
given by17

x25(
i 51

N
„Pmeas~ai !2P~ai !…

2

P~ai !
, ~23!

whereai is theith member of the rank ordered vector of size
measurements. An example of this statistical analysis is
shown in Fig. 9. The empirical CDF fitting method was used
because it relied entirely on the data. The PDF can be fitted
to a histogram of the data, but this requires an arbitrary
choice to be made for the histogram bin size.

F. Additional experimental details

Two different types of experiments were conducted,
time-averaged, and time-resolved. In both of these experi-
ments, the goal was to measure the frequency-dependent
phase speed and attenuation in bubbly liquid in the resonance
regime. In the original experimental design, it was assumed
that the bubble population statistics and the void fraction
would be stationary in time, as long as the observable air
injection parameters remained constant. Subsequent experi-
mental observations revealed that the bubble population sta-
tistics were not stationary, even when observable bubble pro-
duction parameters were stable. This type of behavior
exhibited by needle manifolds has been reported before.18

Further, moving the bubble injection manifold from the
bubble sizing apparatus, to the void fraction resonator, and
finally to the impedance tube, resulted in slightly different
bubble distributions, even when the observable flow param-
eters did not change. Because the bubble population param-
eters were changing, a relatively small degree of fitting was

TABLE II. The table contains the results of the resonator-based void frac-
tion measurements and the parameters used with Eq.~19! for calculation of
the associated uncertainty. For Case 1,b was obtained from optical mea-
surements and its uncertainty is discussed in Sec. IV B.

Case 1 2 3 4

b3105 5.49 33 41 54
Db ~%! ¯ 63.4 63.2 63.3
L (cm) ¯ 31.5 31.5 31.5
eL (cm) ¯ 60.2 60.2 60.2
f (Hz) ¯ 857.5 810.0 730.0
e f (Hz) ¯ 66.875 66.125 66.000
ec (m/s) ¯ 67.8 67.1 66.7

FIG. 9. The statistical data reduction is shown for bubbles created by a
single needle. The upper frame shows the empirical CDF and the best-fit
model CDF. The lower frame shows the resulting PDF and a histogram of
the data, shown only for reference. The resulting distribution parameters are
also shown~all radius units are in mm!.
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usually necessary in order to bring the time-averaged mea-
surements and model into agreement, as discussed in Sec. IV.
The discovery of nonstationarity lead to the idea that instan-
taneous, or time-resolved measurements should also be per-
formed, as discussed in Sec. V.

IV. TIME-AVERAGED MEASUREMENTS

A. Procedure

The procedure for the experiment was composed of four
parts: impedance tube calibration, bubble size distribution
measurement, void fraction measurement, and finally imped-
ance measurement.

For both the calibration and the impedance measure-
ments, transfer functions between the signals from the two
impedance tube hydrophones were measured using the
HP89410A vector signal analyzer. Pseudorandom noise was
used as the excitation signal over a frequency range of 5–9
kHz. The hydrophone signals were Hann windowed and pro-
cessed to yield a frequency resolution bandwidth of 2.5 Hz.
The calibration was performed first, using a procedure de-
scribed in Ref. 10. Second, the single needle or the BIM was
installed in the size distribution apparatus, shown in Fig. 5.
The bubble size distribution was measured, as described in
Sec. III C, which also yielded the void fraction for the single
needle case. For the single needle case, bubble observation
was limited to three photographs taken over a time frame of
about 45 s, yielding 30 bubble images. When the BIM was
used, 16 photographs were taken over a time frame of about
four minutes yielding about 200 bubble measurements. The
BIM was then installed in the void fraction apparatus shown
in Fig. 8, and the void fraction was measured, as described in
Sec. III D. This step also produced some additional phase
speed data below 5 kHz.

Finally, either the single needle was inserted into the
impedance tube, or the BIM was installed@as shown in Fig.
4~a!#, and the tube was filled with distilled water. The bubble
production was then initiated and the airflow rate and pres-
sure were allowed to equilibrate. These flow parameters were
kept constant throughout the size distribution, void fraction,
and impedance measurement procedures. Because noise is
produced by the bubble generation, the acoustic drive level
was dependent upon the experiment. The coherence function
between the two wall-mounted sensors was monitored with
the vector signal analyzer. The minimum power amplifier
gain necessary to obtain a near-unity coherence function was
used. This ensured a sufficient signal-to-noise ratio and a
linear bubble response.

The impedance measurement was then conducted by ob-
taining 100 spectral averages of the transfer function be-
tween the two wall-mounted sensors, using the signal ana-
lyzer. The averaged transfer functiony was processed
onboard the analyzer using

y5
G12~ f !

G11~ f !
, ~24!

whereG12 is the averaged cross-spectrum given by

G12~ f !5
1

N (
n51

N

S2,nS1,n* , ~25!

G11 is the averaged autospectrum, given by

G11~ f !5
1

N (
n51

N

S1,nS1,n* , ~26!

and individual spectraSi are given by

Si~ f !5FFT@W~ t !pi~ t !#. ~27!

In the above expressions, FFT is the fast-Fourier transform,
W(t) is the Hann window function,pi(t) is the acoustic
pressure signal at theith sensor position, the* indicates the
complex conjugate, andN5100 is the number of averages.
Finally, the averaged transfer functiony was sent to a com-
puter over GPIB and the impedance was calculated off-line,
as described in Ref. 10.

The above procedure was repeated for a total of four
different void fractions, using a single long needle and four
needles installed in the BIM. Note that when the single long
needle was used, the BIM was not installed. The sample
holder and the impedance tube were bolted directly together.

B. Results

The results for the single needle~case 1! are presented
first. The results of the bubble population analysis is shown
in Fig. 9. In the top part of the figure, the measured and the
model CDFs are shown, along with the population sizeN,
and the minimum and maximum bubble radii. In the bottom
part of the figure, the best-fit model PDF is shown along with
its parametersa0 ands. A histogram of the bubble size data
is also shown for reference, although it was not used in the
analysis. The measured void fraction wasb55.4931025.

The phase speed and attenuation measured for this bub-
bly liquid is shown in Fig. 10, along with the theoretical
predictions given by Eq.~2!, where`(a) is given by Eq.
~12! and the four bubble population parameters from Fig. 9.
A complete list of the parameters used in the production of
Fig. 10 is given in Table III. The measured data and the

FIG. 10. Measured and predicted phase speedV and attenuationA for case
1, using the population parameters from Fig. 9.
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model are qualitatively similar, but they are shifted by about
2 kHz in frequency. Recall that the bubble size uncertainty is
about68%, and that the size data and the acoustic data are
not taken at the same time. Taking this into account by ad-
justing the radius so that the frequency of the measured and
predicted peak attenuation are the same yields Fig. 11, where
the radii amin , a0 , and amax were multiplied by 1.04. The
volume-based void fraction estimate was also multiplied by
(1.04)3, yielding b56.231025. Agreement is now much
better across the entire frequency range. Because of the low
attenuation at this void fraction, a reduced frequency range is
shown. Outside of this range, the nonreflecting condition at
the top of the tube was surely violated, which causes the
inversion process to fail. Note that the data presented in this
chapter has an inherent uncertainty associated with the im-
pedance measurement of62.2%.12 Also note that other, less
quantifiable sources of error are discussed in Sec. IV C.

The measurements obtained with the BIM are shown
next. Four 30-gauge needles, 2.86 cm in length, were in-
stalled in the BIM for cases 2, 3, and 4. Each represents a
different void fraction, which was achieved by slightly vary-
ing the overall flow rate. The needles were spaced 90° apart
around the circumference of the BIM, and projected 1.27 cm
into the tube. A single bubble size distribution measurement

obtained with four needles and the intermediate flow rate is
shown in Fig. 12. The measured phase speed and attenuation
for cases 2, 3, and 4 are shown along with their associated
predictions in Figs. 13, 14, and 15, respectively. A complete
list of the model input parameters is given in Table III, and
for convenience, the bubble population parameters are also
shown in the figures.

In general, better agreement between the measurements
and the model was found by fitting the bubble population
statistical parameters within the uncertainty range of those
measurements. Therefore, only the best-fit predictions are
shown. Fitting the four bubble population statistics is easier

TABLE III. The table contains the parameters used to produce Figs. 10–15.
All the physical parameters listed in Table I, exceptcl , were also used. The
bubble-free liquid sound speedscl were measured inside the impedance tube
and show variation due to temperature. The presence of the asterisk~* ! in a
cell indicates that the parameter was fitted.

Case 1 1 2 3 4

Figure 10 11 13 14 15
b(31025) 5.49 6.20* 33 41 54
cl (m/s) 1455.5 1455.5 1457.4 1455.8 1458.0
amin (mm) 0.603 0.627* 0.580* 0.580* 0.580*
a0 (mm) 0.612 0.636* 0.600* 0.622* 0.638*
amax(mm) 0.620 0.645* 0.750* 0.710* 0.750*
s (mm) 0.005 0.005 0.031* 0.038* 0.035*

FIG. 11. The measured data for case 1 is shown again, but the predicted
phase speedV and attenuationA was obtained by adjusting the bubble
radius by14%. The resulting bubble population parameters are also shown.

FIG. 12. The statistical data reduction is shown for bubbles created by the
BIM with four needles and void fractionb541.031025. The upper frame
shows the empirical CDF and the best-fit model CDF. The lower frame
shows the resulting PDF and a histogram of the data, shown only for refer-
ence. The resulting distribution parameters are also shown~all units in mm!.

FIG. 13. The measured phase speedV and attenuationA for case 2 is
shown. The predicted phase speed and attenuation that best fits the measured
data is also shown along with the resulting bubble population parameters.
The two vertical arrows near 7 kHz indicate sharp fluctuations in phase
speed that are discussed in the text.
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than one might expect because each parameter has a fairly
unique effect. The fitting was done one parameter at a time,
by hand. The difference between the data and the model in a
certain range was minimized in a least squares sense by ad-
justing each parameter in turn. The mean bubble radiusa0

was fit using the frequency of peak attenuation. Standard
deviations was fit using the slope of the attenuation curve on
the low-frequency side of the peak attenuation. Minimum
bubble radiusamin was fit using the width of the attenuation
peak on the low-frequency side of the peak. Maximum
bubble radiusamax was fit using the width of the attenuation
peak on the high-frequency side of the peak. No attempt was
made to automatically fit all four parameters simultaneously
to the absolute minimum error across the frequency range.
The region around resonance was given priority.

C. Discussion of time-averaged results

A number of general comments about the phase speed
and attenuation data will be made and then these points will
be discussed more fully. The predicted phase speeds above
the resonance regime are generally higher than the measured
values. The agreement is generally better for attenuation and
is actually quite good. The deviation between the peak mea-
sured attenuation and the predicted value ranges from about
0.14 to 0.92 dB/cm. This agreement is better than that origi-
nally reported for peak attenuation in Ref. 3, where the mini-
mum data/model deviation was about 2.5 dB/cm in Fig. 13
and was typically 10–15 dB/cm. The case 2–4 measure-
ments display sharp fluctuations that case 1 does not. The
fitted bubble population was always narrower than the mea-
sured bubble population. The low-frequency phase speed
measurements obtained from the VF resonator~the open
circles in Figs. 13–15! agreed well with the resonance re-
gime phase speed measurements obtained from the imped-
ance; the theoretical predictions tied them together.

1. Elastic waveguide effects

Elastic waveguide effects were mentioned in reference
to the impedance data inversion procedure in Sec. III A. It
has been shown that the phase speed in a liquid-filled wave-
guide with elastic walls is reduced relative to the liquid’s
intrinsic sound speed and is dispersive.13 As the frequency
increases through resonance, the bubbly liquid changes from
acoustically soft to acoustically hard~relative to the bubble-
free water! and the elastic waveguide effects should become
more pronounced. This could explain the mismatch between
measurement and prediction above resonance. The effect was
investigated theoretically by starting with an idealized case.
Propagation in the impedance tube was modeled using a
elastic waveguide dispersion relation from the literature@Eq.
~5! in Ref. 13#. In this lossless model, the modal phase
speeds of waves propagating in the internal liquid are deter-
mined as a function of frequency, waveguide geometry, and
the intrinsic~free-field! sound speed of the internal liquid. A
frequency of 7 kHz was used in the calculations. This fre-
quency is above the bubble resonance frequency and a su-
personic~relative to bubble-free water! phase speed is pre-
dicted for the unconfined bubbly liquid. This frequency is
below the cutoff frequency for the first higher-order mode if
this were a rigid-walled waveguide. For the elastic-walled
case, two modes are predicted to propagate in the internal
liquid and their phase speeds were calculated for a range of
free-field sound speeds. Equation~5! of Ref. 13 is a lossless
model, so the attenuation in the bubbly fluid was neglected.
This is a major simplifying assumption, but the results are
still useful for insight, if not absolutely accuracy.

These results are presented in Fig. 16. The predicted
phase speed of each of the two modes is plotted as a function
of the intrinsic bubbly liquid sound speed. In other words,
according to the elastic waveguide model, if the internal liq-
uid sound speed was that given on thex axis; then the phase
speed of each mode would be that given by the solid lines
labeled ‘‘elastic mode 00’’ and ‘‘elastic mode 01.’’ The lead-
ing 0 indicates these are axisymmetric modes. If the wave-
guide was truly rigid, there would be only one mode and the

FIG. 14. The measured phase speedV and attenuationA for case 3 is
shown. The predicted phase speed and attenuation that best fits the measured
data is also shown along with the resulting bubble population parameters.

FIG. 15. The measured phase speedV and attenuationA for case 4 is
shown. The predicted phase speed and attenuation that best fits the measured
data is also shown along with the resulting bubble population parameters.
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waveguide phase speed would be the same as the intrinsic
bubbly fluid sound speed. This case is represented by the
dashed line labeled ‘‘rigid.’’~The plot would be straight on a
linear scale but is curved because thex axis is represented
with a log scale.! The vertical dashed lines represent a tran-
sition region. Below this region, mode 00 has a phase speed
close to the rigid waveguide sound speed and nearly plane
wave fronts with little radial displacement. Mode 01 has
curved wave fronts~concave down! and is not excited easily
by plane disturbances. Above the transition region, both
modes have curved wave fronts of almost the same concave
up shape and similar radial components. Within the transition
region, the phase speeds of the two modes are similar. Also
notice that from midway through the transition region and
higher in frequency, the two elastic mode speeds are always
lower than the rigid-walled sound speed. This is a possible
explanation why higher phase speeds are not measured, but it
also brings up another issue.

According to the elastic waveguide model in Ref. 13, the
00 mode becomes nonplanar in the transition region. Now
consider the situation within the impedance tube. An incom-
ing plane wave begins to interact with the bubbly fluid at the
interface between the tube and the sample holder and finds
no suitable plane wave mode to excite. Part of the incident
energy is reflected and the transmitted energy must get di-
vided up into two propagating modes, and possibly a great
number of evanescent modes. In such a case, the inversion
that is used to extract phase speed and attenuation from the
impedance measurements would break down, because it as-
sumes only a single plane progressive mode for the transmit-
ted wave.

Further evidence in support of this is available directly
from the measured results. Consider the data in Fig. 11,
which show a measured phase speed greater than 10 000 m/s
at 7 kHz. According to Fig. 16, the maximum phase speed
for mode 00 is less than 5000 m/s and about 7000 m/s for
mode 01. This is still below cutoff for the next higher-order
mode, so nothing should be able to propagate at 10 000 m/s.
The existence of other modes must be interfering in such a
way that an effective single mode phase speed is obtained
from the inversion. An initial attempt was made using an

inversion technique that accounts for the higher-order mode,
but it was not successful.12 This remains an unresolved issue
for phase speed measurements made with the present tech-
nique above resonance frequency, but plays a negligible role
at resonance.

2. Signal and noise issues

The phase speed measurements exhibited an increase in
sharp, rapid fluctuations with frequency when the BIM was
used. The largest two of these features are indicated in Fig.
13 with small vertical arrows. The resulting increase in void
fraction was accompanied by an increase in noise level pro-
duced as the bubbles broke off the needles. This noise rep-
resents energy entering the impedance tube from a direction
not accounted for and, therefore, it could have corrupted the
impedance measurements.

The measured coherence function was used to investi-
gate this potential signal-to-noise issue. A coherence function
greater than zero but less than unity implies one or a combi-
nation of the following:19 ~1! The presence of extraneous
noise in the measurements.~2! The output signal includes the
result of excitation not measured by the input.~3! Some non-
linearity between sensors 1 and 2.~4! Resolution bias errors
are present.

Items ~3! and ~4! were ruled out because coherence
functions obtained from measurements with a bubble-free
transmission line termination were always close to unity, ex-
cept in narrow bands. These bands are associated with nulls
in the field that happen to be co-located with one of the
pressure sensors. The acoustic drive level was always well
below the threshold for nonlinear effects in distilled water;
there were no bubbles between the measurement sensors.
The resolution bandwidth of the measurement was not
changed when bubbles were introduced.

Items ~1! and ~2! were possibilities, though, and an ex-
periment was done to investigate this. Impedance measure-
ments were conducted for five signal-to-noise ratios~SNR!,
in increments of 10 dB, with bubble production, and hence
bubble-induced noise production constant. The SNR had no
influence on the fluctuations. They did not increase as the
SNR was decreased. At the lowest SNR, the coherence func-
tion was below 0.4 for much of the frequency range, but the
rapid fluctuations did not deviate from the higher SNR cases.
Therefore, excess bubble noise was ruled out as the cause.

What else could cause these perturbations? Perhaps it
was the needles, or more specifically, the needles and the air
inside. Case~1! shows none of these fluctuations. It was
made with a single long needle lowered from the top. For the
remaining cases, four needles were positioned parallel to and
residing directly in the measurement plane. They present a
larger cross section than did the long needle inserted from
the top, and are positioned completely in the plane of inter-
est. These are accompanied by an increased fluctuation level.
This trend was observed to increase as the number of needles
increased.12 The presence of needles in the measurement
plane certainly deviates from a homogenous bubbly liquid
and could possibly cause the fluctuations.

These fluctuations could also be caused by smaller
bubbles attached to the ends of the needles. Before a bubble

FIG. 16. The predicted phase speeds in an elastic waveguide are shown for
supersonic regime bubbly fluid at 7 kHz. The mode labeled ‘‘00’’ is the
plane wave mode, and ‘‘01’’ is the next higher-order mode. The dashed line
represents the phase speed of the only mode present at this frequency for a
rigid-walled waveguide.
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detaches from its needle and rises upward, it spends some
time attached to the end of the needle during the growth
phase. During that time, it is certainly being interrogated by
the incoming sound wave and therefore contributing to the
impedance of the bubbly fluid. Because the bubble is inter-
rogated multiple times, the net effect is to increase the influ-
ence that particular bubble size has on the final results. A
multiple delta function bubble distribution present at the
measurement plane could possibly account for the sharp
phase speed peaks and fluctuations.

3. Bubble population parameters and void fraction

When the BIM was used~cases 2–4!, the bubble radii
standard deviation required to fit the propagation model to
the impedance tube data was smaller than the standard de-
viation obtained from the photographic data. It was subse-
quently determined that the bubble population statistics var-
ied on a time scale of about two minutes, even when the
observable bubble production parameters were stationary.
Therefore, bubble size distributions~BSDs! observed opti-
cally over several minutes were wider than the best-fit model
BSDs used to match acoustic data gathered over about 45 s.
Further, knowledge of the bubble population needs to be at
least an order of magnitude more accurate to absolutely vali-
date any propagation model. The bubble population param-
eter measurement should be conductedin situ with the im-
pedance measurements. The low-frequency void fraction
measurement technique proved to be reliable and agreement
was found with both the resonance regime measurements
and calculations. Thein situ incorporation of the void frac-
tion measurement would be ideal, but this task could be con-
tinued off-line. Finally, the increased control of bubble pro-
duction would be beneficial, but ifin situ population
measurements are actually available, this is less important.

V. TIME-RESOLVED EXPERIMENT

An assumption made early in this work was that the
experimental bubble populations would exhibit statistics that
were stationary in time. As previously discussed, this was not
the case. Since the bubble population characterization and
the impedance measurement could not be done at the same
time, an absolute comparison between the propagation model
and experimental measurement was not possible. An investi-
gation of the relative variability was possible and became the
goal of the time-resolved experiment. In order to do this, the
bubble population parameters and the acoustic impedance
were sampled on similar time scales.

A. Procedure

The procedure for instantaneous impedance measure-
ments was almost the same as that for the time-averaged
measurements just described. Four subprocedures were again
performed, but in the following order: calibration, void frac-
tion measurement, impedance measurement, and then bubble
size distribution measurement. The void fraction measure-
ment procedures were unchanged from the time-averaged ex-
periment.

The goal of this experiment was to observe the time
variation of both the bubble size distribution and the propa-
gation parameters. A periodic chirp was used as the excita-

FIG. 17. Time lines for the time-resolved impedance
measurements are shown. The impedance was mea-
sured in 66ms segments once every 15 s. These mea-
surement times are shown by the symbol ‘‘3.’’ The
video recorded continuously, as indicated with the thin
horizontal arrow. Individual frames were acquired from
the video for six second blocks every minute.

FIG. 18. Bubble population statistics at minutes 3 and 4 of the time-resolved
experiment. For each case, the upper frame shows the empirical CDF and
the best-fit model CDF. The lower frame shows the resulting PDF and a
histogram of the data, shown only for reference. The resulting distribution
parameters are also shown~all units in mm!.
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tion signal because it requires no averaging and could be
used to obtain near-instantaneous measurements. The signal
was periodic with respect to the data acquisition time win-
dow and was 66 ms in length. A Hann window was used,
which resulted in a resolution bandwidth of 15 Hz for a
frequency range of 4–10 kHz. The data from 4–5 kHz and
9–10 kHz was discarded.

The calibration was performed using the periodic chirp,
then the void fraction measurements were performed. The
impedance measurement procedure began as it did in the
previous section, but instead of taking 100 back-to-back av-
erages, one chirp-excited impedance measurement was taken
every 15 s for 16 min. This was done for a single void
fraction case, using the BIM and four needles.

The still camera could not operate fast enough to sample
the bubble size distribution on the same time scale as the
impedance, so a digital video camera was used. The resolu-
tion of this video camera was not high enough to image
many bubbles in the same frame, so high magnification was
used and one or two bubbles from a single needle were im-
aged instead. After the bubble production was initiated and
the flow parameters were stabilized, video was recorded con-
tinuously for 16 min, but only 6 s blocks taken every 60 s
were processed. Therefore, 6 s ofvideo for each event trans-
lated into 180 frames and about 220 bubbles per event. Un-
der such circumstances, the bubble population is sampled
photographically for bubble size in 33 1/3 ms intervals, and
the impedance measurements sample 66 ms of the bubble
population. A time line relating the impedance measurements
and the size measurements is shown in Fig. 17. These images
were all processed for bubble size, as described in Sec. III C.

B. Results

Using the technique given in Sec. III E, the bubble popu-
lation statistics were obtained for each of the 16 populations.
The CDF/PDF plots for the entire dataset are presented in
Ref. 12 along with additional details about the data acquisi-

tion and analysis. The uncertainty in these bubble size mea-
surements was611%. The histograms of two neighboring
bubble populations, generated one minute apart, are pre-
sented in Fig. 18. It is clear that the bubble population is
changing dramatically on this time scale. The statistical
bubble population parameters are plotted as a function of
time in Figs. 19 and 20. The following notation and defini-
tions were used. The global mean of a variablex is given by
^x&, where

^x&5
1

16(
i 51

16

x~ t i !, ~28!

and the standard deviation ofx is given by

s5H 1

1621 (
i 51

16

@x~ t i !2^x&#2J 1/2

. ~29!

The variation of the mean bubble radiusa0(t) and the
radius standard deviations(t) is shown in Fig. 19. It may
appear that a start-up transient was captured at the beginning
of the upper plot, but recall that the observable control pa-
rameters of the bubble production process had reached
steady state prior to the image acquisition and were not fluc-
tuating. The curves shown in Figs. 19 and 20 confirm that the
bubble population parameters are fluctuating dramatically
and rapidly. Variation greater than two standard deviations
can occur within a minute, and there is also evidence of long
term trends, specifically in the standard deviation.

The void fraction, determined just prior to the imped-
ance measurements using the resonator technique, was 3.9
31024. Phase speedV and attenuationA were obtained
from each impedance measurement. For compatibility with
the bubble size data,V andA for four consecutive measure-
ments were averaged together to represent one minute of
time, then the next four were averaged, and so on, until 16
min of measuredV and A were obtained. Predicted phase
speeds and attenuations were then calculated using Eqs.~2!

FIG. 19. Mean bubble radiusa0 and standard deviation
s are shown as a function of time. The thick horizontal
lines represent the global means,^a0& and^s&, and the
thin horizontal lines represent two standard deviations
above and below the global means.
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and ~12!, the measured bubble population parameters from
Figs. 19 and 20, and the measured void fraction.

In order to compare the variability of these multifaceted
measurements and calculations, attention will be focused on
two parameters: the maximum attenuationAmax(t) and the
frequency at which that maximum attenuation occurs,f m(t).
Since the relative variation is of interest, the results will be
presented in normalized form,Amax/^Amax& and f m /^ f m&,
where the brackets represent the global mean as defined in
Eq. ~28!, and the normalized standard deviation of parameter
x is given by

s̄5H 1

1621 (
i 51

16 Fx~ t i !

^x&
21G2J 1/2

. ~30!

The results are given in Figs. 21 and 22 for attenuation and

frequency, respectively. When cast in this form, the predicted
variation of the acoustic properties due to changes in the
bubble population is quite similar to the observed variation.
For the normalized frequency parameter, as̄ variation of
0.87% is predicted and 0.84% is observed. For the normal-
ized attenuation parameter, as̄ variation of 4.9% is predicted
and 5.3% is observed.

C. Discussion

The similarity between predicted and observed statistical
variability of the peak attenuation and its frequency is quite
good. Making comparisons of the relative, as opposed to
absolute quantities minimized the problems relating to the

FIG. 20. Minimum and maximum bubble radius is
shown as a function of time.

FIG. 21. Measured and calculated maximum attenua-
tion is shown as a function of time, normalized by the
global mean.
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uncertainty of the instantaneous bubble population, including
the uncertainty in the absolute size of the bubbles.

In the region around peak attenuation, the phase speed is
near its minimum, hence the elastic waveguide effects are
minimized. Therefore, the inversion problems that are evi-
dent well above resonance play no role here. In addition to
the inherent errors already discussed, there is an additional
source of bias error for this experiment. The resolution bias
error was made negligible in the time-averaged experiment,
as confirmed by near unity measured coherences. The short
excitation time in the present experiment lead to a resolution
bandwidth of 15 Hz, which increased the maximum esti-
mated resolution bias errors a small amount. The level of
error is still significantly smaller than the observed fluctua-
tion, which can confidently be attributed to changes in the
medium itself.

It has long been predicted from theory that propagation
in bubbly fluids is sensitive to the bubble population param-
eters. The present work has reinforced this notion both theo-
retically and experimentally. The significance of these results
is the following: Existing theory, specifically that represented
by Eq. ~2!, is capable of predicting therelative variabilityof
sound propagation parameters in bubbly liquids at resonance,
if the bubble population parameters are known, up to a void
fraction of 5.431024. This appears to be the case, despite
the fact that theabsolute accuracyof the model represented
by Eq. ~2! has not been verified experimentally.

VI. SUMMARY AND CONCLUSIONS

In this work, the acoustics of bubbly liquid was investi-
gated. Experiments were conducted that focused on linear
plane wave propagation parameters in the frequency range
surrounding individual bubble resonance. An impedance tube
system was used to measure the phase speed and attenuation
in fluids composed of air bubbles and distilled water for a

range of void fractions between 6.231025 and 5.431024.
The bubble size distributions were centered around 0.62 nm
in radius. The void fraction and size distribution parameters
were obtained from secondary measurements done just prior
to or just after the measurement of impedance. It was found
that the bubble population statistics were not stationary in
time. They were changing during the experiments, even
though the observable bubble production controls were sta-
tionary in time. Despite this discrepancy, it was found that
the model discussed in Sec. II could be used to describe
measurements near resonance. In order to do so, some of the
bubble population parameters were used to fit the model to
the measurements. This fitting was within the uncertainty of
the population parameter measurements and yielded good
agreement between the model and the observations near
resonance for both phase speed and attenuation. This agree-
ment is better than the agreement obtained between the
model and measurements previously reported.3 Above reso-
nance, the model overpredicted the observed phase speed,
however, it was determined that the inversion technique used
to obtain the phase speed and attenuation from the imped-
ance measurements was not appropriate for use when the
phase speed rose above approximately 2000 m/s. Therefore,
further use of the impedance tube technique for an investi-
gation of the supersonic regime above resonance will re-
quired additional work on the inversion process.

In a second round of experiments, thevariability of both
the bubble population statistics and the propagation param-
eters were investigated. The population statistics measure-
ments and impedance measurements were still done in suc-
cession, but, here, the time scales of the two sets of
measurements were much more similar than in the time-
averaged experiment. It was found that Eq.~2! could indeed
predict therelative variability of the propagation parameters
at resonance frequency, specifically the peak attenuation and

FIG. 22. Measured and calculated frequency of maxi-
mum attenuation is shown as a function of time, nor-
malized by the global mean.
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the frequency at which it occurred. This is the case despite
the fact that theabsolute accuracyof Eq. ~2! has not been
experimentally verified. Another general conclusion drawn
from these results is the following: the observation of acous-
tical parameters in bubbly liquids must be done on the same
time scale as the observation of the associated bubble popu-
lation parameters.

Finally, these results indicate that theabsolute accuracy
of Eq. ~2! and of other competing theories can be verified
near resonance using the existing impedance tube system. In
order to do this, a colocated instrument to simultaneously
measure bubble population statistics, or more stable bubble
production equipment is required. In either case, the resolu-
tion and accuracy of the sizing apparatus must be increased
by an order of magnitude over the present system, and the
number of bubbles observed per unit time should also be
increased by an order of magnitude.
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I. INTRODUCTION

Wave propagation in complex environments containing
rough surface boundaries represents one of the main topics
both of electromagnetics~Beckmann and Spizzichino, 1987!
and acoustics~Ellis et al., 1993; McDaniel, 1993! ~see Etter,
2001, 2003 for references in underwater propagation!. Rig-
orous analysis of rough surface scattering is based on plane-
wave spectrum~Voronovich 1999!, yet tracking of the plane-
wave basis function through interaction with rough surfaces
is rather complicated and computationally inefficient be-
cause, in addition to the specular rays, there are multiple
nonspecular incoherent contributions originating from differ-
ent spatial locations of the rough surfaces, thus leading to
highly nonlocal integral representations. These difficulties
become critical when the scattered field needs to be tracked
through complex inhomogeneous medium, since the plane
waves need to be adapted locally to the medium inhomoge-
neity. Localization of the rough surface scattering and of the
propagation model can be affected asymptotically via ray
theory: Prescriptions for how to adopt the ray theory for
analyzing high-frequency phenomena in such structures are
summarized in the stochastic geometrical theory of diffrac-
tion ~SGTD!, which has been formalized as an extension of
its deterministic counterpart~GTD!, when the parameters of
the medium exhibit random spatial and temporal variations
~Mazar and Felsen, 1989!. The difficulties of the ray formu-
lation stem from the nonuniform asymptotic structure of the
ray field that fails near focal and caustic regions. Further-
more, a proper coverage of the propagation domain requires

the tracking of a dense lattice of rays, which becomes com-
putationally intensive in complicated medium.

To circumvent these difficulties, in this work a new
method based on the frame-based Gaussian beam summation
~GBS! is proposed. In the GBS method, the source field is
expanded into a spectrum of GBs that emanate from the
source domain in all directions and thereafter are tracked
locally in the medium. Unlike the plane-wave basis func-
tions, GBs can be easily and efficiently propagated in inho-
mogeneous media and, unlike ray representations, they are
insensitive to caustic and foci regions. Furthermore, when
properly formulated, the GBS does not require a dense set of
beams. Thus, the GBS representation combines the localiza-
tion properties and algorithmic ease of the ray representation
with the uniform features of the plane-wave representation.

There are essentially two classes of GBS representa-
tions, one that addresses point source configurations, e.g.,
Červený et al., 1982; Babich and Popov, 1989; Porter and
Bucker, 1987; Porter, 1997, and one that deals with distrib-
uted ~or aperture! source configurations, e.g., Bastiaans,
1980; Steinberget al., 1991; Lugaraet al., 2003; Shlivinski
et al., 2004@see Figs. 1~b! and ~a!, respectively#. In this pa-
per we apply the latter to the problem of rough surface scat-
tering. Originally, this scheme was based on Gabor’s series
expansion~Bastiaans, 1980; Steinberget al., 1991!; hence, it
suffered from certain inherent difficulties of this representa-
tion, but later on it was reformulated using the theory of
windowed Fourier transform~WFT! frames ~Lugara et al.,
2003; Shlivinskiet al., 2004!, which remedied these difficul-
ties ~see an overview in Shlivinskiet al., 2004!. The theory
now provides a rigorous phase-space framework that decom-
poses any field in an aperture of a real or virtual source to a
set of simple GBs that emanate from a discrete set of pointsa!Deceased.
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in the aperture into a discrete set of directions.
The implementation of the GB procedure in the present

rough surface scattering application is managed by a GB-
to-GB ~GB2GB! scattering matrix, where the incident field is
decomposed into GBs, and each GB is then scattered into a
discrete spectrum of GBs. This scattering matrix is the
Gaussian equivalent of the scattering cross section of plane
waves in the conventional spectral analysis of rough surface
scattering. It can now be used in the overall problem of an
inhomogeneous medium with rough surface boundaries, by
propagating the GBs easily within the medium and using the
GB2GB scattering matrix to acquire the relevant GBs scat-
tered from the rough surface.

Concerning the presentation layout, we start with brief
overviews of rough surface formulation and of the frame-
based GBS~Secs. II and III A, respectively!. In Sec. IV we
combine the two to analyze rough surfaces using the GBS
method, and provide general definitions for the coherent and
the noncoherent GB2GB scattering matrices. An analytical
example of a weakly rough surface, for which the scattering
matrices can be calculated in closed form via the small per-
turbation approximation, is presented in Sec. V, together with
a numerical example that demonstrates the phase-space foot-
prints of the rough surface scattering processes. The presen-
tation ends in Sec. VI with concluding remarks.

II. ROUGH SURFACE FORMULATION

A. Spectral representation

We consider the wave field in the lower half-spacez
.h(x), with an upper rough surfacez5h(x). Here,z is the
depth coordinate, defined to be positive in the downward
direction in a 3D coordinate framer5(x,z), where x
5(x1 ,x2) denotes the horizontal coordinate. The surface is
illuminated by a general incident fieldui(r), expressed as a
sum of plane waves

ui~r!5S 1

2p D 2E ũi~kx!e
ikx•x2 ikzzd2kx , ~1!

wherekx5(kx1 ,kx2), ũi(kx) is the Fourier transform of the
field at z50, andkz5Ak2ukxu2, with Im(kz)>0 so that the
field decays atz→`. The scattered field is given by

us~r!5S 1

2p D 2E ũs~kx!e
ikx•x1 ikzzd2kx , ~2!

where

ũs~kx!5E ũi~kx8!S~kx ,kx8!d2kx8 , ~3!

with S(kx ,kx8) being the ‘‘scattering amplitude’’~Voronov-
ich, 1999!. This definition refers to a single realization of the
rough surface, but also contains the statistical characteristics
of the random surface. If the roughness statistics is spatially
homogeneous in the horizontal plane, thenS has the form
~Voronovich, 1999!

S~kx ,kx8!5V̂~kx!d~kx2kx8!1DS~kx ,kx8!, ~4!

where V̄(kx) is the ‘‘mean reflection coefficient’’ whileDS
represents the fluctuation in the scattering amplitude with
zero ensemble average. Its statistical moments satisfy

DS50, DS~kx1 ,kx18 !DS* ~kx2 ,kx28 !

5DE~kav,kav8 ;dk!d~dk2dk8!, ~5!

where kav5(kx11kx2)/2, kav8 5(kx18 1kx28 )/2, dk5(kx2

2kx1), anddk85(kx28 2kx18 ). The special casedk5dk850 de-
fines the ‘‘scattering cross section’’

DE~kx ,kx8 ;0!5s~kx ,kx8!. ~6!

B. Field observables: Coherent and noncoherent
fields

The physical observables are the average field and the
average intensity. The former, also called ‘‘the coherent
field,’’ is defined by

uc
s~r!5ūs~r!, ~7!

where the overbar denotes an average over an ensemble of
realizations, anduc

s can be described by the spectral integral
~2! where, from~4!, the spectral amplitude is given by

ũc
s~kx!5ũi~kx!V̄~kx!. ~8!

The scattered intensity is defined byI s(r)
5us(r)us* (r). Averaging the measured intensity over the
ensemble results yields

I s~r!5I c
s~r!1I nc

s ~r!, ~9!

where I c
s5uc

suc
s* is the coherent intensity; hence,I nc

s is de-
fined as the ‘‘noncoherent intensity.’’ It is a measure of the
field fluctuations above the average~or the coherent! field. It
can be expressed in terms of the second moment ofS in ~5!,
but the general expression is quite cumbersome. A simple
relation is obtained in the far-field zone@see~12b!#.

1. Far-zone observables

Of particular importance in various applications and in
analysis are the far-zone observables. By an asymptotic
evaluation of~2! for uru[r→`, one obtains

uFF~r!522ik cosu
eikr

4pr

3ũs~kx!U
kx5kx/r 5k cosu~cosf,sinu!

, ~10!

FIG. 1. Beam expansion of the source field field.~a! A phase-space beam
expansion of an aperture source.~b! An expansion of a point source to GBs
emerging from the source in a discrete set of directions.
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where ~u, f! are the conventional spherical angles; hence,
the intensity is given by

I FF~r!5
k2 cos2 u

4p2r 2 ũs~kx!ũ
s* ~kx!U

kx5kx/r

. ~11!

Inserting ~3! and averaging over the ensemble as in~9! re-
sults in the following expressions for the far-field coherent
and noncoherent intensities:

I c
FF~r!5

k2 cos2 u

4p2r 2 uũi~kx!u2uV̄~kx!ukx5kx/r
2 ~12a!

I nc
FF~r!5

k2 cos2 u

4p2r 2 E uũi~kx8!u2s~kx ,kx8!d2kx8ukx5kx/r .

~12b!

2. Noncoherent field

The noncoherent intensityI nc
s (r) is a measure of the field

fluctuations above the coherent~i.e., average! field. To
propagate this constituent we define the noncoherent field
unc

s (r), which provides the mathematical way to calculate the
propagation of the observableI nc

s 5uunc
s u2. In other words,unc

s

can be regarded as a ‘‘deterministic realization’’ of a field
that gives rise to the stochastic observableI nc

s and particu-
larly I nc

FF.
One way to defineunc

s is to construct its spectral ampli-
tude ũnc

s from the far-field observableI nc
FF via ~11!, and then

to propagate it via~2!. The GBS representation with the
GB2GB scattering matrices, introduced later on in this paper,
provides an alternative to the spectral approach that can be
used to propagate the stochastic observables in inhomoge-
neous medium.

Referring to the noncoherent part in~11!, we define the
spectral amplitudeũnc

s as

uũnc
s ~kx!u5

2pr

k cosu
AI nc

FF~r!ux/r 5kx /k

5AE uũi~kx8!u2s~kx ,kx8!d2kx8, ~13!

where the second form follows from~12b!.
By definition, the phase ofũnc

s (kx) cannot be recovered.
Yet, ũnc

s (kx) contains a deterministic phase term that de-
scribes the localization of the incident wave. We recall that
scattering cross sections(kx ,kx8) is found from the far-field
intensity measured with respect to a certain origin. Defining
the center of mass of the incident field

xi5ixui~x!i /iui~x!i , ~14!

wherei i represents the conventionalL2 norm, the noncoher-
ent spectral amplitude becomes

ũnc
s ~kx!5e2 ikx•xiA# uũi~kx8!u2s~kx ,kx8!d2kx8. ~15!

The phase in~15! should be understood in the context of the
noncoherent scattered field. It is a deterministic parameter
due to the incident field localization, and not ‘‘phase recon-
struction’’ of ũnc as such phase is undefined.

III. FRAME-BASED GAUSSIAN BEAM SUMMATION
„GBS… METHOD

The frame-based GBS method provides an alternative to
the conventional plane-wave representation. In this section
we briefly review the basic concepts of this formulation,
while in Sec. IV we shall use it to formulate a local spectrum
representation for rough surface scattering, as an alternative
to the spectral formulation of Sec. II.

We start in Sec. III A with a brief discussion on the
windowed Fourier transform~WFT! frames that provide the
mathematical framework for the GBS method to be pre-
sented in Sec. III B.

A. Signal representation using windowed Fourier
transform „WFT… frame

For simplicity, we consider functions of one space coor-
dinate~only in Sec. III A!. The formulation is based on the
construction of two dual frame sets inL2(R)

cm~x!5c~x2mx̄!eink̄x~x2mx̄!, ~16!

wm~x!5w~x2mx̄!eik̄x~x2mx̄!, ~17!

where c(x) is a proper window function,w(x) is its dual
~see below!, andm5(m,n)PZ2 is an index. The parameters
( x̄,k̄x) define spatial and spectral displacement units in the
continuous phase-space (x,kx), so that (mx̄,nk̄x) constitutes
a discrete phase-space grid that defines the phase-space cen-
ters of the elements in$c(x)% and$w(x)%. For these sets to
be frames, it is necessary that the unit-cell area satisfies the
condition

x̄k̄x52pn, where n,1. ~18!

The parametern is the overcompleteness~or oversampling!
factor of the frame. The frame is overcomplete forn,1 and
it is complete in the Gabor limitn↑1.

It is desired~though not necessary! that the windows
provide a balance spatial and spectral coverage of the unit
cell. This is achieved ifc is ‘‘matched’’ to the grid so that

Dx / x̄5Dkx
/ k̄x , ~19!

where Dx5ixc(x)i /ic(x)i and Dkx
5ikxc̃(kx)i /ic̃(kx)i

are the spatial and spectral widths ofc, respectively.
In general, the dual windoww in ~17! needs to be cal-

culated numerically for a givenc and grid (x̄,k̄x), but for
small n it can be approximated analytically as

w~x!.C0c~x!, where C05n/ici2. ~20!

A given functionu(x)PL2(R) can be expanded now as

u~x!5(
m

amcm~x!, ~21!

am5^u~x!,wm~x!&, ~22!

where ^ f (x),g(x)&5*dx f(x)g* (x) is the conventionalL2

inner product. In view of~17!, am are readily identified as
WFT of u(x) with respect to the windoww(x), centered
about the phase-space lattice point (mx̄,nk̄x). Referring to
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Eqs. ~21!–~22!, $wm(x)% and $cm(x)% are also termed the
‘‘analysis’’ and ‘‘synthesis’’ frames, respectively.

As an example, consider a Gaussian window of the form

c~x!5e2x2/2s2
, s2.0. ~23!

From ~19!, this window is matched to the grid ifs2

5 x̄/ k̄x . From ~20!, C05n/Aps giving, for n,0.5

w~x!.
n

Aps
e2x2/2s2

. ~24!

B. Phase-space Gaussian beam expansion

The WFT frame expansion can be used to describe the
propagation of a given wave fieldu(x,z50)[u0(x), which
is defined on thez50 plane in the three-dimensional coor-
dinate spacer5(x,z). To this end, we expand the datau0(x)
using the WFT frame theory which is extended now to two
space dimensions. Using properly chosen Gaussian win-
dows, the synthesis elementscm (x) give rise to Gaussian
beam~GB! propagatorsBm~r! that are used to represent the
propagated field.

The 2D expansion of the WFT frame using a Gaussian
window is obtained by a simple Cartesian multiplication of
the 1D frame expansion. The phase-space lattice is

xm5~m1x̄1 ,m2x̄2!, kxn5~n1k̄x1 ,n2k̄x2!,

m5~m,n!5~m1 ,m2 ,n1 ,n2!, ~25!

where x̄ j and k̄x j , j 51,2 are the translation steps in the
spatial and spectral domains along thexj axes. Note that the
x1 and x2 lattices need not be identical, but both should
satisfy ~18!, i.e., x̄ j k̄x j52pn j , with n j,1. To be specific,
we choose a square lattice withx̄15 x̄25 x̄ and k̄x15 k̄x2

5 k̄x .
The WFT frame expansion of the 2D data fieldu0(x) is

u0~x!5(
m

amcm~x!, cm~x!5c~x2xm!eikxn•~x2xm!.

~26!

The expansion coefficientsam are calculated by projecting
u0(x) onto the dual frame via@see also~50!#

am5^u0~x!,wm~x!&. ~27!

Having expanded the fieldu0(x) in the z50 plane to
Gaussian frames, we propagate it into the lower homoge-
neous half-spacez.0, giving

u~r!5(
m

amBm~r!, ~28!

where the propagatorBm~r! is the radiated field due to the
field distribution cm(kx) on the z50 plane. It is given by
either one of the following alternatives:

Bm~r!52E d2x8cm~x8!]z8G~rur8!uz850 ~29a!

5S 1

2p D 2E d2kxc̃m~kx!e
ikx•x1 ikzz. ~29b!

Expression ~29a! is the Kirchhoff representation, with
G(rur8)5exp$ikur2r8u%/4pur2r8u being the free-space
Green’s function and]z8 denotes the derivative with respect
to z8 at the source pointr8. Expression~29b! is the plane-
wave representation, withc̃m(kx)5c̃(kx2kxn)e

2 ikx•xm be-
ing the spectral counterpart ofcm~x!.

Since cm are localized about (xm ,kxn) in the phase
space,Bm describes a beam field that emerges fromxm in the
z50 plane in the direction~unit vectors are denoted by a
caret!

k̂n5~kxn ,kzn!/k5~cosfn sinun ,sinfn sinun ,cosun!.
~30!

Thus, propagating beams are obtained only for smalln such
that ukxnu,k: For ukxnu.k the field ofBm decays away from
the z50 plane. In practice we ignore all the evanescent
beams and use in~28! only the beams withukxnu,1, thereby
expressing the radiated field as a discrete phase-space super-
position of beams that emerge from all lattice pointsxm in
the aperture plane and in all real lattice directionskxn ; Fig.
2.

It should be noted that for a given observation pointr,
we truncate the summation in~28! so that only those beam
propagators that pass nearr are included@actually we include
those that pass within a 3-beamwidth distance fromr ~Stein-
berg et al., 1991; Shlivinskiet al., 2004!#. Viewed from a
phase-space perspective, this localizes the summation to the
vicinity of the so-calledgeometrical observation manifold
that defines the initiation points and directions of the beams
whose axis pass through the observation point. In free space,
this manifold is defined by

~x2xm!/z'kxn /kzn . ~31!

This truncation greatly reduces the computation cost.
Next, we consider the Gaussian windows of~23!, which

will be rewritten henceforth in the form

c~x!5e2kuxu2/2b, and

w~x!.n2~k/pb!e2kuxu2/2b, b5kx̄/ k̄x , ~32!

where, for analytic simplicity, we usen,0.5 so thatw can be
approximated as in~24!, while the condition onb follows
from ~19!. We also usekb@1 so thatc is wide on a wave-
length scale and it yields collimated Gaussian beams~GB!
propagators. Analytic expressions forBm can be obtained by
evaluating the integral~29b! asymptotically via saddle-point
integration as detailed in Melamed~1997!. One finds thatBm

is an astigmatic GB that can be described in the most physi-
cally appealing format by utilizing the beam coordinatesrb

5(xb1
,xb2

,zb) defined for a given phase-space pointm. The

FIG. 2. The discrete phase-space beam summation representation. The
beams emerge from the lattice pointsxm in the spectral directionskxn .

( x̄,k̄x) are the spatial and spectral unit cell dimensions, respectively.
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beam axiszb emerges fromrm5(xm ,z50) in the direction
k̂n of ~30!. The transverse coordinatesxb5(xb1

,xb2
) are cho-

sen such that the projection of the unit vectorx̂b1
on thez

50 plane coincides with the direction ofkxn , while x̂b2

5 ẑb3 x̂b1
. With this choice, the linear phasekxn•x implied

by the window functioncm @see~26!# is operative in thexb1

directionbut not in thexb2
direction. The beam and physical

coordinates are related by~see Fig. 3!

rb5Vn~r2rm!, ~33!

where the unitary rotation matrixVn is defined so that the
transverse coordinates are rotated about thezb axis such that
xb2

•kxn50

Vn5S cosun cosfn cosun sinfn 2sinun

2sinfn cosfn 0

sinun cosfn sinun sinfn cosun

D . ~34!

Along this axis, the astigmatic GB field can be expressed as

Bm~r!.S detG~zb!

detG~0! D 1/2

eikzbei ~k/2!xb
T

G~zb!xb, ~35!

where G(zb) is a 232 complex symmetric matrix with
Im G(zb) positive definite. As a result, the imaginary part of
the quadratic form xb

TG(zb)xb5xb1

2 G1112xb1
xb2

G12

1xb2

2 G22 increases away from thezb axis, leading to the

Gaussian decay of the beam field. In free space it is found
from the initial conditionG~0! via

G~zb!5@zbI1G21~0!#21, ~36!

where I is the unit matrix. One observes that indeed
Im G(zb) is positive definite for allzb provided that ImG(0)
is positive definite. In inhomogeneous medium,G(zb) is cal-
culated by solving a proper differential equation~the so-
called ‘‘dynamic ray-tracing equation’’! along the ray trajec-
tory that defines the beam axis~Červenýet al., 1982; Babich
and Popov, 1989!.

In the coordinate system defined above,G~0!, and
therebyG(zb), is diagonal and is given by

G,,,~0!5 i /F, , F15b cos2 un , F25b, ,51,2.
~37!

Substituting in ~35!–~36!, the GB field in that system is
given, explicitly, by

Bm~r!.A 2 iF 1

zb2 iF 1

2 iF 2

zb2 iF 2

3expH ikFzb1
xb1

2 /2

zb2 iF 1
1

xb2

2 /2

zb2 iF 2
G J . ~38!

The beam characteristics in thexb,
cuts are found by sepa-

rating the corresponding phase term in~38! into real and
imaginary parts in the form

ik
xb,

2 /2

zb2 iF ,
5 ik

xb,

2 /2

R,~zb!
2

xb,

2 /2

W,
2~zb!

, ~39!

giving

W,~zb!5W0,
A11~zb /F,!2, W0,

5AF, /k,

R,5zb1F,
2/zb . ~40!

Thus,W,(zb) is the beamwidth,W0,
is the waist,R,(zb) is

the wavefront radius of curvature.F, is readily identified as
the diffraction length in thexb,

cut. For zb!F, we have
W,(zb)'W0,

, while for zb@F, the beam opens up along

the constant diffraction anglesQ,51/AF,k.
The GB model~35!–~40! is an asymptotic approxima-

tion to the exact propagators as defined in~29!. The validity
increases with the beam collimationkb, but it deteriorates for
large inclination anglesun50 ~see Shlivinskiet al., 2004,
Fig. 7 for a detailed study of the error as a function of these
parameters!. In the numerical simulations of Sec. V C we
usedkb55000; hence, the propagator error forun560° is
less than 1%.

IV. GAUSSIAN BEAM SUMMATION „GBS… ANALYSIS
OF ROUGH SURFACE SCATTERING

We now use the GBS theory from the previous section
for phase-space~local spectrum! analysis of the rough sur-
face scattering phenomenology discussed in Sec. II. The
scattered field will be analyzed using the frame$cm% with
respect to thez50 plane~as discussed in Sec. III!.

A. GB modeling of the incident field

We shall consider two options to describe the incident
field ui(r) that hits the rough surface from below~i.e., from
z.0). The first is to expandui using the same frame$cm%
which is used to expand the scattered field. The other is to
describeui using a GBS with reference to a different frame
and a different reference plane.

An example for the latter approach is when the field of a
source located below the rough surface is expanded using a
frame $cm

( i )% with respect to the source aperture plane~the
aperture can be horizontal, vertical, or at any other conve-
nient angle! or with respect to a point source; see Fig. 1. In
any case, the incident field hitting the upper surface atz
50 has the general form@see~28!#

ui~r!5(
mi

amiBmi
i

~r!, ~41!

FIG. 3. The beam coordinate system~33!–~34! corresponding to a given
beam propagatorBm. Here,ẑbn

is the beam axis andx̂b1,2
are the transverse

axes as defined there.
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whereBmi
i (r) are GBs of the form~38! emerging from the

source domain toward the rough surface,mi is an index, and
ami are the expansion coefficients.

Another example for the second approach appears in
Gordon et al., 2005, where we consider wave propagation
between two rough surfaces and use, in general, different
frames $cm1

(1)% and $cm2

(2)% for expansion in the upper and

lower surfaces, respectively. In that case, the incident field
hitting the upper surface atz50 is expanded in terms of the
GBs Bm2

(2)(r) that emerge from the lower surface and hit the

upper surface, i.e., it has the general form in~41! except that
the superscripti is now replaced by~2!.

Henceforth, we shall consider the second approach dis-
cussed in~41! above, since the first approach, namely to
expandui using$cm%, can be treated as a special simplified
case of the second approach.

B. GB-to-GB scattering matrices

Without loss of generality, we shall assume below that
the incident field is described by a single element in~41! and
has the typical GB form in~35!

ui~r!5Bi~r!5Ai~zb
i !eik@zb

i
1~1/2!xb

iT
Gi ~zb

i
!xb

i
#, ~42!

where (xb
i ,zb

i ) are the beam coordinates with respect to the
axis of this beam,A(zb

i ) is the slowly varying amplitude of
this beam along thezb

i axis, andGi(zb
i ) is a complex sym-

metric matrix with ImGi positive definite as discussed in
~35! and ~36!.

At the scattering reference planez50, the incident field
is identified by the following parameters:

~i! A0
i andG0

i , which are the values ofAi andGi at the
point where the beam axis intersects thez50 plane.
We use these values to describe the incident GB even
at off-axis points on the planez50 plane~clearly this
is an approximation sinceGi are functions ofzb

i so
that for tilted beams they are not constant on thez
50 plane, yet it is legitimate for narrow beams!.

~ii ! The phase-space center of the beam atz50: xi

5(x1
i ,x2

i ) and kx
i 5(kx1

i ,kx2
i )5k sinu i(cosfi,sinfi)

where (u i ,f i), with u i.p/2, define the beam direc-
tion.

~iii ! Without loss of generality we use the coordinate con-
vention in ~33! and choose the beam coordinate sys-
tem xb

i 5(xb1

i ,xb2

i ) in ~42! such that the projection of

x̂b1

i on thez50 plane is along thekx
i axis, while x̂b2

i

5 ẑb
i 3 x̂b1

i ~in other words,x̂b2

i
•kx

i 50) ~compare Fig.

3!.

In order to evaluate the scattered field as in~2!–~3!, we
need to calculate the plane-wave spectrum of the incident
field via

B̃i~kx!5E Bi~x,z50!eikx•xd2x. ~43!

To this end, we need to express the incident beam field in
terms of the physical~or geographical! coordinatesx at z

50. Recalling the coordinate definition above, we note that
xb

i are related to the geographical coordinates via@cf. ~33!#

xb
i 5zi~x2xi !, ~44!

where the 232 matrix z i is defined via@cf. ~33!#

Vi5S F2cosu i cosf i 2cosu i sinf i

sinf i 2cosf i G Fsinu i

0 G
@sinu i cosf i sinu i sinf i # cosu i

D
5S z i h1

i

h2
i e i D . ~45!

Note thatV i is slightly different fromVn ~34! due to the
difference between an incoming and an outgoing direction of
the beam, respectively. Using these definitions

Bi~x,z50!5A0
i e~ ik/2!~x2xi !Tz i TG0

i
z i ~x2xi !1 ikx

i
•x. ~46!

Inserting~46! into ~43! and evaluating the resulting in-
tegral via saddle-point integration, which, in this case, coin-
cides with the exact solution, yields

B̃i~kx!5A0
i 2p i

kAdet~Gk
i !21

e~2 i /2k!~kx2kx
i
!TGk

i
~kx2kx

i
!2 i ~kx2kx

i
!•xi

,

~47!

where

Gk
i 5~z i TG0

i z i !21, ~48!

with the subscriptk ~or x, see below! indicating that the
matrix relates tokx ~or x!, and we take the root of
Adet(Gk

i )21, which has a positive imaginary part~recall that
Im G0

i is positive definite, so that ImGk
i is negative definite;

hence, this definition of the square root provides a continu-
ous function of ReGk

i ).
Finally, the plane-wave representation of the coherent

and noncoherent scattered fields is given by~8! and ~15!,
with ũi(kx) replaced byB̃i(kx) of ~47!.

Here, however, we shall describe the coherent and non-
coherent scattered fields by using the frame expansion of
Sec. III B. Thus, at thez50 plane, the fields are given by

uc
s~x,z50!5(

m
Sc~Bi ,cm!cm~x!, ~49a!

unc
s ~x,z50!5(

m
Snc~Bi ,cm!cm~x!. ~49b!

The expansion coefficients, the GB-to-GB~GB2GB! scatter-
ing matrices, are obtained by projectingBi onto the dual
frame functions as in~27!. Instead of~27!, however, we shall
use its spectral counterpart

am5S 1

2p D 2

^ũ0~kx!,w̃m~kx!&. ~50!

Thus, using~8! and ~15! with B̃i(kx) of ~47!, the scattering
matrices are calculated via
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Sc~Bi ,cm!5S 1

2p D 2E B̃i~kx!V̄~kx!w̃m* ~kx!d
2kx , ~51a!

Snc~Bi ,cm!5S 1

2p D 2

3E e2 ikx•xiAEs~kx ,kx8!uB̃i~kx8!u2d2kx8

3w̃m* ~kx!d
2kx , ~51b!

where w̃m(kx)5w̃(kx2kxn)e
2 ikx•xm is the spectral counter-

part of wm~x!. For the Gaussian mother windows in~32!
which are used here, we have

w̃m~kx!5n2
k

pb
c̃m~kx!52n2e2bukx2kxnu2/2k2 ikx•xm. ~52!

Finally, the field representation in~49! is propagated using
the GBS representation of~41!, giving GBS representation
for the scattered coherent and noncoherent fields

uc
s~r!5(

m
Sc~Bi ,cm!Bm~r!, ~53a!

unc
s ~r!5(

m
Snc~Bi ,cm!Bm~r!. ~53b!

An analytical example of a weakly rough surface, for
which the scattering matrices can be calculated in closed
form via the small perturbation approximation, is presented
in Sec. V.

V. EXAMPLE: WEAKLY ROUGH SURFACE

The formulation above can be applied to any rough sur-
face using either measured or numerically generated scatter-
ing data. Here, we shall derive analytic results for weakly
rough surface with Gaussian spectrum withl h correlation
length, where the standard deviation of the roughness satis-
fiesksh!1. Using the small perturbation approximation, the
statistical moments are given by~Voronovich, 1999!

V̄~kx!52118p2sh
2kz

2, ~54!

s~kx ,kx8!54psh
2l h

2kz8
2e2ukx2kx8u2l h

2/4. ~55!

The coherent and noncoherentS matrices of ~51! can be
evaluated analytically using saddle-point integration. It is as-
sumed here that the incident beam and the expansion beams
are collimated, i.e.,kb@1. This validates the use of the
saddle-point evaluation.

Below, we shall calculate theS matrices and then com-
pare numerically the coherent and noncoherent fields ob-
tained via the GB2GB formulation to the those calculated via
the plane-wave formulation.

A. Coherent field

For the coherent field, inserting~54!, ~47!, and~52! into
~51a! results in the followingS matrix:

Sc~Bi ,cm!5S 1

2p D 2E A0
i 2p i

kAdet~Gk
i !21

3e~2 i /2k!~kx2kx
i
!TGk

i
~kx2kx

i
!2 i ~kx2kx

i
!•xi

3~2118p2sh
2kz

2!2n2

3e2bukx2kxnu2/2k2 ikx•xmd2kx , ~56!

whereGk
i is given by~48! with ~73!, and we note that ImGk

i

is negative definite.
The integral in~56! has the standard form addressed in

the Appendix; its saddle-point evaluation is

Sc~Bi ,cm!5
iA0

i 2n2

Adet~Gk
i !21Adet~Gx

c!21
eikx

i
•xi

3~2118p2sh
2kzs

2 !

3expF2
i

2k
~kxn2kx

i !TGk
c~kxn2kx

i !

1 i /2k~xm2xi !TGx
c~xm2xi !1 ikc

•~xm2xi !G ,
~57!

where

Gx
c5~Gk

i 2 ibI !21, ~58!

Gk
c52 ibGx

cGk
i 5~~Gk

i !211 ib21I !21, ~59!

kc5Gx
c~Gk

i kx
i 2 ibkxn!, ~60!

ks5kc1kGx
c~xm2xi !, kzs

5kz~ks!, ~61!

and, referring to~58!, Im(Gx
c)21 is negative definite; hence,

we take the root ofAdet(Gx
c)21 which has a negative imagi-

nary part. Also,ks is the stationary point of the integral~56!
and is required for the mean reflection coefficient.

As can be seen, theSmatrix is localized in phase space,
around (xm ,kxn)5(xi ,kx

i ), with the localization parameters
Gx

c and Gk
c , respectively, which are determined by theGi

matrix of the incident beam, and also by the collimation
parameterb used for the expansion beams. This corresponds
to thed function usually associated with the spectrum of the
coherent field. If we take both incident and scattered beams
to be very wide~i.e., approximating plane waves! we will get
complete coherent reflection in the specular direction, with
no space localization. On the other hand, if we take very
narrow beams that spread like a point-sources field, we get a
specular scattering emerging from the point where the inci-
dent beam hits the surface. Due to the independence of the
mean reflection coefficient on the roughness spectrum in the
small perturbation method, the roughness determines the am-
plitude of the coherentS matrix and not its localization in
phase space. These results are readily discerned in Fig. 5~b!.
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B. Noncoherent field

The noncoherentS matrix is obtained by inserting~55!,
~47!, and ~52! into ~51b!. We start by evaluating the inner
integral in~51b! for the spectral noncoherent scattered inten-
sity @see~13!#

uũnc
s ~kx!u25E 4psh

2l h
2kz8

2e2ukx82kxu2l h
2/4U A0

i 2p i

kAdet~Gk
i !21

3e~2 i /2k!~kx82kx
i
!TGk

i
~kx82kx

i
!2 i ~kx82kx

i
!•xiU2

d2kx8 .

~62!

This integral has the same form as before, and its saddle-
point evaluation is

uũnc
s ~kx!u25

32p4sh
2l h

2uA0
i u2

udet~Gk
i !21uk

Adet~Gk
I !

3kzs

2 e2~kx2kz
i
!TGk

I
~kx2kx

i
!/k, ~63!

where

Gk
I 5~klh

2/4I2Im Gk
i !21, ~64!

ks5Gk
I ~2 ImGk

i kx
i 2kxklh

2/2!. ~65!

Note thatGk
I is real positive.

The spectral intensity in~63! has the form of a Gaussian
centered on the specular direction. The spectral localization,
via the matrixGk

I , is affected by an interplay between the
rough surface correlation lengthl h and the width of the in-
cident beam@recall from ~46!–~48! that 2Im Gk

i in ~64! is
proportional tokWx

i2, whereWx
i is the projected width of the

incident beam on thez50 plane#. Thus, if Wx
i @ l h , then

Gk
I .klh

2/4I and the spectral intensity is governed by
s(kx ,kx8), whereas ifl h@Wx

i , thenGk
I .2Im Gk

i and the pa-
rameters of the rough surface vanish from the exponent.

Inserting~62! together with~52! into ~51b! results in the
noncoherentS matrix, again in a similar integral form

Snc~Bi ,cm!5S 1

2p D 2E d2kx

8&p2shl huA0
i u

Akudet~Gk
i !21u

n2

3kzs
@det~Gk

I !#1/4e2~kx2kx
i
!TGk

I
~kx2kx

i
!/2k2 ikx•xi

3e2bukx2kxnu2/2k2 ikx•xm. ~66!

The saddle-point evaluation of this integral results in

Snc~Bi ,cm!5
i uA0

i u4pn2A2kshl hkzs
8 @det~Gk

I !#1/4

Audet~Gk
i !21uAdet~Gx

nc!21

3exp@2~kxn2kx
i !TGk

nc~kxn2kx
i !/2k

2k~xm2xi !TGx
nc~xm2xi !/2

1 iknc
•~xm2xi !#, ~67!

where

Gx
nc5~Gk

I 1bI !21, ~68!

Gk
nc5bGx

ncGk
I 5~~Gk

I !211b21I !21, ~69!

knc5Gx
nc~Gk

I kx
i 1bkxn!, ~70!

ks5knc1kGx
nc~xm2xi !, ~71!

ks85Gx
I S 2 ImGk

i kx
i 2

klh
2

2
ksD , kzs

8 5kz~ks8!. ~72!

Note thatGx
nc is real positive.

The noncoherentS matrix in ~67! is localized in phase
space around (xm ,kxn)5(xi ,kx

i ), with the localization pa-
rametersGx

nc andGk
nc, respectively, which are determined by

the G matrices of the incident and scattered beams and the
correlation length of the rough surface. As discussed follow-
ing ~63!, one readily observes that for small correlation
lengths compared to the incident beamwidth,Snc is spectrally
wide and its spatial localization is determined by the ratio
between the correlation length and the scattered beam’s pa-
rameter,b. For large correlation lengths compared to the in-
cident beamwidth, the localization ofSnc is determined by
the incident and scatteredG’s only.

C. Numerical comparison

1. Problem setup

We consider a homogeneous medium with wave number
k51000. The rough surface atz50 is illuminated by a col-
limated, circular-symmetric Gaussian beam withbi51,
originating fromr05(0,0,0.5) with initial directionu520°,
w50° ~see Fig. 4!. From ~35! and ~36!, it has the form

Bi~r!5
2 ibi

zb2 ibi expF ikS zb1
1

2

uxbu2

zb2 ibi D G , ~73!

where (xb ,zb
i ) are the incident beams coordinates measured

along the beam axis from the pointr0 . The matrixG0
i in ~42!

is then given byG0
i 5(0.5/cos 20°2 ibi)21d i j .

The rough surface parameters areksh50.1 for the small
perturbation approximation and the correlation length is
smaller than the width of the incident beam such that

FIG. 4. Incident field intensity in dB.bi51, k51000. Origin of incident
field is at~0, 0, 0.5! and exit angle is atu520°, w50°. The figure is plotted
in the (x1 ,z) plane forx250.
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l h
2/W0

250.1, whereW05Abi /k @see ~40!#. The expansion
frame utilizes Gaussian windows of the form in~32! and
~52!, where we chooseb55 for collimated propagators~i.e.,
kb55000). From~32! and ~18! we find x̄5A2pnb/k and
k̄x5A2pnk/b. It should be recalled that in all the field com-
putations we include only those beams that pass near the
observation point@see the geometrical observation approach
discussed in connection with~31!#.

2. Results

The coherent and noncoherent scattering matricesSc and
Snc are shown in Figs. 5~b! and ~c!, respectively. In order to
understand these results we also show in Fig. 5~a! the expan-
sion coefficientsSi(B

i ,cm) of the incident field with respect
to the same framecm(x). These coefficients can be calcu-
lated by settingV̄(kx)51 in ~51a!. The plots show phase-
space distributions of the matrices in the (x1 ,kx1) plane for
(x2 ,kx2)5(0,0).

As can be seen,Sc represents essentially a specular scat-
tering; hence, its phase-space distribution in Fig. 5~b! repli-
cates the phase-space distribution of the incident field in Fig.
5~a! except for the multiplication termV̄(kx). Snc, on the
other hand, is still localized in space within the support of
the incident field, but it is weaker and has a much wider
spectral spread. These observations are supported by the ana-
lytical analysis in Secs. V A and V B.

Finally, the propagating coherent and noncoherent inten-
sities calculated via the GBS representation are shown in
Figs. 6~a! and 7~a!, respectively. The coherent field is de-
scribed by specular spectral reflections@see~8!# and there-
fore has the structure of the incident beam, whereas the non-
coherent field spreads away and decays from the center point
x0 of the incident field.

The high accuracy of the our GBS approach to calculate
the coherent and noncoherent fields is demonstrated in Figs.
6~b! and 7~b!. Figure 6~b! depicts the absolute error of the
GBS calculations in Fig. 6~a! for the coherent intensity, com-
pared to the plane-wave reference solutions obtained by in-
serting~8! in ~2!. Figure 7~b! depicts the absolute error of the
noncoherent intensity in the far-field zone normalized tor.
Here, the GBS result has been calculated by propagating the
beams to the far zone, while the reference solution has been
calculated directly from the plane-wave solution via~12b!.

VI. CONCLUDING REMARKS

We presented a new scheme for rough surface scattering
that is based on the Gaussian beam summation~GBS!
method. The scheme localizes the scattering process in terms
of stochastic GB2GB scattering matrices and deterministic
GB propagators. It benefits from the simplicity and and ac-
curacy of the latter, and can therefore be used in various
applications involving propagation in complex environments
and in inverse imaging.

FIG. 5. GB2GB scattering matrices for the incident beam in Fig. 4, shown in the (x1 ,kx1
) plane where (x2 ,kx2

)5(0,0). Expansion parameters:b55, n

50.45, x̄50.118 890,k̄523.779 964. Surface parameters:ks50.1, kl2/bi50.1. Each point in the discrete lattice represents a single beam.~a! Phase-space
coefficients of the incident field.~b! Coherent GB2GB scattering matrix.~c! Noncoherent GB2GB scattering matrix.
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The GB2GB scattering matrices in~51!, are the beam
equivalent of the known plane-wave scattering strength.
They can be obtained either analytically, by applying the
frame decomposition in conjunction with existing rough sur-
face theories, as was done in the analytic example in Sec. V,
or by applying it to measured~McDaniel, 1993! or numeri-
cally computed~Warnick and Chew, 2001! scattering mo-
ments. A more direct way to ascertain these matrices is to
directly measure them, by way of inverse imaging.

In this work we presented the general formulation and
applied it to a weakly rough surface, for which the scattering
moments are known in closed form via the small perturba-
tion approximation. The accuracy of the GBS representation
for the calculation of the propagated coherent and noncoher-
ent intensities has been demonstrated via an example in a
homogeneous domain. In more complex scenarios with inho-
mogeneous media, the beam propagators provide a more ef-
ficient and accurate alternative to their plane-wave counter-
parts~Heilpern, 2004!.

From a wave theoretic point of view, the GB2GB matri-
ces represent the phase-space footprint of the rough surface
scattering process. In more general propagation scenarios,

e.g., the doubly rough surface waveguide with multiple re-
flection phenomena which is studied in~Gordon et al.,
2005!, the phase-space representation combines the foot-
prints of the stochastic multiple scattering events and the
deterministic propagation between the surfaces.
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APPENDIX: ANALYTICAL EVALUATION OF 2D
GAUSSIAN-TYPE INTEGRALS

Throughout the development of the analytical example,
a common form of an integral is repeated. The integral is of
the form of a 2D slowly varying functionf (kx) multiplied by
a 2D Gaussian exponent. The general form is

FIG. 6. Beam summation representation of the coherent intensities for the problem in Figs. 4 and 5, for the (x1 ,z) plane forx250. ~a! Coherent intensity in
dB calculated using the GBS.~b! Absolute error in dB compared to plane-wave reference solution.

FIG. 7. Beam summation representation of the noncoherent intensities for the problem in Figs. 4 and 5, for the (x1 ,z) plane forx250. ~a! Noncoherent
intensity in dB calculated using the GBS.~b! Far-field normalized absolute error in dB compared to plane-wave reference solution, atr 510bi .
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I ~kx8 ,kx9!5E f ~kx!e
i ~kx2kx8!TA~kx2kx8!/2

3ei ~kx2kx9!TB~kx2kx9!/2eikx•xd2kx , ~A1!

whereA and B are 232 symmetric matrices with positive
definite imaginary parts.

Such integrals are obtained, usually, by the projection of
a Gaussian beam on another function~e.g., another Gaussian
beam of different parameters!. Doing the saddle-point evalu-
ation, one equates the first derivative of the exponent to zero
to get the stationary point

ks5~A1B!21~Akx81Bkx92x!. ~A2!

Using this stationary point, one can get the proper evaluation

I ~kx8 ,kx9!5 f ~ks!
2p i

Adet~A1B!
expF i

2
~kx82kx9!T

3~A1B!21AB~kx82kx9!2
i

2
xT~A1B!21x

1 ixT~A1B!21~Akx81Bkx9!G , ~A3!

where we take the rootAdet(A1B) which has a positive
imaginary part.
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A Gaussian beam summation~GBS! formulation is introduced for a doubly rough boundary
waveguide, wherein the coherent and incoherent scattered fields are decomposed into a discrete
phase-space summation of Gaussian beams~GB! that emanate from the rough surfaces in all
directions. The scheme involves deterministic GB propagators and stochastic GB-to-GB~GB2GB!
scattering matrices for the coherent and incoherent fields, where each scattered beam is propagated
inside the waveguide and is scattered again from the rough boundaries. The GB2GB matrices are
calculated from the statistical moments of the scattering amplitude, which are given either
analytically or empirically. An analytical and numerical example for a waveguide with weak
boundary roughness is presented and discussed. The formulation reveals explicitly the phase-space
footprint of the stochastic multiple scattering process at the rough boundaries, thus providing a
cogent physical interpretation and an effective mathematical representation to the field. The
formulation also accommodates the receiver’s pattern in the same phase-space format. Bistatic
reverberations inside a rough surface waveguide as a function of the range and of the source and the
receiver directions are thus examined as an implementation example. ©2005 Acoustical Society
of America. @DOI: 10.1121/1.1858151#

PACS numbers: 43.30.Hw, 43.20.Fn@SLB# Pages: 1922–1932

I. INTRODUCTION

Calculating the field inside a doubly rough surface
waveguide arises naturally in the characterization of trans-
port properties related to, for instance, sonar, shallow-water
waves, geophysical probing, remote sensing, radiowave
propagation, as well as optical waveguides and fibers
~Sheng, 1990; Etter, 2001, 2003, and references therein!.
Calculating the guided field may be performed via many
approaches such as plane-wave spectrum~Voronovich,
1999!, stochastic modes~Snchez-Gilet al., 1998!, rays, and
other methods~Etter, 2001, 2003!. However, keeping track
of the field through the nonspecular, noncoherent multiple
reflections at the waveguide rough boundaries, and treating
these reflected wave species collectively to form the guided
field, poses a problem of considerable complexity, which in-
creases even further if the propagation medium is inhomoge-
neous.

For the coherent field, the plane-wave formulation is
based on the mean reflection coefficient in the specular di-
rection. The resulting series of multiple interactions may
therefore be treated collectively, leading to a closed-form
modal solution~Voronovich, 1999!. Such collective proce-
dure is not applicable for the noncoherent field due to the
nonspecular nature of the interactions. The latter problem
may be addressed via perturbations, as was done in Schmidt
and Kuperman~1995! for low frequencies in stratified
waveguides with rough surface boundaries. The modal solu-

tion may be formulated, alternatively, by using a coupled-
modes approach, but for high frequencies and inhomoge-
neous media, the coupling matrices become large and
unpractical~Beenakker, 1997!. Alternatively, the noncoher-
ent field can be described by tracking the series of multiple
nonspecular, noncoherent reflections. The complexity of this
approach increases with the interaction order, and thereby
with the range, but it may be reduced by applying localiza-
tion using ray representations~Mazar and Felsen, 1989!. The
latter may also be extended to range-dependent nonuniform
waveguides, but, on the other hand, since they are stripped of
the spectral flash, they are sensitive to nonphysical artifacts
such as caustics and shadow zones.

To overcome the difficulties of the ray and spectral ap-
proaches, we utilize here the Gaussian beam summation
~GBS! representation of the rough surface scattering, intro-
duced by us in Gordonet al. ~2005!. This formulation is
structured on the localized ray skeleton but retains the spec-
tral characteristics of the plane-wave formulations. As a re-
sult, it combines the localization and algorithmical properties
of the ray representation with the uniform features of the
plane-wave representation.

The GBS method was introduced originally for tracking
source-excited wave fields in deterministic configurations
~see the review articles in Babich and Popov, 1989; Nowack,
2003; Heyman and Felsen, 2001!. Its extension in Gordon
et al. ~2005! to rough surface scattering applications is man-
aged by the coherent and noncoherent GB-to-GB~GB2GB!
scattering matrices, where the incident field is decomposed
into GBs and each GB is then scattered coherently and non-a!Deceased.
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coherently into a discrete spectrum of GBs. The formulation
is based on the frame-based phase-space GBS representation
in Shlivinski et al. ~2004!, where the scattered field is ex-
pressed as a sum of beams emanating from a phase-space
lattice of points and directions on the rough surface, as de-
picted in Fig. 1 and summarized briefly in Sec. II.

In this paper the GBS approach of Gordonet al. ~2005!
for rough surface scattering is extended to accommodate
propagation in inhomogeneous waveguides with rough sur-
face boundaries, which are characterized by multiple interac-
tions of the coherent and incoherent fields with the rough
surfaces~see Figs. 1 and 5!. The formulation utilizes GBs to
propagate these fields locally within the medium, and the
GB2GB scattering matrix to acquire the relevant GBs scat-
tered from the rough surfaces. An important feature of this
new representation is that it reveals explicitly the local
phase-space footprint of the stochastic scattering process at
the rough boundaries, thus providing a cogent physical inter-
pretation to the field propagation within the waveguide.
These localization features are utilized in the algorithm to
obtain an effective mathematical representation of the prob-
lem, where we have also neglected multiple noncoherent
scattering.

Concerning the presentation layout, we start in Sec. II
with a brief overview of Gordonet al. ~2005! for the GBS
analysis of rough surface scattering. The application of the
GBS method to the doubly rough surface waveguide prob-
lem is presented in Sec III. Two alternative representations
are presented: a series of successive interactions and a col-
lective solution~Secs. III B and III C, respectively!. An im-
portant feature of the formulation is the phase-space local-
ization implied by the collimated propagators and by the
GB2GB scattering matrices. The implication of the localiza-
tion on the GBS algorithm, as well as the ‘‘proper’’ choice of
the algorithm parameters, are discussed in Secs. III D–III F.
Finally, all these properties are explored via a comprehensive
numerical example in Sec. IV.

The theory of Sec. III is phrased in terms of field ob-
servables. In Sec. V it is rephrased in terms of the coupling

into the receiving antenna which is characterized by a receiv-
ing pattern. As an example the theory is applied in Sec. V C
for the calculations of the bistatic reverberations in a two-
antenna system. Finally, the extension of the method to an
inhomogeneous waveguiding configuration is briefly dis-
cussed in Sec. VI, where we mainly consider the analysis of
possible surface ducts near the rough surface boundaries.
The presentation ends with concluding comments in Sec.
VII.

II. PHASE-SPACE GAUSSIAN BEAM SUMMATION
ANALYSIS OF ROUGH SURFACE SCATTERING: A
BRIEF REVIEW

We consider the scattered wave fieldu(r ) in the half-
spacez.h(x) due to a rough surface boundaryz5h(x),
wherez is the vertical coordinate in a 3D coordinate frame
r5(x,z) and x5(x1 ,x2) is the horizontal coordinate. The
scattering observables are the average field and/or the aver-
age intensity, where the averaging is performed over the en-
semble of realizations. The average field defines the so-
called coherent field. The average intensity consists of two
terms, the coherent and the noncoherent intensities, where
the latter describes the intensity fluctuations due to rough
surface. Our goal is to calculate and characterize these ob-
servables via the GBS. This will be done by calculating the
coherent and the noncoherent fieldsuc andunc , respectively,
which may be understood as mathematical realizations that
give rise to the statistical observables noted above~e.g.,
uuncu2 describes the noncoherent intensity!.

A. The phase-space Gaussian beam summation
method

We start with a brief overview of this method and then
apply it in Sec. II B to the rough surface problem. The
method provides a rigorous framework that decomposes any
field u0(x) in an aperture of a real or virtual source to a set of
GBs that emanates from a discrete set of points in the aper-
ture into a discrete set of directions. The starting point is the
expansion of the aperture fieldu0(x) in a plane of constantz
~sayz50) using shifted and modulated window functions of
the form

cm~x!5c~x2xm!eikxn•~x2xm!, xm5mx̄, kxn5nk̄x ,
~1!

where m5(m,n)5(m1 ,m2 ,n1 ,n2) is an index andc is a
proper window function. Them elements are centered about
the phase-space lattice points (xm ,kxn). This set of functions
needs to be complete or even overcomplete to be able to
expand any aperture function. When it is overcomplete it is
called a windowed Fourier transform~WFT! frame. A nec-
essary condition is that the lattice is overcomplete such that
the spatial and spectral unit cell dimensions (x̄,k̄x) satisfy

x̄k̄x52pn, where n,1. ~2!

n is the frame overcompleteness~or oversampling! factor.
The frame is overcomplete forn,1 and it is complete in the
Gabor limitn↑1. The overcomplete frame in~1! can be used
to expand the datau0(x) as

FIG. 1. The Gaussian beam summation~GBS! in a waveguide with rough
surface boundaries atz1,2 and roughnessh1,2. The coordinate frame isr
5(x1 ,x2 ,z)5(x,z) with ‘‘downward’’ coordinatez. The transmitterT and
receiver R are located atrT5(xT ,zT) andrR5(xR ,zR), respectively. In the
examples it is assumed that both have a Gaussian pattern and are looking
toward thez1 surface as depicted. The scattered fields fromz1,2 are decom-
posed into discrete sets of GB propagatorsBm1,2

(1,2) , wherem1,2 are the phase-
space indices. The rough surface scattering is described by the GB2GB
matricesSc

(1,2) andSnc
(1,2) for the coherent and the noncoherent fields, respec-

tively.
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u0~x!5(
m

amcm~x!. ~3!

Since the frame is overcomplete, the coefficient seta is
nonunique, i.e., there are many sets that can be used in~3! to
reconstructu0(x). A desirable set is obtained by projecting
the data onto the dual framewm(x) via

am5^u0~x!,wm~x!&5E d2xu0~x!wm* ~x!, ~4!

wherewm~x! has the same form as the framecm in ~1! except
that the windowc~x! is now replaced by its dualw~x!. Equa-
tion ~4! can readily be identified as a WFT ofu0 with respect
to the windoww, hence the name WFT frames. In view of
~3! and~4!, c andw are also termed the synthesis and analy-
sis windows, respectively. In general,w~x! needs to be cal-
culated for a givenc~x! and (x̄,k̄x), but for smalln it can be
found analytically@see~6!#.

Henceforth, we use a matched Gaussian of the form

c~x!5e2kuxu2/2b, b5kx̄/ k̄x , ~5!

wherek is the wave number in the ambient medium andb
.0 is a parameter. The condition onb in ~5! defines the
window width W05Ab/k such thatc is matched to the lat-
tice as discussed in@Gordonet al., 2005, Eq.~19!#. In wave
propagation applications we typically chooseb such that
kb@1 so thatW0 is wide on the wavelength scale, giving
rise to collimated GB propagators@see ~7!#. Finally, one
should note that choosingn andb determines the lattice di-
mensions (x̄,k̄x) via ~1! and ~5!.

The overcompleteness parametern is chosen as a trade-
off between analytic simplicity and numerical efficiency. The
latter implies thatn should be as large as possible, while the
former implies that it should be sufficiently small to yield a
convenient dual window. Indeed, forn,0.5, w that corre-
sponds to the matched Gaussian windows~5! is given ap-
proximately by Gordonet al. ~2005!, Eq. ~32!

w~x!'n2~k/pb!e2kuxu2/2b. ~6!

For n50.5 theL2 error in ~6! is ;8%, while forn50.3 it is
;1%, ~Shlivinski et al., 2004, Fig. 4!. Thus,n50.5 provides
a reasonable choice for the present application.

Equation ~3! may be propagated now away from the
aperture, giving

u~r !5(
m

amBm~r !, ~7!

where eachBm(r ) is the propagated field due to the aperture
distributioncm~x!. For the windows in~5! these propagators
are GBs whose properties are discussed in Gordonet al.,
2005, Eqs.~32!–~40!. They emerge from the pointsxm in the
aperture plane in directions that are determined bykxn such
that their angles with respect to thexj axes, j 51, 2, are
given by cos21(kxjn

/k). For ukxnu.k, the fieldsBm(r ) decay
away from the aperture and hence are not included in the
summation~7!.

B. Rough surface scattering using GBS: The GB2GB
scattering matrix

Applying the GBS to the rough surface scattering dis-
cussed above, the coherent and the noncoherent fields are
expanded as~Gordonet al., 2005!

uc
s~r !5(

m
Sc~ui ,cm!Bm~r !, ~8a!

unc
s ~r !5(

m
Snc~ui ,cm!Bm~r !, ~8b!

whereSc(u
i ,cm) andSnc(u

i ,cm) are the coherent and non-
coherent scattering matrices from the incident fieldui to the
scattering propagatorBm(r ). For a given surface they can be
calculated via

Sc~ui ,cm!5
1

~2p!2 E ũi~kx!V̄~kx!w̃m* ~kx!d
2kx , ~9a!

Snc~ui ,cm!5
1

~2p!2 E e2 ikx•xi

3AE s~kx ,kx8!uũi~kx8!u2d2kx8w̃m* ~kx!d
2kx ,

~9b!

where ũi(kx) is the spectral counterpart ofui(x), xi is the
center of mass ofui(x), andw̃m(kx) is the spectral counter-
part ofwm. Here,V̄(kx) ands(kx ,kx8) are the mean spectral
reflection coefficient and the spectral scattering cross section.
For certain classes of surfaces, these scattering characteris-
tics of h(x) can be found analytically; otherwise, they can be
found empirically from the measured observables as dis-
cussed in Gordonet al., 2005, Sec. V.

Finally, sinceui can be decomposed also into incident
GBs, the scattered field can be expressed in terms of GB to
GB ~GB2GB! scattering matrices, which are given as in~9!
except thatui is now replaced by an incident beamBi .

III. PHASE-SPACE ANALYSIS OF ROUGH SURFACE
WAVEGUIDE

The GB2GB scattering representation derived above
provides the theoretical framework for the analysis of rough
surface waveguides where the field undergoes a multiple
scattering process between the rough surface walls. In this
formulation, the field that is scattered by the wall in a given
iteration is decomposed into a set of GBs that, in turns, con-
stitutes the incident field on the other wall at the next itera-
tion. This solution procedure can be addressed either itera-
tively, via an interactions series approach, or collectively~see
Secs. III B and III C, respectively!. Conceptually, these solu-
tion approaches are similar to plane-wave procedures in
Voronovich ~1999! @Chap. 10#. Yet, the beam formulation is
not only a priori discrete, but it may also accommodate
range-dependent inhomogeneous media.
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A. The phase-space beam setup

The problem setup in Fig. 1 consists of a homogeneous
waveguide, with two rough surface boundariesz5z1

1h1(x) and z5z21h2(x), wherez1,z2 while h1,2 denote
the surface roughnesses which are assumed to be statistically
uncorrelated andx-independent. As before,z is the vertical
depth coordinate in a 3D coordinate framer5(x,z) and x
5(x1 ,x2) is the horizontal~or range! coordinate. Note that
in principle the GBS formulation below may be applied to
waveguides with weak range dependence of the propagation
medium and of the surface roughness.

Since the two rough surfaces are noncorrelated, each one
may be treated independently from the other. We thus con-
struct two overcomplete lattices of Gaussian beams on the
two rough surface boundaries, tagged by the indicesmj

where j 51, 2 for z1 andz2 , respectively~Fig. 1!. Since the
frames on thez1 and z2 boundaries are not necessarily the
same, we denote them as (x̄( j ),k̄x

( j )) and cmj

( j )(x), and the

corresponding GB propagators asBmj

( j )(r ). The field imping-

ing on thejth boundary is thus expressed as a summation of

GBs Bmj 8

( j 8)(r ) arriving from the otherj 8 boundary, and the

scattered field is then described in terms of the GB2GB scat-

tering matricesS( j 8 j ) from Bmj 8

( j 8)(r ) to Bmj

( j )(r ). The field in-

side the waveguide is then expressed by summing up all the
multiply scattered beams.

B. Interaction series approach

The summation process starts by expressing the source
excited field using GBsui(r )5(m0

am0
Bm0

(0)(r ) tagged by in-

dexm0 @the beam setBm0

(0) which is used to expand the source

field is in general different thanBmj

( j ) ; see the discussion in

Gordonet al., 2005, Eq.~41!, and Fig. 5~a!#. Without loss of
generality, we assume that the source radiates only toward
z1 , where eachBm0

(0) excites a spectrum of scattered beams

Bm1

(1)(r ) residing on the latticem1 that propagates towardz2 .

At z2 eachBm1

(1) scatter into a spectrum of beamsBm2

(2)(r ) on

the latticem2 , and vice versa. This process is formalized in
the following scheme:

u~r !5ui~r !1(
m0

(
m18

am0
S(Bm0

~0!uz1
,c

m
18

~1!)B
m

18
~1!

~r !1(
m0

(
m18

(
m28

am0
S~Bm0

~0!uz1
,c

m
18

~1!
!S~B

m
18

~1!uz2
,c

m
28

~2!
!Bm

28
~2!

~r !

1(
m0

(
m18

(
m28

(
m19

am0
S~Bm0

~0!uz1
,c

m
18

~1!
!S~B

m
18

~1!uz2
,c

m
28

~2!
!S~B

m
28

~2!uz1
,c

m
19

~1!
!Bm

19
~1!

~r !1¯, ~10!

where

~i! The first term is the incident field that propagates to-
ward z1 .

~ii ! The second term represents the scattering of the inci-
dent beamsBm0

(0) evaluated atz5z1 toward the set of

beamsB
m

18
(1)

on the latticem1 with S(Bm0

(0)uz1
,c

m
18

(1)
) de-

noting the GB2GB scattering matrix~the prime inm18
tags the first scattering atz1 ; higher-order scattering
are tagged by double primes, etc.!. Note that in this
term and in the following ones the sum
(m0

am0
S(Bm0

(0)uz1
,c

m
18

(1)
) can be replaced by

S(ui uz1
,c

m
18

(1)
), which represents the scattering matrix

from ui evaluated atz5z1 toward the set of beams
B

m
18

(1)
. We use, however, the series format since it is

expressed explicitly in terms of incident GBs and the
GB2GB scattering matrix, whereasui is in general not
Gaussian.

~iii ! The third term represents the scattering of each of the
beamsB

m
18

(1)
evaluated atz2 toward the set of beams

B
m

28
(2)

on the latticem2 , with S(B
m

18
(1)uz2

,c
m

28
(2)

) represent-

ing the GB2GB scattering matrix of boundaryz2 .

The iterative process in Eq.~10! can be expressed, con-

veniently, in a matrix format. We define the ‘‘propagators
vectors’’B( j )(r )5Bmj

( j )(r ), the ‘‘waveguide interaction matri-

ces’’ S( j j 8), and the ‘‘source scattering row vector’’S(0)

B~ j !~r !5Bmj

~ j !~r !, j 51,2 ~11!

S~ j j 8!5S~Bmj

~ j !uzj 8
,cmj8

~ j 8!
!, ~ j , j 8!5~1,2! or ~2,1! ~12!

Sm1

~0!5S~ui ,cm1

~1!!5(
m0

am0
S~Bm0

~0!uz1
,cm1

~1!!. ~13!

The vectorsB( j ) consist of all phase-space beams emerging
from the j boundary. The matricesS( j j 8) account for the
propagation from boundaryj to boundaryj 8 and for the sub-
sequent scattering there. These matrices are source indepen-
dent and can be calculateda priori for a given waveguide
configuration~uniform as well as nonuniform!. Finally, in the
definition of S(0) it has been assumed that the source illumi-
nates surface 1 only.

The iterative solution in~10! may be rewritten now in a
matrix format

u~r !5ui~r !1S~0!B~1!~r !1S~0!S~12!B~2!~r !

1S~0!S~12!S~21!B~1!~r !1¯ . ~14!

Note that the matrices involve all the lattice points on the
boundaries and are therefore infinite. Yet, due to beam local-
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ization, theS( j j 8) are rather sparse~eachmj incident beam
gives rise to a small subset ofmj 8 scattered beams!, and
therefore they, as well as the iterative series in~14!, may be
truncated depending on the propagation range~see the dis-
cussion in Sec. III E!.

C. A collective representation

The interactions series in~10! can be summed up collec-
tively. Noting that~10! @or ~14!# consists of two beam sets:
B(1)(r ) that propagate fromz1 to z2 andB(2)(r ) that propa-
gate fromz2 to z1 , these expressions can be rewritten as

u~r !5ui~r !1(
m1

Fm1

~1!Bm1

~1!~r !1(
m2

Fm2

~2!Bm2

~2!~r ! ~15a!

5ui~r !1F~1!B~1!~r !1F~2!B~2!~r !. ~15b!

One may readily show that the coefficients vectorsF( j )

5Fmj

( j ) satisfy the equation set

F~1!5S~0!1F~2!S~21!, ~16a!

F~2!5F~1!S~12!. ~16b!

Equation~16! can be solved via iterations

F~1!5S~0!1S~0!S~12!S~21!1¯, ~17a!

F~2!5S~0!S~12!1S~0!S~12!S~21!S~12!1¯, ~17b!

thus recovering the field solution in~10!.
Alternatively, a formal ‘‘collective solution’’ of~16! is

given by

F~1!5S~0!@ I2S~12!S~21!#21, ~18a!

F~2!5S~0!@ I2S~12!S~21!#21S~12!, ~18b!

whereI is the identity matrix, and finally

u~r !5ui~r !1S~0!@ I2S~12!S~21!#21

3$B~1!~r !1S~12!B~2!~r !%. ~19!

As noted above, theS( j j 8) matrices are in principle infinite
but, depending on the propagation range, they may be trun-
cated so that the inverse matrices in~18! can be calculated.
Although the matrices’ dimension grows with the range, one
may still utilize the matrices’ sparseness in order to reduce
the complexity, as will be discussed in Sec. III E.

D. Coherent and noncoherent fields

As discussed in Sec. II, the total field is the sum of the
coherent and noncoherent fields. Thus, in the formulations in
Secs. III B and III C, we may express the scattering matrices
as a sum of the coherent and noncoherent matricesS5Sc

1Snc . However, depending on the observables, one wishes
to distinguish these two contributions.

The coherent field is generated by coherent multiple
scattering processes. It is therefore described by using only
the coherent matricesSc in the interactions series~14! or in
the collective solution~19!.

For the noncoherent field~i.e., the average intensity as
observable! one must take all the other combinations of co-

herent and noncoherent interactions, i.e., at least oneS ma-
trix in each one of the additive terms in~14! must beSnc . A
simple way to address this combinatorial problem is to set
S5Sc1Snc in ~14! or ~19! and then subtract the coherent
field from the final result.

It should be noted, though, thatSc contains mainly
specular beams and thus only a few non-negligible elements,
while Snc is spectrally wide and consists of nonspecular
beam interactions and therefore of a large number of non-
negligible elements~see Gordonet al., 2004b, Fig. 5! and
also Figs. 2 and 3 below!. Consequently, the number of ele-
ments in the calculation of the noncoherent field via the in-
teractions series~14! grows rapidly with the interaction or-
der. However, in many cases the elements ofSnc are weaker
relative to those ofSc , so that thenth additive term in the
series can be described, to leading order, byonly one nonco-
herent interactionwhere all the other (n21) interactions are
coherent. Thenth term is thus described as a sum ofn per-
mutations ~e.g., for n53: Snc

(0)Sc
(12)Sc

(21)1Sc
(0)Snc

(12)Sc
(21)

1Sc
(0)Sc

(12)Snc
(21) or, in short,nc-c-c, c-nc-c, and c-c-nc,

whereas terms with two or more noncoherent interactions
such asnc-nc-c, etc., are neglected!. This reduces the total
number of elements in the calculation of the noncoherent
field. Each of these permutation yields a different physical
structure, as will be demonstrated in the numerical example
of Fig. 3.

E. Beam localization and computational aspects

In both the interactions series and collective approaches,
the computational burden is divided into two aspects, one
being the calculation of the propagators and then of the
waveguide interaction matricesS( j j 8), and the other is the
summation of the beam contributions. Both can be consider-
ably simplified by considering the beam localization.

The localization is affected via both thepropagationand
the scatteringmechanisms. The latter implies that the scat-
tering matrices are localized as shown in Gordonet al.,
2005, Fig. 5, where we explored the coherent and noncoher-

ent scattering matrices for a given incident beam. TheSc
( j j 8)

matrices represent essentially specular returns and are there-
fore localized about the phase-space footprint of the incident

beams. For example, in homogeneous mediumSc
( j j 8) is

non-negligible if mj and mj 8 are related viakxnj 8
'kxnj

and xmj 8
'xmj

1Hkxnj
kznj

21, where H5z22z1 and kznj

5Ak22ukxnj
u2.

The Snc
( j j 8) matrices are localized only about thespatial

footprint of the incident beam but they have a wide spectral
spread, which depends among other things on the correlation
length@see the explicit example in Gordonet al. ~2005!#. In
homogeneous medium, they have non-negligible elements
‘‘for all’’ nj and nj 8 while mj and mj 8 are related viaxmj 8
'xmj

1Hkxnj

21kznj

21.

The sparseness of theS( j j 8) matrices reduces the com-
plexity and the overall computational cost of the calculation.
Furthermore, the relevant matrix terms may be determineda
priori by following the propagators’ trajectories, thus reduc-
ing the complexity further.
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In the computational algorithm, we thus utilize both
source localizationandobserver localizationconsiderations.
The former accounts for the phase-space footprint of the
source by following the beams that are actually excited by
the source through their interaction with the waveguide
boundaries. The latter accounts for the phase-space footprint
of the observer, i.e., the beams that pass near the observer
and in the preferred direction of its receiving pattern.

To explain how thesource localizationis utilized, con-
sider, as an example, the interaction series in~14!. The inci-
dent field excites only a selected set ofm1 in S(0) which is
known a priori for both Sc

(0) andSnc
(0) in view of the discus-

sion above. Eachm1 beam then excites only a selected set of
m2 in S(12), and so forth. One notes that thecomplexityof the
coherent field calculations increases slowly with the range
due to the slow spectral spread of the coherent beam field.
The complexity of the noncoherent field calculations in-

creases faster, not only because of the permutations ofSnc
( j j 8)

and Sc
( j j 8) that should be accounted for in each successive

interaction~see the discussion in Sec. III D!, but also since

Snc
( j j 8) is less sparse~spectrally wider! thanSc

( j j 8) .
The observer localizationis affected since the beam

summation algorithm accounts only for the contribution of
the beams that pass near the observation point~typically
within a 3-beamwidth distance from that point!. If, in addi-
tion, the observer has a receiving pattern, then the contribut-
ing beams should also be multiplied by this pattern, thus
reducing further the number of relevant beams~see the dis-
cussion in Sec. V!. For a given observation point and receiv-
ing pattern, these considerations define a submanifold in the
phase space, denoted as the ‘‘geometrical observation mani-
fold’’ ~GOM! ~Shlivinski et al., 2004!. The use of the GOM
limits, a priori, the set of the phase-space propagators
Bm1

(1)(r ) and Bm2

(2)(r ) that is needed at the observation point.

The relevant propagator vectorsBmj

( j ) then define the relevant

terms in the matrices that multiply propagator vectorsB( j )

from the left in either the interaction series representations
~14! or the collective representations~19!, and so forth as we
progress backward from the receiver to the source. One
should recall here, again, the different localized scattering

properties ofSc
( j j 8) andSnc

( j j 8) as discussed above. These con-
siderations will be demonstrated in the examples of Secs. IV
and V C.

The matrix localization can be used to define the number
of elements needed in the representation as a function of the

observation range. Theoretically, theS( j j 8) matrices are infi-
nite since they involve all lattice points along the propaga-
tion range. However, one can take only a finite number of
elements for a given range of calculation. Thus, the interac-
tion series in~14! for the coherent field needs to be summed
only until the specular reflections have passed the required
rangeuxu, whereas for the noncoherent field one should keep
a few terms beyond this range due to the possible backward

reflections associated withSnc
( j j 8) ~see the examples in Secs.

IV and V C!.
Similar considerations may also be used in the collective

solution ~19! where one can truncate the matrices atxm be-

yond the required range. This simplifies the calculation of the
inverse matrix there.

F. Selecting the beam expansion parameters

The localization discussed in the preceding section is
mainly affected by the properties of the frame propagators.
By controlling these parameters one may change the expan-
sion characteristics continuously from a ray-like solution to a
plane-wave-like solution; hence, these parameters should be
selected properly to match a given propagation configura-
tion.

As discussed after~5! the only parameters that need to
be chosen are the window parametersb( j ) and the overcom-
pleteness parametersn ( j ), which in turn determine the lattice
parameter (x̄( j ),k̄x

( j )) via ~1! and~5!. As has been noted after
~6!, n ( j )50.5 provides a convenient choice for the class of
problems considered here.b( j ) should be chosen according to
the following criteria:~a! the ratio of the beamwidthW0

( j )

5Ab( j )/k to the rough surface correlation length~see the
discussion in Gordonet al., 2005, Sec. V C!. ~b! the beam-
width should be large enough on the wavelength scale so that
the propagating beams are well collimated and can be calcu-
lated locally along their propagation trajectories in the wave-
guide. Sinceb( j ) represent the collimation distances of the
beams, they should be chosen according to the spatial char-
acteristics of the waveguide. To demonstrate these consider-
ations in the homogeneous waveguide discussed here, we
recall from Gordonet al., 2005, Eq.~40! that the beamwidth
is given roughly byW(zb)5Ab/kA11(zb /b)2, wherezb is
the coordinate along the propagation trajectory, measured
from the initiation pointxm on thezj boundary. Differentiat-
ing ]W(zb)/]b for a givenzb , one finds thatW(zb) is mini-
mal if b5zb . Thus, choosingb( j ) roughly equal to or larger
than the waveguide widthH5z22z1 ensures that the foot-
print on thezj 8 plane of the beam that emanates fromzj is
minimal.

G. Employing symmetries

In homogeneous media, theS( j j 8) matrices have transla-
tion and left–right symmetries. Using them5~m,n! nota-
tions, they may be expressed as

Smj ,nj ,mj 8,nj 8

~ j j 8! 5S~mj 2mj 8!,nj ,nj 8

~ j j 8! 5S2~mj 2mj 8!,2nj ,2nj 8

~ j j 8! .

~20!

This reduces the computational complexity of calculatingS,
but does not reduce thesummation complexity.

It should be noted that these symmetries still apply in
vertically inhomogeneous media@though the matrix elements
are different, as discussed, for example in~34!#. In range-
dependent inhomogeneous configurations, on the other hand,
the matrices lose these symmetries and the matrices need to
be calculated for each initiation point and direction.
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IV. NUMERICAL EXAMPLE

The following example demonstrates the GBS method
for the evaluation of the coherent and noncoherent fields and
their phase-space characteristics within a doubly rough-
surfaced waveguide.

A. Problem setup

Referring to Fig. 1, we consider a source-excited field in
a homogeneous waveguide with wave numberk51000 and
rough boundaries atz150 andz25H50.5 (H.80l), with
Dirichlet boundary conditions. The source is a GB with col-
limation distance bT51 which emanates from rT

5(0,0,0.25) toward the surfacez1 at the initial direction
(uT ,wT)5(160°,0°). Its field is thus given by

ui~r !5
2 ibT

zb
i 2 ibT

expF ikS zb
i 1

1

2

uxb
i u2

zb
i 2 ibT

D G , ~21!

where (xb
i ,zb

i ) are the incident beam’s coordinates measured
along the beam axis from the pointrT . The beam waist atrT

is W0T
5AbT /k'1/30, and the far-zone diffraction angle is

UDT
51/AkbT'(1/30)rad @see Gordonet al., 2005, Eqs.~40!

and ~73!#.
For simplicity, the two rough surfaces have the same

Gaussian spectra, with identical rms heights,sh1,2 and cor-
relation lengthsl h1,2. They are given byksh1,250.1, imply-
ing that the scattering matrix can be calculated analytically

via the perturbation approach, andl h1,2
2 50.1W0T

2 , i.e., the

correlation length is smaller than the incident beamwidth.
The collimation length of the expansion beams is now

set to b50.5, thus providing convenient GB propagators
across the waveguide. This also facilitates the asymptotic
evaluation of the projection integrals~9! for the GB2GB co-
herent and noncoherent scattering matrices.

The fields were calculated via the interactions series ap-
proach in Sec. III B with up to four successive reflections
~the first one atz1 , and then atz2 , at z1 , and atz2 again!.
These reflections suffice in order to describe the field cor-
rectly up to the ranger 50.75.120l, beyond which the
fields are weak. In Sec. V C we shall calculate the fields
beyond this range up tor 51.0 in order to evaluate the bi-
static reverberation as a function of the distancexR between
the source and the receiver, as described in Fig. 1.

B. Coherent field

The coherent intensity inside the waveguide, calculated
via the GBS approach, is depicted in Fig. 2~a! in the plane of
incidence (x1 ,z) for x250. This field has essentially the
form of specular reflections. To gain further insight we also
show in Figs. 2~b!–~c! the phase-space distribution of the
beam coefficientsFc

(1,2) of ~15! corresponding of the coherent
fields. The plots in Figs. 2~b!–~c! depict slices of the four-
dimensional phase space described by (x1 ,kx1) for
(x2 ,kx2)5(0,0).

On each surface two non-negligible coefficient groups
are readily discerned, denoteed as A and C forFc

(1) in Fig.
3~b! and B and D forFc

(2) in Fig. 3~c!. Group A corresponds
to the first coherent reflections of the incident field from the

FIG. 2. The coherent field inside the waveguide. The parameters of the
rough boundaries, of the illumination, and of the beam expansion are dis-
cussed in Sec. IV A.~a! The coherent intensity~dB! plotted in the (x1 ,z)
plane forx250. Note the different scales of thex1 andz axes.~b! and ~c!
The phase-space coefficient vectors~the beam amplitudes! Fc

(1,2) plotted in
the (x1 ,kx1) phase space for (x2 ,kx2)5(0,0). Each point in the discrete
lattice represents a single beam. The coefficient groups A, B, C, and D are
associated with the corresponding fields in panel~a! as discussed in Sec.
IV B.

FIG. 3. Same as Fig. 2~a! for the noncoherent field and for the noncoherent
phase-space coefficientsFnc

(1,2) . The coefficient groups A, B, C, and D in
panels~b!, ~c! are associated with the fields in panel~a! as discussed in Sec.
IV C.
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surfacez1 @i.e., the termSc
(0) in ~14!#, group B corresponds to

the second coherent reflections fromz2 @i.e., the term
Sc

(0)Sc
(12) in ~14! corresponding to scattering atz1 and then at

z2], while groups C and D correspond to the third and fourth
coherent reflections fromz1 and then fromz2 , respectively
~the termsSc

(0)Sc
(12)Sc

(21) andSc
(0)Sc

(12)Sc
(21)Sc

(12) there!. These
phase-space distributions demonstrate the loss, spread, and
advance of the specular reflections as the range is increased.
Each successive interaction with the surfaces is weaker due
to the propagation loss between the surfaces and the loss of
energy to the noncoherent component@i.e., V̄,1 in ~9a!#.
Note also that the phase-space distributions are spatially
wider, mainly due to the propagation spread of the coherent
beam, but the spectral spread is essentially unchanged. These
characteristics can also be seen from the field results in Fig.
2~a!, where one may also discern the interference patterns
between the coherently reflected fields.

C. Noncoherent field

The noncoherent intensity inside the waveguide is
shown in Fig. 3~a!. Unlike the coherent field, here the field is
wide and has a rather intricate structure. To understand these
features we refer to Figs. 3~b!–~c! for the phase-space coef-
ficientsFnc

(1,2) at thez1,2 surfaces, respectively. The presenta-
tion formats in these figures is the same as in Fig. 2.

Several coefficient groups are readily discerned in these
figures. Group A inFnc

(1) corresponds to the first noncoherent
interaction of the incident field withz1 , as described bySnc

(0)

in ~17a!. As explained in Gordonet al., 2005, Fig. 5~c!, it is
localized about the center of mass of the incident beam and
consists of noncoherent reflections from that point in all di-
rections; hence, it is described by spectrally wide vertical
trace in the phase space. These contributions are readily ob-
served in terms of the fan beam in Fig. 3~a! that emerges
from the center of mass of the incident beam~point x151 on
the z1 surface!.

Groups B1, B2 inFnc
(2) correspond to the second internal

scattering~i.e., scattering atz1 and then atz2). Group B1 is
the noncoherent scattering fromz2 of the coherent scattered
beams that propagated fromz1 @i.e., Sc

(0)Snc
(12) in ~17b!, also

denoted briefly asc-nc]. This group has the typical nonco-
herent footprint of a vertical trace in the phase space, though
it is centered now around the center of mass of the coherent
reflection fromz1 ~i.e., aroundx150.27 there!, and is wider
due to the spreading of the incident beam. In Fig. 3~a!, the
resulting field is a fan beam emerging fromx150.27. Group
B2 is the coherent scattering atz2 of the noncoherent beams
that propagated fromz1 @i.e., Snc

(0)Sc
(12) in ~17b!, also denoted

nc-c]. The diagonal phase-space footprint is due to the fact
that the noncoherent scattered beams fromz1 hit surfacez2

at points that depend on their exit directions fromz1 , and are
then coherently reflected. This contribution is seen in Fig.
3~a! as the spread beams that originate from different points
on thez2 plane and at correspondingly different directions
~this contribution can be visualized as a specular reflection of
fan beam A atz2). As discussed in Sec. III D, the noncoher-
ent scattering of the noncoherent beams from the upper sur-
face is neglected.

The coefficient group of the third internal scattering con-
sists of two groups~C1, C2 in Fnc

(1)), whose footprints are
similar to group B. C1 represents thec-c-nc scattering and
its footprint is similar to B1 inFnc

(2) , except that here the
vertical trace is farther away~aroundx150.45) and wider
~due to the beam spread of the incident coherent field!. C2
represents thenc-c-c and c-nc-c scattering~the footprints
of these two scattering events are almost indistinguishable
and they are therefore considered as a single group!. It is of
the same type as B2, where the diagonal phase-space trace is
due to the relationship between the exit point and the direc-
tion of the coherent specular reflection atz1 . These contri-
butions are already too weak to be noticed in Fig. 3~a!.

Finally, the coefficient group of the fourth internal scat-
tering consists also of two groups: D1 with vertical trace
represents thec-c-c-nc interaction and is similar to B1 and
C1, while D2 is similar to B2 and C2 and is composed of
nc-c-c-c, c-nc-c-c, and c-c-nc-c interactions. Again,
these contributions are too weak to be noticed in Fig. 3~a!.

V. GBS REPRESENTATION OF THE RECEIVER
PATTERN

The theory in Sec. III has been phrased for field calcu-
lations. In this section we would like to extend the theory so
that it now includes the coupling between the multiply re-
flected beam propagators and the receiving antenna which is
characterized by a receiving pattern.

One useful implementation of the aforementioned tech-
nique is the evaluation of bistatic reverberations in underwa-
ter sounding or communication systems. The problem setup
is depicted in Fig. 1. A transmitterT with a given radiation
pattern is positioned at (xT ,zT) and transmits~upward!
within a doubly rough surface homogeneous waveguide with
upper and lower boundaries atz1,2, respectively. The re-
ceiver R with a given patternf R(u,f) is located atrR

5(xR,zR).

A. The receiver model

From antenna theory~Collin and Zucker, 1969!, the sig-
nal at a receiving antenna when located in the origin is given
by

R5CE
4p

sinu dudf f R~u,f!ũi~u,f!, ~22!

where the integral encompasses all directions of incidence
with ũi(u,f) being the spectral amplitude of the incidence
field with respect to the~u,f! direction@normalized such that
for an incident plane waveui(r )5eiki

•r , with k i

52k(sinui cosfi,sinui sinfi,cosui) one has ũi(u,f)
5(1/sinu)d(u2ui)d(f2fi)]. In ~22!, f R(u,f) is the radia-
tion pattern of antenna R into the~u,f! direction once this
antenna operates in ‘‘radiation mode,’’ normalized such that
the field radiated by antenna R due to a unit excitation is

uR
t ~r !5

eikur u

4pur u
f R~u,f!. ~23!
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Under these conditions, it follows via the reciprocity theorem
that C in ~22! is a universal proportionality constant~Collin
and Zucker, 1969!.

In order to embed the receiver within the GBS formula-
tion, we need to express the spectral representation~22!
within a Cartesian spectrum formulation. Thus, we note from
~23! that the field radiated by this antenna, when located in
the origin, can be expressed as

uR
t ~r !5

1

~2p!2 E d2kx

1

22ikz
f̃ R

6~kx!e
ikx•x1 ikzuzu, ~24!

where upper and lower signs correspond to an observation
point at z:0, respectively,kz5Ak22ukxu2 with Im kz>0,
and

f̃ R
6~kx!5 f R~u,f!ukx5k sin u~cosf,sinf! , ~25!

where the6 is for 0,u,p/2 andp/2,u,p, respectively.
Equation~22! can therefore be expressed instead as

R5
C

~2p!2 E d2kx@ f̃ R
2~2kx!ũ

i 1~kx!

1 f̃ R
1~2kx!ũ

i 2~kx!#, ~26!

where ũi 6(k) are the6z propagating spectral components
of the incident fieldui at the antenna planez50.

Finally, let the receiver be located in the waveguide at
rR5(xR,zR), z1<zR<z2 . We also express the
6z-propagating spectra in terms of their valuesũ1

1(kx) and
ũ2

2(kx) at z1,2, respectively. Then~26! becomes

R~rR!5
C

~2p!2 E d2kx@ f̃ 2~2kx!ũ1
1~k2!eikz~zR2z1!

1 f̃ 1~2kx!ũ2
2~kx!e

ikz~z22zR!#eikx•xR. ~27!

B. GBS formulation

Next, we apply the frame decomposition and the Gauss-
ian beam summation formulation to describe the downward/
upward propagating waves in~27!. Utilizing the matrix no-
tation for brevity, one finds from~15!, ignoring theui term,
that

u1
1~r !uz1

5F~1!C~1!~x!, u2
2~r !uz2

5F~2!C~2!~x!, ~28!

where we use the frame element vectorsC( j )(x)5cmj

( j )(x)

and the coefficients row vectorsF( j ). Substituting into~27!,
one find thatR(rR) has the form in~15! with the ui term
ignored, except that the propagator vectorsB( j ) are now re-
placed by the received~or measured! beam vectorsR( j ), i.e.,

Rm~rR!5F~1!R~1!~rR!1F~2!R~2!~rR!, ~29!

where

Rm1,2

~1,2!~rR!5
C

~2p!2 E d2kxc̃m1,2

~1,2!~kx!

3eikx•xR1 ikzuzR2z1,2u f̃ R
7~2kx!. ~30!

Note from Gordonet al., 2005, Eq.~29!, and that forC
5 f̃ R

651 these integrals define the beam propagator contri-
butions atrR, i.e., Rmj

( j )(rR)→Bmj

( j )(rR). Thus, if f̃ r 6(kx) are

slowly varying functions ofkx relative to c̃(kx), one finds
via asymptotic evaluation that

Rm1,2

~1,2!~rR!5C f̃R
7~2kxn…Bm1,2

~1,2!~rR!. ~31!

C. Numerical example: Bistatic reverberations

As a demonstration of the receiver’s pattern effect, we
shall calculate the bistatic reverberation in the two antenna
system depicted in Fig. 1 as a function of the range from the
transmitterT to the receiver R which is located in the plane
of incidencex250 at rR5(xR1,0,0.25), wherexR1 is the
range. The pattern of R is Gaussian with a maximum in the
(uR,fR)5(160°,0°) direction~i.e., it is aimed in the plane
of incidence toward surfacez1 and away from T!, and with
beamwidth UR51/AkbR5(1/10)rad, where we usedbR

50.1. The beam is oblique but stigmatic~circular symmet-
ric!, and therefore we find from~25! that f̃ R

150 and

f̃ R
2~kx!5A2bRk/cosuRe2~kx2kR!TGR~kx2kR!/2k, ~32!

wherekR5k sinuR(cosfR,sinfR), GR is a diagonal matrix
with GR,115bR/cos2uR andGR,225bR, and the superscriptT

FIG. 4. Bistatic reverberations in double rough surface waveguide, for the
system configuration depicted in Fig. 1 and the problem parameters in Sec.
V C. ~a! The coherent and noncoherent reception intensityuRuc

2 anduRunc
2 ~in

dB! as a function of the rangexR1 from the transmitter to the receiver.~b!
The receiver’s phase-space vectorR(1)(0) of ~30!.
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in the exponent denotes a transposed vector. We have also
used the gain-oriented normalization:

1

2p E u f̃ R
2~u,f!u2dV51. ~33!

SincebR!b here~i.e., the antenna pattern is wider than the
spectral beamwidth!, we may approximateRm1

(1)(rR) by ~31!

with f̃ R
2(kx) from ~32!. The other physical parameters are the

same as in the example of Sec. IV.
The received coherent and noncoherent intensitiesuRcu2

and uRncu2 as a function of the rangexR1 are shown in Fig.
4~a!. As can be seen,uRncu is stronger and wider thanuRcu.
This can be explained by noting that the receiving pattern of
R is sensitive to waves that are scattered from surfacez1 and
propagate backward towards T. Such components exist
mainly in the noncoherent field.

To quantify this observation we refer to Fig. 4~b!, which
depicts the phase-space distribution of the receiver’s vector
R(1) of ~30! (R(2) is negligible! at rR5(0,0,0.25). As ex-
pected, R(1) is centered spatially aboutx15xR1

20.25 tanuR, which is the footprint of R at thez1 plane, and
spectrally aboutkx152k sinuR. As xR1 changes, the foot-
prints in Fig. 4~b! also move horizontally.

Now, following ~29!, the received signalsuRcu anduRncu
are obtained by superimposing the phase-space distribution
in Fig. 4~b! onto the distributions in Figs. 2~b!–~c! and 3~b!–
~c!. In other words,R(1) enhances only those beams in Figs.
2~b!–~c! and 3~b!–~c! that fall within its footprint in Fig.
4~b!. Thus, foruRcu one observes that none of the coefficient
groups in Fig. 2~b! falls under the footprint ofR(1) in Fig.
4~b!. One obtains, however, some weak contributions in the
near zone from coefficient groups A and C. ForuRncu, one
readily observes two main contributions from coefficient
groups A and C in Fig. 3~b!.

VI. FUTURE WORK: EXTENSION TO
INHOMOGENEOUS MEDIA

The GBs can be propagated in inhomogeneous media or
through curved interfaces, where they retain their Gaussian
functional form throughout the propagation process~see
Babich and Popov, 1989; Popov, 1982; Porter and Bucker,
1987; Keenan and Weinberg, 2001; Heyman and Felsen,
2001; Nowack, 2003!. Thus, the frame-based GBS represen-
tation for propagation in rough surface waveguide can
readily be implemented in such media. One should distin-
guish though between range-independent media~purely ver-
tically stratified! and range-dependent configurations. In both
cases we use the uniform phase-space lattice discussed in
Sec. III A, yet in the former, the matrix symmetries in~20!
still apply @though the matrix elements are different, as dis-
cussed, for example in~34!#, whereas in the latter there are
no such symmetries and the matrices need to be calculated
for each initiation point and direction. Since the beams and
the scattering matrices are still localized, theS matrices are
sparse and one may still use the beam-based localization pro-
cedures discussed in Secs. III D and III E. The inhomoge-
neous media can create a situation depicted in Fig. 5 where a
scattered beam is refracted and interacts with the same rough

boundary it had originated from without reaching the other
boundary~e.g., surface ducts!. This situation is easily taken
care of by adding two terms to Eqs.~16a!–~16b!

F~1!5S~0!1S~21!F~2!1S~11!F~1!, ~34a!

F~2!5S~12!F~1!1S~22!F~2!, ~34b!

where

S~11!5S~Bm1

~1!uz1
,c

m
18

~1!
!, ~35a!

S~22!5S~Bm2

~2!uz2
,c

m
28

~2!
!. ~35b!

Note that theS(11) has nonvanishing elements only for those
m1 for which the elements ofS(12) vanish, i.e., each beam
originating from the upper surface either reaches the lower
surface or refracts to the upper surface.

The equation set~34! may be set in the form

S I2S~11! 2S~21!

2S~12! I2S~22!D S F~1!

F~2!D5S S~0!

0 D , ~36!

and then solved either via successive approximations as in
~17!, or collectively via matrix inversion as in~18!.

VII. CONCLUDING REMARKS

We introduced an extension of the GBS formulation of
rough surface scattering to doubly rough surface waveguide
scenario. The theory utilizes deterministic GB propagators
and stochastic GB2GB scattering matrices to describe mul-
tiple scattering from the upper and lower rough boundaries.
The resulting coherent and noncoherent fields were shown to
be fully described by the phase-space beam amplitude vec-
tors F(1,2). Two alternative representations forF(1,2) were
presented: a series of successive interactions and a collective
solution ~Secs. III B and III C, respectively!. As has been
demonstrated by the numerical examples in Secs. IV and
V C, these amplitude vectors reveal explicitly the local
phase-space footprint of the stochastic scattering process,
thus providing a cogent physical interpretation to the field
propagation. These localization features were utilized to ob-
tain an effective mathematical algorithm, as discussed in
Secs. III D–III F. As discussed there, controlling the expan-

FIG. 5. The GBS setting in a doubly rough boundary nonhomogeneous
waveguide which supports trapped fields near surfacez1 . The spectral con-
stituents associated with the trapped field are described by the scattered
beam emerging from the rough surfacez1 and refracting back to the same
surface without interacting with the other boundary@see the scattering ma-
trix S(11) in ~35!#.
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sion parameters~e.g., the beam collimation! changes the ex-
pansion characteristics continuously from a ray-like solution
to a plane-wave-like solution; hence, these parameters
should be selected properly to match a given propagation
configuration.

In Sec. V the phase-space beam formulation has been
extended to accommodate the reception by an antenna with a
receiving pattern. An implementation to bistatic reverbera-
tions inside a rough surface waveguide as a function of the
range and of the source and the receiver directions has been
analyzed as an example. The GBS results should be com-
pared with the spectral perturbation approach that was used
in Schmidt and Kuperman~1995! to study reverberations in
stratified waveguides with rough surface boundaries within
the shallow angles and low frequencies regime.

Finally, a simple extension to inhomogeneous media has
been discussed qualitatively in Sec. VI, where we mainly
considered the formulation of possible surface ducts near the
rough surface boundaries. Further work is needed to explore
the full power of this elegant technique.
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A time domain geoacoustic inversion method using ship noise received on a towed horizontal array
is presented. The received signal, containing ship noise as a source of opportunity, is time-reversed
and then back-propagated to the vicinity of the ship. The back-propagated signal is correlated with
the modeled signal which is expected to peak at the ship’s location in case of a good match for the
environment. This match is utilized for the geoacoustic parameter inversion. The objective function
for this optimization problem is thus defined as the normalized power focused in an area around the
source position, using a matched impulse response filter. A hybrid use of global and local search
algorithms, i.e., GA and Powell’s method is applied to the optimization problem. Applications of the
proposed inversion method to MAPEX 2000 noise experiment conducted north of the island of Elba
show promising results, and it is shown that the time domain inversion takes advantage of dominant
frequencies of the source signature automatically. ©2005 Acoustical Society of America.
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I. INTRODUCTION

Nowadays the use of passive sonar systems to acquire
the information of sources, especially in shallow water areas,
is increasing. In addition, various numerical models have
been used to simulate their performances with measured or
estimated environments, among which the seabed properties
are considered to be one of the most influential parameters
on the shallow water sound propagation. Therefore, various
techniques to estimate the geoacoustic parameters of the
ocean bottom via remote sensing have been developed in
order to resolve the problem of high cost and time consump-
tion in relation to direct measurement of the sub-bottom
properties.

Most areas of the ocean, especially in shallow waters,
show varying seabed characteristics that require range-
dependent parametrizations for geoacoustic inversion. How-
ever, a full range-dependent inversion that can identify the
ocean bottom structure simultaneously has not yet been
achieved due to computational burdens in forward modeling.
A majority of the inversions in underwater acoustics have
been performed with the assumption of range-independent
environments using long-range propagation data received on
a vertical line array~VLA ! that produces spatially averaged
output.1,2 In order to avoid this degradation of resolution,
towed horizontal line array~HLA ! inversion schemes have
been proposed and implemented.3–6 The short distance be-
tween a sound source and HLA enables us to simplify the
range dependence into local segments of range-independent
sectors.6 The towed HLA system possesses additional advan-

tages of mobility and manageability, which are inherently
suitable for a towed sonar system compared to a VLA.

Inversions which utilize the full structure of the bottom
reflected signals usually require well controlled acoustic
sources. Such dedicated sources may add extra burdens to an
inversion experiment especially of the towed HLA system.
Contrary to controlled sources, the noise of the tow ship or
ship of opportunity can be a good alternative source for
inversion.5,7 Most of the analyses with the acquired data are
processed in the frequency domain, both at the narrowband
and broadband, with the exception of a few that have been
chosen to deal directly in the time domain.6,8–13 Since the
ship noise shows a broadband characteristic, it is needed to
extract strong tonal components in frequency domain
inversions.5 On the contrary, time domain inversions can
take advantage of a full broadband signal without having to
go through the necessary processing.

The inversion is usually formulated as an optimization
problem enabling various optimization techniques to be ap-
plied to the inverse problems, such as a global
optimization14,15 and a hybrid form of global and local
search.16,17The solutions of the optimization can be regarded
as the parameters which optimize the objective function de-
fined to measure the difference~or similarity! between re-
ceived and simulated data. Although it is common for all
parameters to be inverted simultaneously, iterative optimiza-
tions can be performed after grouping the parameters based
on their sensitivities.18

In this paper, a time domain inversion using ship noise

1933J. Acoust. Soc. Am. 117 (4), Pt. 1, April 2005 0001-4966/2005/117(4)/1933/9/$22.50 © 2005 Acoustical Society of America



acquired on a towed HLA is proposed. An objective function
is defined using a matched impulse response filter for the
unknown source signal and the filtered output is imple-
mented by back-propagating the time-reversed signal using a
ray-based model. Then, a series of global and local searches
is applied to measured data in order to find the optimum
parameters of the inverse problem.

The paper is organized as follows. In Sec. II we describe
a matched impulse response filter which is a basic theory
used in defining the objective function. In Sec. III, a sensi-
tivity test is also presented related to the objective function.
In Sec. IV we describe the MAPEX 2000 noise experiment
and the parametrization of the inversion. In Sec. V we
present the geoacoustic inversion results using the source of
opportunity.

II. MATCHED IMPULSE RESPONSE FILTER

It has been demonstrated that the sound wave received
by a hydrophone and retransmitted backwards focuses at the
source position.19 This phenomenon can be implemented nu-
merically using a received signal as a virtual source, which
was utilized in source localization.20,21 It has also been used
in underwater applications such as pulse compressing for the
communications in the name of time reversal or phase
conjugation.22,23The wave focusing is explained via matched
filtering and array processing.

A data acquisition process can be represented by an ide-
alized system of Fig. 1, where the received signald(t) is
comprised of propagated signalp(t) and noisen(t). In the
linear time invariant system, the propagation of source signal
s(t) through a medium can be simply expressed by convo-
lution with an impulse responseh(t) as

d~ t !5p~ t !1n~ t !5s~ t !* h~ t !1n~ t !. ~1!

The rigorous impulse response for wave propagating in
the ocean can be found by solving the wave equation. How-
ever, for a set of source and receiver separated within a few
water depths, the received signal can be approximated by the
sum of eigen-rays weighted and delayed according to their
propagation paths. Thus, ignoring the noise for the moment,
the received signal can be expressed as

d~ t !5s~ t !* h~ t !5s~ t !* (
i 51

M

aid~ t2t i !, ~2!

where ai and t i represent the amplitude decay and travel
time of the signal component which are propagated through
M different paths~eigen-rays!, respectively.

If this signal is time reversed and back-propagated, then
the medium impulse response simply becomesh(2t), called

the matched impulse response. Applying this as a filterw(t)
produces an output at the source location given by

f ~ t !5d~ t !* h~2t !

5(
i 51

M

ai
2s~ t !1(

i 51

M

(
j Þ i

M

aiajs„t2~t i2t j !…. ~3!

It can be seen from Eq.~3! that the filter output comprises of
two components,( i 51

M ai
2s(t) and ( i 51

M ( j Þ i
M aiajs„t2(t i

2t j )…, which correspond to a mainlobe and multiple side-
lobes of the signal, respectively.

Now, the plane-wave beam-forming concept can be ex-
tended for an array withN receivers such that the back-
propagated output power is defined as

B~ t !5
1

N (
k51

N

f k~ t !

5
1

N (
k51

N

(
i 51

M

ai ,k
2 s~ t !

1
1

N (
k51

N

(
i 51

M

(
j Þ i

M

ai ,kaj ,ks„t2~t i ,k2t j ,k!…. ~4!

If the filter is correct, the mainlobe will be reinforced
whereas the sidelobes are cancelled by destructive interfer-
ence. As a result, the mainlobe becomes dominant over the
sidelobes as the number of channels increase@Fig. 2~a!#. If
the filter is presumed incorrectly, which corresponds to an
environmental mismatch, there will be multiple mainlobes
along with additional sidelobes@Fig. 2~b!#.

The ocean environment itself can be considered as a
filter when the received signal is retransmitted reversely.
Therefore, when the environment and also the source re-
ceiver configurations are modeled as when the signal was
recorded at the receiver array, the retransmitted signal will be
focused at the original source position.

FIG. 1. An idealized data acquisition system where the received signald(t)
is comprised of the propagated signalp(t) and noisen(t).

FIG. 2. Examples of beamforming using an impulse signal;~a! optimally
beamformed signal and~b! nonoptimally beamformed signal.
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III. GEOACOUSTIC INVERSION USING SHIP NOISE

Acoustic signals transmitted by a source convey infor-
mation of the medium through which they propagated. There
are numerous acoustic sources for ocean experiments, and
the noise generated by a ship is one which will be present
most of the time when experiments are carried out in the
ocean. If the waveform of a ship noise is unknown, only the
impulse response can be used in the geoacoustic inversion.

Inversion parameters which describe the environment
are represented by a model vectorm̄5@m̄1 ,m̄2 ,...,m̄L#T,
where@ #T is a transpose operator. The normalized filter out-
put of the channel is defined as

f k~ t,m̄!5
dk~T2t !

A*2`
` udk~T2t !u2dt

*
h̄k~ t,m̄!

A*2`
` uh̄k~ t,m̄!u2dt

,

~5!

whereh̄k(t,m̄) is an impulse response of the corresponding
environment. Equation~5! is implemented by propagating
the received and time-reversed signal through the environ-
ment using a forward model. The objective function to be

maximized for the inversion usingN receivers is defined as

f~m̄!5maxS 1

DT E
T1

T11DT

uB~ t,m̄!u2dtD , 0<T1<T2DT,

~6!

where

FIG. 3. The shallow water environment and the geometry of towed array
system used for the sensitivity test. The power spectrums of measured sig-
nals which are simulated based on the given environment are also shown in
the figure.

FIG. 4. Sensitivity curves of various parameters which show the objective function values evaluated at the parameter values given in thex-axis. Meanwhile,
other parameters are fixed at their reference values given in Fig. 3. Note that the function values are given in dB normalized to the maximum value.
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B~ t,m̄!5
1

N (
i 51

N

f i~ t,m̄!. ~7!

A ray-based model is chosen for the forward model to
calculate the objective function. In order to construct the
impulse response in the ray-based model, we need informa-
tion of amplitudes and phases of the rays that arrive at the
receiver position within a predetermined error bound.6 It was
found that a simple plane wave approximation is sufficient to
calculate the phase and amplitude of a ray if the grazing
angel of the ray is not near the critical angle, which corre-
sponds to our inversion case presented in Sec. IV. However,
if the grazing angle falls within near the critical angle,
spherical reflection coefficients24 instead of plane wave ones
are calculated in the forward model in order to incorporate
the spherical wave effects, especially for the low frequency
component.

Since there are numerous results on matched field inver-
sion with vertical line arrays, a relatively good understanding
of the sensitivity exists. However, less information is known
on the time-domain inversions using a towed system and
ship noises. In order to get better insights on the objective
function and its sensitivity characteristics with respect to the
geoacoustic parameters, we investigated the behavior of the
objective function as a function of the selected parameter
with other parameters fixed at their reference values. This
sensitivity test is commonly carried out in practice in geoa-
coustic inversions. Although the sensitivity estimates using
one parameter may show biased results due to parameter
couplings,25 it is considered meaningful to compare the sen-
sitivity for our time-domain inversion with that of other
matched field inversions.

For the sensitivity test, we assumed that the tow ship
was a sound source and emitted both the random noise and a
320 Hz tonal signal. The environment was the same as Fig.
3. The noise generated by a tow ship propagated through the

water column and one layered ocean sediment and was mea-
sured on 32 receivers of the HLA. The power spectrums of
measured signals for all receivers are also shown in Fig. 3.

Figure 4 shows the sensitivity curves of the parameters
using 1 second data which correspond to 6000 time samples.
The averaged time intervalDT in Eq. ~6! is chosen to be half
the data length. The geometrical parameters such as the
source position, the HLA configuration and the water depth
show high sensitivities. The parameters of the layer and the
sub-bottom show intermediate and low sensitivities, respec-
tively. The sensitive parameters share a common character-
istic in that they affect the travel times, i.e., phases, of the
received signals. The least sensitive parameter which con-
tributes to the wave amplitude is the density. The sound
speed of the sub-bottom is also related with the amplitude in
this simulation since a majority of the reflections from the
sub-bottom interface occur before the total reflection range.
In the simulated experimental setup, the covering angle of
incidence with respect to vertical direction by the receivers
ranges from 58° to 69°, but the critical angle of incidence is
approximately 67°. The above results are mainly due to a
nature of the matched impulse response filter. The physical
meaning of the filtered output in Eq.~5! is the correlation
between the measured signal and the simulated impulse re-
sponse. The most influential factor in the correlation of the
signals is the phase of each of the signal components. The
differences in the phases result in a considerable reduction of
correlation, but those of the amplitudes take little effect.
Battle et al.5 calculated the sensitivity of the sound speed of
half space with respect to the distance between the source
and HLA. According to them, the sensitivity showed a rapid
increase as the source–receiver range approaches the critical
range. After the critical range where the dependence of the
reflection coefficient switches from amplitude to phase, the
sensitivity saturated and then oscillated showing higher val-
ues than before the critical range. This implies that the pa-
rameter affecting the phase of the signal is very sensitive in
the inversion.

IV. EXPERIMENT AND PARAMETRIZATION

The MAPEX 2000 ship noise experiment was conducted
by the SACLANT Undersea Research Center near the island

FIG. 5. The tracks of the RVAlliance andManningduring the experiment.
The thick line indicates the track ofManningused as sources of opportunity
in geoacoustic inversions.

FIG. 6. Two-step optimization procedure.
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of Elba on November 29th. The data were received by a 254
m long HLA for 10 seconds every 30 seconds corresponding
to data of 175 frames. The HLA was composed of 128 re-
ceivers with 2 m separations and was towed by the R/V
Alliance along the track shown in Fig. 5.

From this figure, we can see that another R/VManning
was following the Alliance approximately 900 m behind
along the same track from about frame 60 to frame 107. At
frame 107, theAlliancestarted making a 45° turn, while the
Manningproceeded on track as shown in Fig. 5. After frame

FIG. 7. Inversion results for data measured at 08:07:30 UTC~frame 100!. The upper 6 figures are scatter plots of GA search and the lower two dimensional
contour shows the objective function values which are re-evaluated based on the best parameters of GA and bottom parameters given in bothx- andy-axes.
Arrows and crosses represent the best solutions and all function values are given in dB normalized to the maximum value.
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122, theManning increased her speed and left the station.
Since the distance between theAlliance and the nearest re-
ceivers to her was approximately 330 m, the horizontal range
of theManningfrom the tail of the array can be estimated to
be about 320 m. Although the proximity of two ships may
cause some interference, theManningcan still be utilized as
a source of opportunity.

During the experiment, the depth-sounder recorded the
bathymetry showing a slow growth from 116 m to 124 m for
the entire track. The sound speed of the water column was
kept almost constant at 1520 m/s according to expendable
bathy-thermograph casts. The experimental sites have been
studied for a long time and the bottom properties are well
known. The bottom is comprised of a flat thin layer and a
sub-bottom. The thin layer is composed of clay and clay–
sand sediments and its thickness is approximately 2.5 m
which is only a fraction of a wavelength at frequencies of a
few hundred Hz. According to Gingraset al.,26 the p-wave
speed of the layer was estimated to increase linearly from
1505 m/s to 1556 m/s, which wasa posteriorimean values
based on the 40 observations. In each observation, however,
the estimated upper and lower p-wave speeds of the layer
showed high fluctuation. The estimated mean p-wave sound
speed and density of the sub-bottom were 1578 m/s and
1.6 g/cm3, respectively. Therefore, the thin layer is disre-
garded in the present inversion and the environmental model
of the inversion is treated as range-independent infinite half
space. The effect of the thin layer, which is assumed to be
small and insensitive to wave propagation, will be included
in the infinite half bottom properties in a depth-averaged
manner.

Even though the towed HLA is devised to be neutrally
buoyant in the water, it still remains to be susceptible to
deformations in shape during operations. Therefore, the array
shape needs to be included in the inversion parameters for
reliable inversion results. Battleet al.5 implemented the ar-
ray shape deformation by defining the receiver depth as

zi5aS 12S 2xi

L D 2D2xi sinu, ~8!

wherexi andzi are the relative positions of the receiver with
respect to the center of the array whose length isL. The
inversion parametersa and u in Eq. ~8! represent the array
bow and tilt, respectively. The same definition is adopted for
our inversion. Consequently, a total of eight parameters will
be inverted in subsequent inversions; source depthDs , dis-
tance between the source and the nearest receiverLa , depth
of the array centerDa , array tilt u, array bowa, water depth
Dw , bottom sound speedCp, and bottom densityr. The
attenuation of bottom will be excluded in the inversion due
to its extremely low sensitivity.

V. INVERSION USING SOURCE OF OPPORTUNITY

There were two available sources,Alliance and Man-
ning, used in this experiment. Among these two, theMan-
ning data measured from frame 90 to frame 107 which cor-
responds to the track of thick line in Fig. 5 were considered
in this paper. The data of each frame consisted of 10 second
signals. Among the 128 receivers, we used every fourth re-
ceiver data~32 receivers! for the inversion. In addition, we
divided each signal into 10 segments of 1 second long and
inverted all of them.

Frequent traffic was reported near the experimental site
and the data are possibly contaminated by other ships. There-
fore, it was recommended to reduce the unwanted interfer-
ences using a wavenumber filter before inversion.5 The
wavenumber filter was implemented by a 2-D FFT for dis-
crete time signals in a line array. It is noted when the wave-
number filtered data are used in the objective function~6!,
the simulated impulse response should also include only the
corresponding rays. The wavenumber cutoff was set to in-
clude arrival angles falling within 50° of endfire to capture
most of the expected multiple arrivals from theManning.

The inversion was performed via an optimization pro-
cess which searches the parameters to maximize the objec-
tive function in Eq.~6!. Direct and surface reflected signals
usually have large amplitudes. But they contain only the geo-
metric information, such as the source and receiver positions,
and thus are not useful for the inversion of bottom properties
since they do not hit the bottom. If the geometry and bottom
properties are inverted simultaneously, geometrical param-
eters will dominate over bottom parameters in the search
process. In order to prevent such dominance in the optimiza-
tion, the parameters should be inverted separately based on
their sensitivities.

In geoacoustic inversion, global optimization methods
such as the genetic algorithm and the simulated annealing are
preferred due to their potential in finding a global optimum.
However, they may have a drawback of slow convergence to
the optimum. On the contrary, efficient local methods show
quick and sure convergence to the optimum closest to the
starting point, but it cannot guarantee to be the global opti-
mum in the multi-modal function space. Presuming with ref-
erence to Fig. 4 that the multi-modality could be alleviated if
we construct the objective function with only two parameters

FIG. 8. Ambiguity surface of the source localization for the data measured
at 08:07:30 UTC~frame 100! calculated using other inverted parameters
except for the source location. The function values are given in dB normal-
ized to the maximum value.
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of bottom sound speed and bottom density, we took advan-
tage of both the global and the local methods as follows.

At first, the genetic algorithm was applied to the sensi-
tive parameters; the source depth, the array configurations
and the water depth, and others fixed at certain values. After
one generation of GA was constructed through the selection-
crossover-mutation process, the remaining parameters were
optimized using a local search method while already opti-
mized parameters were kept at the best values among the

population. And the GA search for the next generation was
performed again with the insensitive parameters fixed at op-
timal values of the local search. The above two-step search
process was repeated until a pre-determined number of gen-
erations. This optimization procedure is summarized in
Fig. 6.

In the inversion, the GA searches were performed for 50
generations and each generation contained 60 populations.
The crossover and mutation occurred with probabilities of

FIG. 9. The summary of inversion re-
sults which shows the mean and the
standard deviation of 10 consecutive
inversions of each frame by a thick
line and error bars, respectively. The
dashed lines represent reference values
which were estimated by Battleet al.
~Ref. 5! via a frequency domain
matched field processing using tonal
frequencies of 131.8, 262.9 and 306.9
Hz.
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0.9 and 0.05, respectively. Powell’s method27 was used as the
local optimizer, since it does not need gradient information
for finding its search direction.

A set of inversion results for a segment signal of frame
100 is presented in Fig. 7. Although one dimensional mar-
ginal a posterioriprobability display of the results is a com-
mon practice,14 we plotted all objective function values with
respect to the corresponding parameter values visited during
the GA search. By doing so, we could obtain information
about the optimizer~GA! such as its behavior related to the
parameter sensitivity and sampled parameter space.10 For the
insensitive bottom parameters, which are the main targets of
the inversion, we re-evaluated the objective functions based
on the best results of GA and showed them in a two dimen-
sional contour plot in Fig. 7. In this figure, the arrows and the
cross indicate the best solutions that were found during the
inversion procedure. In the scatter plots of Fig. 7, all of the
parameters of GA seem to have been resolved well. Besides,
the two dimensional contour which shows the mono-
modality of the objective function space may be a result that
supports that the local optimization is useful.

For an additional check of the validity for the inverted
parameter values, we simply performed a back-propagation
of the received signals from the array using these environ-
mental parameter results of Fig. 7. The ambiguity surface in
Fig. 8 shows a good focus of the back-propagated signals to
the correct source position, considering that the draft of
Manning and estimated range from the nearest receiver to
her are 2.5 m and 320 m, respectively.

In Fig. 9, we summarize the inversion results of all
frames by the statistical mean and standard deviation esti-
mated from 10 multiple inversions at each frame. The ranges
of the y-axis are the same with the search intervals in the
optimization procedures. The standard deviations imply un-
certainties of the inversion which may arise from the varying
data SNR and environments during the experiment and/or
from the inherent errors of the optimizer that may occur if
the search space is vast.28 However, the mean estimates seem
to be consistent especially for geometric parameters irrespec-
tive of their uncertainties at each frame. The relatively high
variability in the bottom densities seem to be due to its in-

sensitivity to the wave propagation rather than to range de-
pendencies, considering the experimental site has been
known to be range independent. Besides, good agreements of
our estimates with the reference values represented by the
dashed lines in the figure are found. The reference values
were estimated by Battleet al.5 via a frequency domain
matched field processing using tonal frequencies of 131.8,
262.9 and 306.9 Hz, which were identified as prominent
peaks in the spectrogram of Fig. 10~a!. The spectrogram was
computed from beamformed time series in theManningdi-
rection.

In this paper, we define the Bartlett power as a function
of frequencyf by

Bi~ f !5
w†~ f ,mi !Ri~ f !w~ f ,mi !

tr@Ri~ f !#iw~ f ,mi !i2 , ~9!

whereRi is the estimated cross spectral density matrix of the
i th segmented signals andw(mi) represents the replica vec-
tor calculated with the inverted parameters of the corre-
sponding segment. Figure 10~b! shows the calculated Bartlett
power. Comparing it with the beamformed spectrogram of
Fig. 10~a!, we can see a similarity between them. From the
frequency dependent behavior of the Bartlett power, it seems
that a few frequencies played dominant roles in the inversion
and they coincide with those used by Battleet al., which
naturally explains the agreements between the two different
inversion results. Therefore, we can conclude that the pro-
posed time domain inversion takes advantage of dominant
frequencies of the source signature automatically.

VI. CONCLUSION

Predicting bottom properties is important for various
acoustic applications in shallow waters due to the signifi-
cance of the bottom interaction. In this paper we propose a
feasible geoacoustic inversion method using a towed HLA
and ship noises as a source of opportunity. Such a simple
system may make immediate use of geoacoustic parameters
as an input to various sonar operations possible.

The inversion scheme is summarized as follows. The
objective function was defined using a matched impulse re-

FIG. 10. A comparison of the spectrogram beamformed~a! and the Bartlett powers~b!. The spectrogram was computed from beamformed time series in the
Manning direction and the frequency dependent Bartlett powers were calculated with the inverted parameters of corresponding frame via time domain
inversions. The function values are given in dB normalized to the maximum value.
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sponse filter for the unknown source signal. The filtered out-
put was implemented by back-propagating the received and
time-reversed signals using a ray-based forward model.
Then, a series of global and local searches was performed
using GA and Powell’s method, respectively, to find the op-
timum parameters.

The present method was applied to the experimental
data of the MAPEX2000 noise experiment. TheManning
data were inverted successively and their results showed
good consistency for all parameters. The inverted parameters
were compared with the reference values estimated via a
frequency domain matched field processing using three
dominant tonal frequencies and results showed good agree-
ments. In addition, analyses of Bartlett power revealed that
the proposed time domain inversion takes advantage of
dominant frequencies of the source signature automatically.
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The development of effective passive sonar systems depends upon the ability to accurately predict
the performance of sonar detection algorithms in realistic ocean environments. Such environments
are typically characterized by a high degree of uncertainty, thus limiting the usefulness of
performance prediction approaches that assume a deterministic environment. Here we derive
closed-form receiver operating characteristic~ROC! expressions for an optimal Bayesian detector
and for several typical suboptimal detectors, based on a statistical model of environmental
uncertainty. Various scenarios extended from an NRL benchmark shallow-water model were used to
check the analytical ROC expressions and to illustrate the effect of environmental uncertainty on
detection performance. The results showed that~1! optimal detection performance in an uncertain
environment in diffuse noise depends primarily on the signal-to-noise ratio at the receivers and the
rank of the signal matrix, where the rank is an effective representation of the scale of environmental
uncertainty;~2! the ROC expression for the optimal Bayesian detector provides a more realistic
performance upper bound than that obtained from conventional sonar equations that do not
incorporate environmental uncertainty; and~3! detection performance predictions can be performed
much faster than with commonly used numerical methods such as Monte Carlo performance
evaluations. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1875653#

PACS numbers: 43.30.Wi, 43.60.Gk, 43.60.Uv@WLS# Pages: 1942–1953

I. INTRODUCTION

To detect the presence of an underwater acoustic source,
an optimal detector must combine array data with knowledge
about the source position, the propagation channel, and the
receiving array configuration. Although the receiving array
configuration is typically known, the knowledge of sensor
positions is imperfect. The source position is usually un-
known. Of particular concern is the uncertainty associated
with the propagation channel. The spatial and temporal
variations in the channel parameters, such as the ocean bot-
tom depth and the sound speed profile, make accurate char-
acterization of the channel difficult. The set of propagation
channel parameters together with the source position param-
eters constitute an uncertain ocean acoustic environment. En-
vironmental uncertainty can cause severe performance deg-
radation to sonar detection algorithms that rely on precise
knowledge of the environmental parameters.1–4 Sonar detec-
tion performance prediction methods that fail to consider en-
vironmental uncertainty do not capture the performance deg-
radation it causes, leading to overestimation of detection
performance. Thus, a practical sonar detection performance
prediction method that incorporates the effects of environ-
mental uncertainty, and consequently predicts sonar detec-
tion performance more accurately, is of practical interest.

Detection performance prediction typically involves
both a detection algorithm and a methodology for evaluating
the algorithm’s performance. Several algorithms that are ro-

bust to environmental uncertainty have been proposed, in-
cluding the spatial stationarity test,5 the focalization
approach,6 and generalized matched field processing~MFP!
algorithms, etc. In the focalization approach,6 key environ-
mental parameters are adjusted in an attempt to bring the
source into focus before localization. Generalized MFP algo-
rithms include the minimum variance beamformer with mul-
tiple neighboring location constraints~MV INCL!,3 the mini-
mum variance beamformer with environmental perturbation
constraints~MV IEPC!,7 the optimum uncertain field proces-
sor ~OUFP!,8,9 and the reduced-rank MFP algorithms.10 Al-
though most of the MFP algorithms were originally proposed
for source localization, with a few modifications they can be
used to detect the presence of a target. The performance of
detection algorithms for an uncertain ocean environment has
been evaluated in the past. However, few statistically valid
detection performance predictions have been reported. The
robustness of the spatial stationarity test5 was demonstrated
using Mediterranean vertical array data.11 The detection per-
formance of reduced-rank MFP algorithms was tested using
data from the Santa Barbara Channel experiment.10 These
performance analyses generatead hoc assessments but not
general conclusions about the effects of environmental un-
certainty on the detection performance. Some performance
evaluations have used a quantitative environmental mis-
match model.4,2,12 In one approach,4 the degradation of the
localization performance of a matched-mode-processor was
determined as a function of increasing bottom depth mis-
match. Their predictions can be improved by including envi-
ronmental uncertainties other than ocean depth mismatch or
sound speed profile mismatch. Finally, most detection perfor-

a!Author to whom correspondence should be addressed. Electronic mail:
lwn@ee.duke.edu
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mance evaluations have been implemented using Monte
Carlo simulations.9,13 In using the Monte Carlo approach to
obtain the detection performance, one needs to generate
Monte Carlo data samples over environmental uncertainties
as well as implement Monte Carlo integration over the un-
certainties of the data, which can be very computationally
intensive. Furthermore, the Monte Carlo approach provides
no direct insight into fundamental parameters that impact
sonar detection performance.

Here we derive analytical performance predictions for
an optimal Bayesian detector8,9 and for several suboptimal
detectors, based on a statistical model of environmental un-
certainty. The performance metric used in our prediction
methodology is the receiver operating characteristic~ROC!.
The ROC is more relevant to source detection than metrics
such as array gain. The optimal Bayesian detector is a modi-
fied version of the OUFP,8,9,14–16 which fully incorporates
the a priori knowledge of the environment. Because the op-
timal Bayesian detector considers the presence of environ-
mental uncertainty and fully incorporates thea priori knowl-
edge, its performance prediction provides a practical
performance upper bound. The approximate closed-form
ROC expression presented in this paper for the optimal
Bayesian detector, referred to as the optimal Bayesian pre-
dictor, is a new contribution. The optimal Bayesian predictor
reveals that optimal detection performance in an uncertain
environment in the presence of diffuse noise depends prima-
rily on the signal-to-noise ratio~SNR! and on the approxi-
mate rank of the signal matrix, where the rank reflects the
scale of environmental uncertainty. The computation is much
faster than using Monte Carlo simulations. Another contribu-
tion of this paper is the derivation of precise analytical ROC
expressions for the matched-ocean detector, the mean-ocean
detector, and the energy detector as a function of environ-
mental uncertainties. The analytical ROC expression for the
mean-ocean detector can also be applied generally to predict
the detection performance of a beamformer, when the signal
wavefront, i.e., the normalized acoustic field, is mismatched
with the data.

The organization of the paper is as follows. The detec-
tion performance prediction methodology is presented in
Sec. II. The optimal Bayesian detector and several subopti-
mal detectors are presented in Sec. III. The analytical ROC
expressions for those detection algorithms are derived in Sec.
IV. In Sec. V, a group of simulated uncertain shallow-water
environments are used to check the analytical detection per-
formance predictions and to analyze the effects of environ-
mental uncertainty. These simulated environments are exten-
sions from a general mismatch benchmark environment

~‘‘genlmis’’ ! proposed in the May 1993 NRL Workshop on
Acoustic Models in Signal Processing.5,9,17

II. DETECTION PERFORMANCE PREDICTION
METHODOLOGY

The detection performance prediction methodology is il-
lustrated in Fig. 1, where the symbols are listed in Table I.
Environmental uncertainty is explicitly modeled using a sta-
tistical approach. An ocean acoustic propagation model is
used to transform environmental uncertainty into the uncer-
tainty of the received array signal. The sonar detection prob-
lem is placed in a statistical hypothesis test framework. The
detection algorithms under investigations are all in the form
of a test statistic that is compared with a threshold to deter-
mine which hypothesis is true. Analytical detection perfor-
mance predictions are derived using the ROC metric. This
section presents the basic part of the methodology, which
includes the environmental uncertainty model, the hypothesis
test model, and the performance metric.

A. Environmental uncertainty model

The purpose of modeling environmental uncertainty is to
quantitatively analyze its effects on detection performance.
Here environmental uncertainty is quantified by assigning an
a priori probability density function to both the uncertain
channel parameters and the unknown source position param-
eters, over a finiterangeof possible values. The symbolC is
used to represent the channel parameters and the symbolS is
used to represent the source position parameters. It is as-
sumed thatC and S are statistically independenta priori
with uniform probability density functions denoted byp(C)
and p(S), respectively. The advantage of this model com-

FIG. 1. Detection performance predic-
tion flow chart.

TABLE I. Symbol definitions for detection performance prediction method-
ology.

Symbol Definition

C Acoustic propagation channel parameters
S Source position parameters
r Received frequency domain data
H~C,S! Replica field
a Frequency domain signal complex amplitude
sa

2 Source amplitude variance
n Frequency domain diffuse noise
sn

2 Noise variance
p(C,S) Probability density function of the environmental

parameters
l8~r ! Test statistic
b Detection threshold
PD Probability of detection
PF Probability of false alarm
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pared to the mismatched environmental uncertainty
model4,2,12is that it enables the performance prediction algo-
rithm to incorporate an ensemble of possible realizations of
the uncertain environment.

B. Hypothesis test

The detection problem is formulated as a decision prob-
lem: given the measurement datar , accept the ‘‘noise only’’
hypothesisH0 , or reject it to accept the ‘‘signal present’’
hypothesisH1 , in the presence of channel parameter uncer-
tainties and source position uncertainty. This differs from the
source localization problem that often assumes theH1 hy-
pothesis only.

The two hypotheses are defined as

H1 :r5a0H~C,S!1n0 ,

H0 :r5n0 , ~1!

n0;N~0,2sn
2IN!, a0;N~0,2sa

2!.

The datar and the diffuse noisen0 are bothN31 spatial
column vectors, corresponding toN spatially distributed sen-
sors in the receiving array. Theith component of the data
vectorr is assumed to be a narrow-band Fourier transform of
the snapshot received by the sensor at theith location. The
ocean acoustic transfer function,16 H~C,S!, is the complex-
valued acoustic pressure field sampled at the receiving array
of N sensors in the frequency domain, given ocean environ-
mental parametersC and source position parametersS. Note
thatH~C,S! is known in the applied physics literature as the
Green’s function, and is frequently denoted byG. The scalar
a0 is a circulant complex Gaussian random variable that rep-
resents the unknown frequency-domain source amplitude
and phase, with zero mean and known variance 2sa

2. The
diffuse noise present at the receiving array is represented by
n0 in the frequency domain, which is a circulant complex
Gaussian random vector. Denoting the expectation byE~•!
and the covariance matrix byCov~•!, the assumptions are
E(n0)50 andCov(n0)52sn

2IN , whereIN is an identity ma-
trix of size N.

The acoustic pressure field generated by a point source
at depthzs and ranger s is computed using normal mode
theory,18

p~z;r s ,zs!5p0 (
m51

K

Fm~zs!Fm~z!

3exp~2 jkmr s!/Akmr s,
~2!

wherez is the depth of the receiver andp0 is a normalization
constant. The number of propagating acoustic modes is rep-
resented byK. The termskm andFm are themth eigenvalue
and eigenfunction of the Sturm-Liouville problem, which
can be calculated using Porter’sKRAKEN19 code.

In addition, the signal wavefront,s~C,S!, i.e., the nor-
malized acoustic field, is given by

s~C,S!5H~C,S!/iH~C,S!i . ~3!

Here i•i means the two-norm on a complex vector space.
The signal-to-noise ratio at the receivers is defined as

SNR~C,S!5
sa

2iH~C,S!i2

sn
2

. ~4!

The SNR includes the factors of the source variance, the
diffuse noise variance, and the array gain. It is not an
element-level SNR but an array-level SNR.

C. Performance metric

The detection performance metric, ROC, is a plot of the
probability of detection,PD , as a function of the probability
of false alarm,PF . From signal detection theory,PD andPF

are defined as

PF~b!5P~l8~r uH0!>b!,
~5!

PD~b!5P~l8~r uH1!>b!,

wherel8~•! is the test statistic produced by a detection algo-
rithm and b is the threshold which is determined by the
decision criterion. The decision criterion is beyond the scope
of this paper. Only the test statistics and the ROC perfor-
mance are discussed.

When the probability density functionsp(l8uH0) and
p(l8uH1) are available,PF andPD can be computed using

PF~b!5E
b

`

dl8 p~l8uH0!,

~6!

PD~b!5E
b

`

dl8 p~l8uH1!.

III. DETECTION ALGORITHMS

Detection algorithms can be categorized according to the
level of utilization of thea priori knowledge. In this section,
four detection algorithms are presented: the optimal Baye-
sian detector, the matched-ocean detector, the mean-ocean
detector, and an energy detector. The matched-ocean detector
is not a realistic algorithm, because a complete match be-
tween the assumed signal wavefront and the data is practi-
cally impossible. We include it to provide a detection perfor-
mance prediction upper bound for an ideal situation. The
mean-ocean detector is a modified version of the conven-
tional, or Bartlett, MFP processor.18,20 It represents the algo-
rithms that might use mismatched model parameters. The
energy detector represents the algorithms that do not utilize
the a priori knowledge of the environment at all.

A. Optimal Bayesian detector

The optimal Bayesian detector differs from the OUFP8,9

in that it implements the likelihood ratio, while the OUFP
forms the maximuma posterioriprobability~MAP! intended
for localization. The derivation of the likelihood ratio is pre-
sented here.

Under theH0 hypothesis, the probability density func-
tion of the data at the receiving array is assumed to be

p~r uH0!5
1

~2p!Nsn
2N

expS 2
r†r

2sn
2D . ~7!
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Under theH1 hypothesis, the probability density func-
tion of the data conditional to the channel and source posi-
tion parameters isp(r uH1 ,C,S). The data, conditional to the
environmental parameters, is a complex Gaussian random
vector. Its probability density function depends only on the
mean vector and the covariance matrix, which are

E~r uH1 ,C,S!50,
~8!Cr5Cov~r uH1 ,C,S!

52sa
2iH~C,S!i2s~C,S!s~C,S!†12sn

2IN .

Applying Woodbury’s identity21 and the definition of the
SNR @Eq. ~4!#,

Cr
215~2sn

2!21S I2
SNR~C,S!s~C,S!s~C,S!†

11SNR~C,S! D . ~9!

The determinant ofCr is the product of all its eigenvalues.
Considering thatCr hasN21 identical eigenvalues 2sn

2 and
one eigenvalue 2sa

2iH(C,S)i2s(C,S)†s(C,S)12sn
2, and

using the definition of the SNR,

uCru5~2sn
2!N~SNR~C,S!11!. ~10!

Using Eqs.~9! and ~10!,

p~r uH1 ,C,S!

5exp~2r†Cr
21r !upCru21,

5exp~2r†r /2sn
21B~C,S!ur†s~C,S!u2!/A~C,S!

3~2psn
2!N, ~11!

A~C,S!5SNR~C,S!11,

B~C,S!5SNR~C,S!/2sn
2~SNR~C,S!11!.

The conditional likelihood ratio is

l~r uC,S!5
p~r uH1 ,C,S!

p~r uH0!
. ~12!

The likelihood ratio combines the probability density
function of the environmental parameters with the condi-
tional likelihood ratio. AssumingC and S are statistically
independenta priori, the likelihood ratio becomes

l~r !5E
VC

E
VS

dC dSl~r uC,S!p~C!p~S!,

~13!
l~r uC,S!5exp~B~C,S!ur†s~C,S!u2!/A~C,S!,

where VC and VS represent the ranges of environmental
uncertainties.

The optimal Bayesian detector is the likelihood ratio test

l~r !:
H0

H1

b, ~14!

whereb is the threshold.

B. Matched-ocean detector

When the ocean environmental parameters and the
source position are known, the probability density functions

p(C) andp(S) are delta functions. This is the limiting case
of the optimal Bayesian detector, where there is no environ-
mental uncertainty. Substituting delta functions forp(C)
and p(S) in Eq. ~13! generatesl~r !5l~r uC,S!. Since
A(C,S) andB(C,S) in Eq. ~13! are now positive constants,
l8(r )matched, a monotonic function of the likelihood ratio, is
also optimum.

l8~r !matched5ur†s~Cmatched,Smatched!u2. ~15!

The subscript ‘‘matched’’ is used to indicate that the environ-
mental parameters in the model are matched with the real
data. The performance prediction based on the matched-
ocean detector provides an ideal performance upper bound.
However, it can be too optimistic to use as a predictor of
detection performance in a realistic uncertain ocean environ-
ment.

C. Mean-ocean detector

The mean-ocean detector uses a test statistic of the same
form as the matched-ocean detector. It assumes that the de-
tector knows only mean values of the environmental param-
eters, which are mismatched with the true environmental pa-
rameters. Subscript ‘‘mean’’ is used to indicate this
assumption. The test statistic for the mean-ocean detector is
expressed as

l8~r !mean5ur†s~Cmean,Smean!u2. ~16!

D. Energy detector

The energy detection algorithm is a conventional ap-
proach to the detection of ocean acoustic sources. The energy
detector does not include environmental uncertainties in its
algorithm. Although robust to environmental uncertainties, it
does not exploit these uncertainties. Using the data model
defined in the frequency domain@Eq. ~1!#, the test statistic
for the energy detector is

l8~r !energy5r†r . ~17!

IV. ANALYTICAL ROC PERFORMANCE PREDICTIONS

In this section, analytical ROC performance expressions
are derived for each of the four detection algorithms, in the
presence of various amounts of ocean environmental and
source position uncertainties. These analytical ROC expres-
sions are referred to as the optimal Bayesian predictor, the
matched-ocean predictor, the mean-ocean predictor, and the
energy predictor. The concept of the signal matrix is intro-
duced first, since it is central to each of the sonar perfor-
mance predictors.

A. Signal matrix

The signal wavefront,s~C,S!, is a function of the con-
tinuous random variablesC andS. To computationally pre-
dict the performance of the detection algorithms in an uncer-
tain environment, a discrete representation of the uncertain
signal wavefront is needed. A matrix composed ofM realiza-
tions of the signal wavefront due to uncertainties of the en-
vironmental parameters, referred to as the signal matrixR, is
defined by applying Monte Carlo sampling techniques:
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R5@s1,s2,...,sM#,
~18!

5@s~~C,S!1!,s~~C,S!2!,...,s~~C,S!M !#,

where (C,S) i , i 51,...,M , corresponds to theith realization
of the environmental parameters~C,S!, which follow the
uniform probability density functionp(C)p(S) that is de-
fined on uncertainty rangesVC andVS. Note that although
the signal matrix is used to derive the ROC expressions, it is
shown later that only its energy and rank information are
needed in the resultant approximate ROC form of the opti-
mal Bayesian predictor.

The finite signal matrix is a subset of the infinite set,
which is composed of all possible realizations of the signal
wavefronts. If the size of the signal matrix,M, is large
enough, the subset could be a good representation of the
whole set. Then the postprocessing of the signal matrix could
be considered a good approximation to the postprocessing of
the original infinite set. The criterion for determiningM is
problem dependent. Usually,M should be greater than the
number of propagating modes,K, so that independent infor-
mation carried by the propagation modes can be captured by
the samples of the signal wavefronts. If the number of ele-
ments in the array,N, is smaller than the number of propa-
gating modes, the amount of independent information is lim-
ited byN, and soM should be greater than min(N,K). In this
paper, the rule of thumb used wasM>2 min(N,K). This rule
has been checked using many simulation examples to show
that further increase inM does not significantly change the
ROC performance predictions discussed in this paper.

Using the definition of the signal matrix and multiplying
both sides of Eq.~1! by the scalar 1/A2sn , the hypotheses
test simplifies to

r5aASNRisi1n, i P1,...,M , n;N~0,IN!,
~19!

H1 :a;N~0,1!, H0 :a50,

where SNRi is generated by substituting theith realization of
the environmental parameters into Eq.~4!. Note thata andn
are normalized so thatCov(a)51 andCov~n! is an identity
matrix of sizeN. In this discrete hypothesis test, environmen-
tal uncertainty is incorporated partly through the probability,
1/M , of the ith realization of the signal wavefront in the
received data and partly through the structure of the signal
matrix.

B. Optimal Bayesian predictor

It is often difficult to express the ROC in closed-form
for optimal Bayesian detectors. In this section, a useful ap-
proximate analytical expression to the ROC is developed.

The development of the optimal Bayesian predictor be-
gins with the discrete likelihood ratio, obtained by utilizing
the signal matrix:

l~r !5(
i 51

M

l i /M , l i5exp~Bi ur†si u2!/Ai ,

~20!~20!
Ai5SNRi11, Bi5SNRi /2sn

2~SNRi11!,

The first approximation is the decision rule approxima-
tion. The optimal decision rule ‘‘ifl>b, decideH1 and if

l,b, decideH0’’ is approximated by ‘‘if l i>b for any i
P1,...,M , decideH1 and if l i,b for all i 51,...,M , decide
H0 .’’ This approximation has been studied in general.22

However, the authors are not aware of it being used to derive
detection performance in a physics-based uncertain environ-
ment. Using this approximation, the ROC can be expressed
as

12PF~b!5P~l i,b,i 51,...,M uH0!,
~21!

12PD~b!5P~l i,b,i 51,...,M uH1!.

A second approximation is a constant SNR approxima-
tion, i.e., SNRi5SNR for i 51,...,M . This assumes that the
received signal energy at the receiving array is relatively
independent of the perturbations in the ocean transfer func-
tion due to ocean environmental and source position uncer-
tainties. For a short vertical array or horizontal array, the
constant SNR approximation and the resultant optimal Baye-
sian predictor might fail because the received signal energy
is sensitive to source range variation.

Using this approximation and replacingAi andBi with
constantA andB, Eq. ~21! becomes

12PF~b8!5P~ ur†si u2,b8,i 51,...,M uH0!,
~22!

12PD~b8!5P~ ur†si u2,b8,i 51,...,M uH1!,

whereb85 log(b/A)/B.
A third approximation is to estimate the rank of the sig-

nal matrix as the number of significant eigenvalues of the
signal matrix. Assume the rank isR. It is shown23 that the
dimensionality of the data vector in the hypothesis testing
problem can be reduced fromN to R without affecting the
detection performance. Here the hypothesis testing problem
differs from Ref. 23 in that the signal vectorsi is selected
from the signal matrix of rankR with the probability 1/M
whereas it is assumed in the reference that the signal vector
is linearly transformed from a parameter vector with a
known transform matrix of rankR. However, by considering
the signal matrix as the transform matrix and using a column
vector as the parameter vector whoseith element is one and
whose other elements are zeros, the signal vectorsi can be
treated as a linear transformation of the parameter vector.
The procedures in Ref. 23 can be applied here, yielding

u5ASNRavi1w, i P1,...,M , w;N~0,IR!,
~23!

H1 :a;N~0,1!, H0 :a50,

whereu5U1
†r , vi5U1

†si , w5U1
†n, andU1 is the significant

R column of theN3N unitary matrix U that is generated
from a singular value decomposition of the signal matrix.
Note thatU1 is associated withR significant eigenvalues.
The dimensionality of the data vector, the signal wavefront,
and the diffuse noise are reduced fromN to R.

Since assumingv1 as the reference signal wavefront
does not change the derivations forPF andPD , substituting
Eq. ~23! in Eq. ~22! results in

12PF~b8!5P~ uw†vi u2,b8,i 51,...,M !,
~24!

12PD~b8!5P~ u~ASNRav11w!†vi u2,b8,i 51,...,M !.
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Both PD and PF can be expressed as a multidimensional
integral of the probability density function of an independent
complex Gaussian vector of sizeR in a constrained space.

Let r15ASNRav11w, wherer1 is a complex Gaussian
random vector with covariance matrixCov(r1)51
1SNRv1v1

† . Using singular value decomposition generates
Cov(r1)5QLQ†, whereQ is a unitary matrix and diag~L!
5@SNR11,1,...,1#. Then r1 can be transformed to an inde-
pendent Gaussian vectorz with covariance matrixL. Substi-
tuting r15Qz in Eq. ~24! and usingA5SNR11 yields

12PD~b8!5P~ uz†Q†vi u2,b8,i 51,...,M !

5E
D

expS 2uz1u2A212(
i 52

R

uzi u2D
3p2RA21 dz, ~25!

where the domain of the integration isD5$uz†Q†vi u2

,b8,i 51,...,M %.
Substitutingw†5z†Q† in the PF expression in Eq.~24!

produces

12PF~b8!5E
D

expS 2(
i 51

R

uzi u2Dp2R dz. ~26!

Now the domain of the integration for bothPF andPD is D,
which is an irregular convex body inR space. Although ac-
curatePF and PD can be obtained with intensive numerical
computations, it is difficult to derive closed-form expressions
for PF and PD because of the irregularity of the integration
domain. To obtain an approximate ROC expression, a regular
convex bodyC5$uzi u2,g,i 51,...,R% is used to replaceD in
Eqs.~25! and~26!. Considering the integration functions are
Gaussian for bothPF andPD , whose energy is concentrated
on the origin, the approximation error due to moderate inte-
gration domain differences that are close to the boundary can
be moderate. However, it is difficult to derive an analytical
error bound. The accuracy of this approximation, in terms of
the final goal of obtaining the ROC, is verified in the simu-
lation section.

Regardless of the approximation in the integration do-
main, the PF and PD approximation errors are zero at
SNR50 and SNR5`. When the SNR is zero, thePD expres-
sion is the same as thePF expression, and the parameterg in
domainC can be adjusted such that the integrations onC for
PF andPD are accurate. When the SNR reaches infinity, the
PD computed usingC or D equals to one. The parameterg in
C can be adjusted to computePF accurately.

With this approximation, Eqs.~25! and ~26! become

12PF~g!'~12exp~2g!!R,
~27!

12PD~g!'~12exp~2gA21!!~12exp~2g!!R21.

Finally, combiningPF andPD yields

PD'12~12PF!~R21!/R

3~12~12~12PF!1/R!1/~SNR11!!, ~28!

where the parameter SNR is the signal-to-noise ratio at the
receivers@Eq. ~4!#. In real applications, the SNR can be re-

placed by the average SNR over realizations of the uncertain
environment, i.e.,

SNR5
1

M (
i 51

M

SNRi . ~29!

The parameterR is the rank of the signal matrix. Strictly
speaking, the rank is equal to the number of nonzero eigen-
values. For practical purposes, the rank is determined by the
number of significant eigenvalues that exceed a threshold. As
shown in Ref. 23, the eigenvalues can be considered as
weights to the signal sourcea. Nonsignificant eigenvalues
yield little information ~whethera50 or aÞ0) for source
detection. Therefore, we only consider the number of signifi-
cant eigenvalues to estimate the rank in order to predict de-
tection performance. Equation~28! is one of the key results
of this paper. The accuracy of this approximate analytical
ROC form of the optimal Bayesian predictor is verified in
the simulation section.

The computational speed improvement of the optimal
Bayesian predictor over the Monte Carlo performance evalu-
ation approach is significant. The primary computational cost
for the Monte Carlo approach is the generation of samples of
the likelihood ratio for each hypothesis, which is about
O(LMN), whereL is the number of samples,M is the num-
ber of columns in the signal matrix, andN is the number of
array sensors. The primary computational cost for the opti-
mal Bayesian predictor is the computation of the eigenval-
ues, in order to estimate the approximate rank of the signal
matrix, which isO(N3).24,25 Typically, M is greater thanN,
andL is above 1000 to achieve a precision inPD andPF of
about 0.001, which in turn is about ten times greater thanN.
Therefore, the analytical approach speedup is typically more
than an order of magnitude over the Monte Carlo approach.

Figure 2 illustrates Eq.~28! by plottingPD as a function
of the uncertainty scaleR, the SNR at the receivers, andPF .
Figure 2~a! plots PD as a function ofR on a logarithmic
scale, assumingPF50.01 and for SNR50, 10, or 20 dB. It is
shown in Fig. 2~a! that PD is approximately inversely pro-

FIG. 2. Analytical detection performance predictions for the optimal Baye-
sian predictor.~a! PD as a function ofR at fixed PF50.01, ~b! PD as a
function of SNR at fixedPF50.01, and~c! normal-normal ROC curves as a
function of R and SNR.
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portional toR on a logarithmic scale for all three SNR val-
ues. Figure 2~b! predicts the optimal detection performance
as a function of SNR in the presence of environmental un-
certainty of scaleR for PF50.01. The degradation inPD

caused by environmental uncertainty is greater when SNR is
less than about 20 dB. In Fig. 2~c!, three groups of ROC
curves for three SNR values are plotted using normal-normal
coordinates. It is often convenient to plot the ROC on
normal-normal coordinates. If the underlying distributions of
the test statistics for the ROC are normal or Gaussian, the
ROC plots as a straight line. In addition, this presentation of
the ROC magnifies the region of low probability of false
alarm,PF , similar to log-log coordinates. This plot provides
a good comparison of the impact of environmental uncer-
tainty and SNR on the detection performance. It shows that
varying R from 1 to 100 or decreasing SNR about 5 dB
causes comparable detection performance degradation.

C. Matched-ocean predictor

Since the test statistic for the matched-ocean detector
can be considered a chi-square random variable for both hy-
potheses, an accurate analytical ROC expression for the
matched-ocean predictor is available. The resulting form is
similar to the ROC for the matched filter detector23 and the
power-type ROC.26

Usingsk as an abbreviated notation fors(Cknown,Sknown)
in Eq. ~15! results in

~lmatched8 uH0 ,sk!5un†sku2,
~30!

~lmatched8 uH1 ,sk!5u~ask1n!†sku2.

Let x05n†sk and x15(ask1n)†sk . Since n is a complex
Gaussian vector, scalara is a complex Gaussian random
variable, andsk is a known vector, bothx0 andx1 are com-
plex Gaussian random variables. Their absolute squares are
chi-square random variables, with two degrees of freedom.
The resultant conditional probability density functions are

p~lmatched8 uH0 ,sk!5exp~l8/C0!/C0 ,
~31!

p~lmatched8 uH1 ,sk!5exp~l8/C1!/C1 ,

where C05Cov(x0)52sn
2sk

†sk and C15Cov(x1)
5C0(SNR(sk)11).

Substituting the conditional probability density func-
tions of the test statistics in Eq.~6! produces

PF~busk!5E
b

`

dlmatched8 p~lmatched8 uH0 ,sk!

5exp~2b/C0!,
~32!

PD~busk!5E
b

`

dlmatched8 p~lmatched8 uH1 ,sk!

5exp~2b/C1!,

and the ROC expression

PD5PF
C0 /C15PF

1/~SNR~sk!11! . ~33!

Since the signal wavefrontsk might be anysi in the
signal matrix with probability 1/M , the matched-ocean pre-

dictor is expressed as an average ROC expression

PDmatched
5(

i 51

M

PF
1/~SNR~si !11!/M . ~34!

This simple matched-ocean predictor is dependent only on
the SNR of the known signals.

D. Mean-ocean predictor

To derive the mean-ocean predictor, we assumer5ast

1n for theH1 hypothesis, wherest represents the real signal
wavefront. Replacings(Cmean,Smean) by sm for simplicity in
Eq. ~16! yields the expressions for the test statistic, givensm

andst :

~lmean8 uH0 ,sm!5un†smu2,
~35!

~lmean8 uH1 ,st ,sm!5u~ast1n!†smu2.

Let x05n†sm andx15(ast1n)†sm . Similar to the previous
subsection, the absolute squares of bothx0 and x1 are chi-
square random variables, with two degrees of freedom. Their
probability density functions are

p~lmean8 uH0 ,sm!5exp~l8/D0!/D0 ,
~36!

p~lmean8 uH1 ,sm ,st!5exp~l8/D1!/D1 ,

where D05Cov(x0)52sn
2sm

† sm and D15Cov(x1)
52sa

2ust
†smu212sn

2usmu2.
Given the real signal wavefrontst and the mean-ocean

signal wavefrontsm , the analytical ROC form for this mis-
matched condition can be expressed as

PDmismatched
5PF

D0/D1, 5PF
1/~r~st ,sm!SNR~st!11! , ~37!

wherer(st ,sm)5ust
†smu2/ustu2usmu2. The above ROC expres-

sion depends on SNR(st) andr(st ,sm) only, wherer(st ,sm)
is the correlation of the true signal wavefront with that of the
assumed. The parameterr characterizes the performance
degradation caused by the mismatched environmental pa-
rameters in the model.

Consideringst might be anysi in the signal matrix with
probability 1/M , the ROC for the mean-ocean predictor can
be expressed as an average of the mismatched cases:

PDmean
5(

i 51

M

PF
1/~r~si ,sm!SNR~si !11!/M ~38!

The mean-ocean predictor predicts the average performance
degradation due to environmental mismatch, which is deter-
mined primarily by the correlation coefficientsr(si ,sm), i
51,...,M . It predicts that the performance of the mean-ocean
detector decreases as source range increases, as the effects of
small errors in the exp(2jkmrs) term @Eq. ~2!# accumulate,
resulting in mismatch between the mean-ocean signal and
the data.

E. Energy predictor

The energy detection algorithm neither requires nor
could it use any knowledge about the ocean variables and
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source location, even if such information were available. The
performance evaluation of the energy detector provides a
simple but useful lower performance bound.

To derive the energy predictor, the distributions of the
energy test statistic for both hypotheses are required. One
special concern in deriving the distribution function for the
H1 hypothesis is that the data depend on the reference signal
wavefrontsi , which might be any column of the signal ma-
trix with probability 1/M . Another special concern is that the
conditional test statistic given the reference signal wavefront,
l8(r usi)energy5(asi1n)†(asi1n), does not follow a chi-
square distribution, as commonly assumed for the energy
detector.5 The common assumption is made by ignoring data
spatial correlations incurred by the presence of the signal.

Since the test statistic is now the sum of correlated
gamma random variables, one can obtain analytical forms for
the ROC, using the characteristic functions.27,28

The characteristic functions oflenergy8 given H1 andH0

conditions are

F~ tuH0!5E$exp~ j t r†r !uH0%51/~12 j t2sn
2!N,

F~ tuH1!5(
i 51

M

F~ tuH1 ,si !/M , ~39!

F~ tuH1 ,si !5E$exp~ j t r†r !uH1 ,si%51/uI 2 j tD u,

whereD5E$(asi1n)(asi1n)†%52sa
2sisi

†12sn
2I .

The characteristic functionF(tuH1 ,si) is further decom-
posed into partial fractions29 to produce Fourier transforms:30

F~ tuH1 ,si !51/~12 j td0!~N21!~12 j td1i !

5 (
k51

N21

aik /~12 j td0!k1bi /~12 j td1i !,

d052sn
2, d1i5d0Ai ,

~40!
aik5~121/Ai !

k2N/Ai ,

bi52~121/Ai !
2N11, Ai5SNR~si !11.

The Fourier transforms of the characteristic functions
generate the probability density functions of the test statis-
tics:

p~lenergy8 uH0!5g~lenergy8 /sn
2,N!,

p~lenergy8 uH1!5(
i 51

M S (
k51

N21

aikg~lenergy8 /d0 ,k!

1big~lenergy8 /d1i ,1!D /M , ~41!

g~ t,N!5tN exp~2t !/G~N!.

Finally PD and PF can be obtained by substituting Eq.
~41! in Eq. ~6!:

PF~b!512g I~b,N!,

PD~b!511(
i 51

M S (
k51

N21

~121/Ai !
i 2Ng I~b,k!/Ai

2~121/Ai !
12Ng I~b/Ai ,1!D /M ,

~42!
Ai5SNRi11,

g I~b,N!5E
0

b

tN21 exp~2t !dt/G~N!,

whereg I is the incomplete gamma function. The ROC for
the energy detector depends on the number of array sensors
and the signal-to-noise ratio at the receiving array.

V. RESULTS AND DISCUSSIONS

Simulation scenarios extended from the general mis-
match benchmark model~‘‘genlmis’’ ! proposed in the May
1993 NRL Workshop on Acoustic Models in Signal
Processing17,9,5 were used to check the analytical results.
Figure 3 reviews the ‘‘genlmis’’ model, where the vertical
line array contains 100 hydrophones spaced 1 m apart rang-
ing from 1 to 100 m in depth. Table II lists the symbols
shown in Fig. 3.

In Table II, the ranges of environmental uncertainties
(D,C0 ,CD

2 ,CD
1 ,Cl ,r,a,zs) are denoted usingD variables.

The source ranger s and the upper sediment thicknesst were
assumed fixed at their mean values in the simulations.

Table III summarizes in four groups a total of 22 differ-
ent uncertain environmental scenarios and one known envi-
ronmental scenario. Since source depthD and water depthzs

are two of the most sensitive parameters, their uncertainty

FIG. 3. Benchmark ocean environment.

TABLE II. Parameters of uncertain shallow-water environments.

Environmental parameter Symbol Value range

Bottom depth D 102.56DD m
Surface sound speed C0 15006DC0 m/s
Bottom sound speed CD

2 14806DCD
2 m/s

Upper sediment sound speed CD
1 16006DCD

1 m/s
Lower sediment sound speed Cl 17506DCl m/s
Sediment density r 1.76Dr g/cm3

Sediment attenuation a 0.356Da dB/l
Sediment thickness t 100 m
Source depth zs 506Dzs m
Source range r s 6 km
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ranges,Dzs andDD, are considered separately in groups A
and B, respectively. Detection performance appears to be
relatively less sensitive to uncertainty in the other environ-
mental parameters taken individually. Therefore, we useDu
to represent (DC0 ,DCD

2 ,DCD
1 ,DCl ,Dr,Da) for simplicity

and useDu05(2.5,2.5,50,100,0.25,0.25) as a typical set of
values forDu. In Table III, group A considers six single-
source depth-uncertain scenarios withDzs increasing from 0
to 50 m. Group B includes six single water-depth-uncertainty
scenarios withDD increasing from 0 to 5 m. WhenDzs

50 in group A or DD50 in group B, the environmental
parameters are configured with their mean values and the
environment is known. Group C is group A plus the water
depth uncertainty (DD55 m) and the general ocean uncer-
tainty (Du5Du0). Group D is group B combined with the
presence of the general ocean uncertainty.

A. Performance predictions using the optimal
Bayesian predictor

The approximate optimal Bayesian predictor is checked
by comparing its prediction results with those obtained using
the Monte Carlo performance evaluation approach9 for all
simulation scenarios listed in Table III.

In the simulations, the input data was generated using
Monte Carlo sampling techniques over different ocean envi-
ronmental, source position, diffuse noise, and signal ampli-
tude and phase realizations based on the data model@Eq.
~1!#. In using the Monte Carlo approach, 5000 single snap-
shot data samples were generated for each hypothesis to pro-
duce the samples of the likelihood ratio@Eq. ~20!# and to
computePF andPD @Eq. ~5!#. The ranges of environmental
uncertainties and the ratiosa

2/sn
2 were assumed knowna

priori . Before generating the likelihood ratio samples, the
signal matrixR was generated using 80 realizations of the
signal wavefronts (M580) and the SNRi was computed us-
ing Eq. ~4!.

The optimal Bayesian predictor@Eq. ~28!# is a function
of the approximate rank of the signal matrix and the SNR.
Here, the SNR was estimated by computing the mean of the
SNRi ’s. The procedure used for choosing an approximate
rank is illustrated in Fig. 4~a! for an uncertain scenario. The
eigenvalues come from the matrixR†R. A threshold is used
to select the eigenvalues with significant energy, which in
turn determines the approximation to the dimensionality of
the signal matrix. A ‘‘best’’ threshold is not theoretically trac-
table. However, the plot of the eigenvalues shows that there
is a sharp knee in the curve, which is close to an empirically
determined threshold: 5% of the maximum eigenvalue. The

rank estimated from the empirical threshold and two other
thresholds are shown in Fig. 4~a!. Figure 4~b! shows that this
empirical threshold gives good agreement between Monte
Carlo simulation results and analytical ROC results. The
variation inPD due to changes in the threshold from 10% to
1% is illustrated by the short vertical lines in Fig. 4~b!. The
maximum variation inPD is less than 0.03. These results
illustrate that the ROC is not very sensitive to the threshold
value chosen, at and below the knee of the eigenvalue plot.

For all scenarios defined in Table III, it was verified that
the ROC results predicted by the optimal Bayesian predictor
are consistent with those obtained using the Monte Carlo
approach. The ROCs for three of the uncertain scenarios are
plotted in Fig. 5 using normal-normal coordinates. These re-
sults show that the difference inPD predicted by the Monte
Carlo approach and the optimal Bayesian predictor is small

TABLE III. Scenarios of environmental uncertainties. DefineDu
5(DC0 ,DCD

2 ,DCD
1 ,DCl ,Dr,Da) and Du05(2.5,2.5,50,100,0.25,0.25)

for simplicity.

Group of
scenarios Uncertainty configurations

A Dzs5$0,10,20,30,40,50%
B DD5$0,1,2,3,4,5%
C Dzs5$0,10,20,30,40,50%, DD55, Du5Du0

D DD5$0,1,2,3,4,5%, Du5Du0

FIG. 4. Analytical detection performance predictions for the optimal Baye-
sian predictor, for an uncertain environment configured withDu5Du0 and
DD55. The SNR at the receivers is about 10 dB.~a! Estimation of the
approximate rank for the optimal Bayesian predictor, using thresholds of
10%, 5%, and 1% respectively, from left to right.~b! ROC curves for the
optimal Bayesian predictor using 5% threshold~dash-dotted curve!, 1%–
10% thresholds~vertical lines!, and the Monte Carlo approach~solid curve!.

FIG. 5. Comparison of the detection performance predicted by the optimal
Bayesian predictor~dash-dotted curve! with the Monte Carlo approach
~solid curve! for ~a! water depth uncertainty,DD55, only; ~b! water depth
uncertainty,DD55, plus general ocean uncertainty,Du5Du0 ; and~c! wa-
ter depth uncertainty,DD55, source depth uncertainty,Dzs540, and gen-
eral uncertainty,Du5Du0 . The SNR at the receivers is about 10 dB.
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for PF greater than about 0.1 and is modest~,0.06! for PF

in the range of 0.001–0.1.

B. Quantitative effects of environmental uncertainties

Quantitative effects of environmental uncertainty on de-
tection performance predictions are illustrated in Figs. 6 and
7. In these figures the probability of detection is plotted as a

function of the range of environmental uncertainties for the
four groups of scenarios defined in Table III.

Figure 6 illustrates the detection performance predicted
by the matched-ocean predictor@Eq. ~34!#, the mean-ocean
predictor @Eq. ~38!#, and the energy predictor@Eq. ~42!#,
which are all precise analytical results. Scenario groups A–D
defined in Table III were used to generate Figs. 6~a!–~d!,
respectively, at a fixedPF50.01 and for a SNR of about 10
dB at the receivers.

In Figs. 6~a! and ~b!, the PD predicted by the matched-
ocean predictor, corresponding toDzs50 andDD50, is de-
termined only by the SNR of the mean-ocean signal andPF .
In Figs. 6~c! and ~d!, the circles arePD averaged over the
fluctuating SNRs in uncertain environments. The ROCs of
the matched-ocean detector in all scenarios provide perfor-
mance prediction upper bounds for the ideal situation in
which there is no environmental uncertainty.

The mean-ocean predictor predicts the same detection
performance as that of the matched-ocean predictor when
there is no environmental uncertainty. However, the mean-
ocean prediction,PD , falls off rapidly as the range of single
parameter uncertainty increases, as shown in Figs. 6~a! and
~b!. In Figs. 6~c! and ~d!, the performance predicted by the
mean-ocean predictor is even lower with the additional pres-
ence of general ocean uncertainty. Although one would ex-
pect the performance prediction to fall off as environmental
uncertainty increases, it will be shown that it need not fall off
this precipitously if the Bayesian optimal predictor is used.

Figures 6~a!–~d! also showPD predicted by the energy
predictor. Its prediction does not change with environmental
uncertainties, but remains a small number. This is because
the energy detection algorithm does not incorporate thea
priori knowledge of the environment at all. The performance
of the energy predictor provides a simple, yet useful perfor-
mance lower bound.

Figure 7 illustrates the effects of environmental uncer-
tainty on the optimal Bayesian predictor, at a fixedPF

50.01, for about 10-dB SNR at the receivers. The Bayesian
predictor incorporates the degree or range of environmental
uncertainty in its prediction. First, this figure shows that the
predictions made by the optimal Bayesian predictor agree
with those obtained using the Monte Carlo approach for all
four groups of scenarios in Table III. Secondly, in contrast to
the mean-ocean predictor, the performance of the optimal
Bayesian detector falls off more gradually with increasing
environmental uncertainty. These results show the impor-
tance of fully incorporating environmental uncertainty into
the sonar detection performance prediction algorithm.

C. Effects of wrong a priori knowledge

Although most of the physics is expressed in the likeli-
hood function, l(r uC,S)5exp(B(C,S)ur†s(C,S)u2)/
A(C,S), thea priori knowledge of the uncertain parameters
can affect the performance of the Bayesian detector. If thea
priori distribution of model parameters or thea priori ranges
of environmental uncertainties are wrong, the Bayesian de-
tection performance degrades, especially if the range of un-
certainty of the parameters is underestimated. Figure 8 illus-
trates the effects of overestimating or underestimating the

FIG. 6. Comparison of detection performance predictions of matched-ocean,
mean-ocean, and energy predictors, plotting probability of correct detection,
PD , as a function of increasing environmental uncertainties. The SNR at the
receivers is about 10 dB. Four groups of uncertain scenarios defined in Table
III: ~a! source depth uncertainty only,~b! water depth uncertainty only,~c!
source depth uncertainty plus general ocean uncertainty, and~d! water depth
uncertainty plus general ocean uncertainty.

FIG. 7. Comparison of the analytical detection performance prediction,PD ,
of the optimal Bayesian predictor~dash-dotted curve!, with Monte Carlo
evaluation techniques~solid curve! as a function of increasing environmen-
tal uncertainties. Also shown for comparison are the performance predic-
tions of the mean-ocean predictor~dashed curve! and the energy predictor
~dotted curve!. The SNR at the receivers is about 10 dB. Four groups of
uncertain scenarios defined in Table III:~a! source depth uncertainty only,
~b! water depth uncertainty only,~c! source depth uncertainty plus general
ocean uncertainty, and~d! water depth uncertainty plus general ocean un-
certainty.
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ranges of ocean depth uncertainty on the performance of the
Bayesian detector, using the Monte Carlo approach. The
number of signal wavefronts is 80 and the simulated data
samples for each hypothesis is 20 000.

The ROC curves are plotted using normal-normal coor-
dinates, where the dashed curve denotes the case using a
correct assumption ofDD51; the dash-dotted curve is for
the scenario assuminga priori DD55, while the truth is
DD51; the solid line denotes the scenario using a correct
assumption ofDD55; and the dotted one denotes the sce-
nario using an underestimateda priori DD51, while the
truth is DD55. The maximum degradation from the dashed
curve to the dash-dotted curve is 0.03, which shows that if
the range of ocean depth uncertainty is overestimated, the
performance degradation is modest. However, if the range of
uncertainty is underestimated, thePD performance degrada-
tion is as large as 0.1, which is significant. These results
indicate that the ROC expression@Eq. ~28!# is useful even if
the range of uncertainty is overestimated. In summary, these
preliminary results indicate that it is preferable to assume
that the ocean environmental uncertainty range is somewhat
greater than truth.

D. Comparison of performance predictions as a
function of source range

In order to get an idea of the impact of ocean environ-
mental uncertainty on detection range, the probability of de-
tection as a function of source range is plotted in Fig. 9 for
the general uncertain scenario configured withDu5Du0 and
DD55. From top to bottom, five approaches are illustrated:
the matched-ocean predictor, the optimal Bayesian predictor,
Monte Carlo performance evaluations for the optimal Baye-
sian detector, the energy predictor, and the mean-ocean pre-
dictor. Although these results are for a fixed source depth,
additional simulation results indicate that the general pattern
of PD as a function of source range is relatively independent
of source depth.

The difference between thePD curves predicted by the
matched-ocean predictor and the optimal Bayesian predictor
reflects the performance degradation due to environmental

uncertainty, even if one optimally incorporated the environ-
mental uncertainty in the Bayesian prediction algorithm. For
example, forPD50.6, the detection range is in fact 4.9 km,
not 6.8 km, as would be predicted by the matched-ocean
predictor or classic sonar equation. On the other hand, the
mean-ocean and energy predictors give too pessimistic a
view of the detection range possible in this particular uncer-
tain ocean environment.

VI. CONCLUSIONS

Analytical approximate ROC expressions, which can be
computed rapidly, have been developed for sonar perfor-
mance prediction. Using a statistical decision theory frame-
work, detection performance prediction algorithms were de-
rived that incorporate the uncertainty of the physics of the
acoustic propagation channel as well as the uncertainty of
source position in an optimal manner. These analytical ex-
pressions for the ROC enable one to compute sonar perfor-
mance prediction in a much simpler manner than is usually
possible using Monte Carlo methods.

Analytical forms were obtained for the ROC for the
matched-ocean detector, the mean-ocean detector, and the
energy detector. The matched-ocean predictor provides an
upper limiting performance bound for the case where there is
no uncertainty in the ocean environment. The mean-ocean
predictor, which uses only the mean-ocean signal rather than
the uncertain environmental knowledge available in the sig-
nal matrix, illustrates the degradation in performance due to
mismatched model parameters.

The optimal Bayesian predictor incorporates the uncer-
tainty of the physics of the acoustic propagation channel. An
algebraic expression was obtained that was shown to be an
excellent approximation for the ROC for several examples.
This expression indicates that the optimal sonar detection
performance~ROC! in diffuse noise depends primarily on
the ocean environmental uncertainty, which is captured by
the signal matrix, and the mean signal-to-noise ratio at the
receivers. These results let one obtain the ROCs in a simple
way, as contrasted to computationally intensive Monte Carlo
techniques. These results also provide a more meaningful

FIG. 8. ROCs illustrating the effect of wronga priori range of ocean depth
uncertainty on Bayesian detection performance. From top to bottom, four
cases are plotted: assumed and ground truth range of uncertainty are61 m
~dashed curve!, assumed range of uncertainty is65 m while the truth is61
m ~dash-dotted curve!, assumed and ground truth range of uncertainty are
65 m ~solid curve!, and assumed range of uncertainty is61 m range while
the truth is65 m ~dotted curve!.

FIG. 9. Detection performance predictions,PD , as a function of source
range in the general ocean uncertainty. Source depth541 m, PF50.01, and
SNR about 10 dB at source range56 km. Five performance prediction ap-
proaches: the matched-ocean predictor, the optimal Bayesian predictor,
Monte Carlo performance evaluation for the optimal Bayesian detector, the
energy predictor, and the mean-ocean predictor.
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and realistic performance prediction since it incorporates en-
vironmental uncertainty, a feature that is lacking in the clas-
sic sonar equation. These results are based on the model that
assumes a single source in spatially white noise. However,
even in this case, the results can aid in determining how
much additional information about the environmental param-
eters is necessary for a desired improvement in sonar detec-
tion performance.
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The detection performance of sonar systems can be greatly limited by the presence of interference
and environmental uncertainty. The classic sonar equation does not take into account these two
limiting factors and is inaccurate in predicting sonar detection performance. Here we have
developed closed-form receiver operating characteristic~ROC! performance expressions for the
Bayesian detector in the presence of interference in uncertain environments. Various scenarios
extended from a NRL benchmark shallow-water model were used to test the analytical ROC
expressions and to analyze the effects of interference and environmental uncertainty on detection
performance. The results show that~1! the degradation on detection performance due to interference
is greatly magnified by the presence of environmental uncertainty;~2! Bayesian sonar detection
performance depends on the following fundamental parameters: the signal-to-noise ratio, the rank of
the signal matrix, and the signal-to-interference coefficient;~3! the proposed analytical ROC
performance predictions can be computed much faster than performance evaluations with
commonly used Monte Carlo techniques. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1871732#
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I. INTRODUCTION

Sonar detection performance prediction has received
significant attention by the underwater acoustic community.
In many sonar systems,1 the sonar equation is used as a
means for predicting the detection performance. The classic
sonar equation assumes that both the signal wavefront and
the noise field directionality are knowna priori. However,
under practical circumstances, the signal wavefront and noise
field directionality are usually uncertain. The signal wave-
front is a function of the ocean environment, the source po-
sition, and the receiving array configuration. Ocean environ-
mental parameters such as water depth, sound speed profile,
bottom density, etc., have strong spatial and temporal vari-
ability, whose values are not known precisely. Source motion
limits the accuracy of the estimate of the source position.
Uncertainties in both the source position and ocean environ-
mental parameters translate to uncertainty in the signal
wavefront. The noise field directionality is usually uncertain
due to the presence of interferers with uncertain locations in
the uncertain ocean environment. In summary, the classic
sonar equation does not take into account environmental un-
certainty and hence is inaccurate, often too optimistic for a
sonar detection performance prediction in a realistic circum-
stance.

The sensitivity of the localization algorithms to the un-
certain ocean environmental parameters and the uncertain
source position parameters has generated interest in the re-
search community.2,3 Several localization algorithms that are
robust to these uncertainties have been proposed, such as the
minimum variance beamformer with multiple neighboring

location constraints~MV INCL!,3 the optimum uncertain field
processor~OUFP!,4,5 the minimum variance beamformer
with environmental perturbation constraints~MV IEPC!,6 and
the reduced-rank MFP algorithms.7 With a few modifica-
tions, these algorithms can be used to detect the presence of
a target. Robust algorithms directly proposed for detection
problems include the stationarity test8 and the Bayesian
detectors.5,9 The detection performance of those algorithms
have been reported.5,7,8 For example, the detection perfor-
mance of reduced-rank MFP algorithms has been tested us-
ing an array gain metric and using data from the Santa Bar-
bara Channel experiment.7 The spatial stationarity test8 has
been evaluated using Mediterranean vertical array data.10

However, those performance evaluations do not provide a
fundamental relationship between environmental uncertainty
and detection performance. Further, most performance
evaluations5,9,11are computed using Monte Carlo techniques
rather than through analytical means, which is computation-
ally intensive.

The presence of interference is another limiting factor to
detection performance besides environmental uncertainty.
Some detection algorithms assume a known plane wave in-
terference model.12,13The resultant performance analysis can
be too optimistic. Other detection algorithms14,15assume that
the noise field is completely unknown, requiring eitherin
situ measurements or adaptive estimations from noise-only
data, which do not take advantage of available information
about the environment and the interferers.

Here we develop a closed-form ROC expression for the
Bayesian detector in the presence of interference in uncertain
environments, which is different from previous work16 that
does not take into account interference. The principal cause
of the interference modeled here are the acoustic sourcesa!Electronic mail: lwn@ee.duke.edu
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other than the target. The Bayesian detector is modified from
the OUFP,4 which incorporates thea priori information of
the interferers. The resultant ROC expression is an algebraic
function of a few parameters: the signal-to-interference co-
efficient, which captures the effect of interference in uncer-
tain environments; the rank of the signal matrix, which char-
acterizes the degree of environmental uncertainty; and the
signal-to-noise ratio, which characterizes the combined ef-
fect of the source level, the noise level, the propagation loss,
and array gain. Simulated data generated using a NRL
benchmark shallow-water model8,5,17 are used to verify the
proposed Bayesian detection performance prediction ap-
proach, by comparing analytical results with Monte Carlo
performance evaluation results. Good agreement of those re-
sults demonstrates that the simple analytical ROC expression
derived here captures fundamental parameters of the perfor-
mance of the Bayesian detectors. This provides a more real-
istic detection performance prediction than does the classic
sonar equation. The simulation results also indicate that de-
tection performance degradation due to interference is mag-
nified by the presence of environmental uncertainty.

The paper is organized as follows. In Sec. II, the signal
and interference model is defined. In Sec. III, the detection
problem is formulated. In Sec. IV, the Bayesian detector that
incorporates thea priori information of the interferers and
uncertain environmental parameters is presented. In Secs. V,
VI, and VII, analytical ROC expressions are developed for
the Bayesian detector in known environments and in uncer-
tain environments. In Sec. VIII we verify the proposed per-
formance prediction approach and the effect of interference
on detection performance using simulated data.

II. SIGNAL AND INTERFERENCE MODEL

Typical interference models include a conventional
plane wave model for detection and parameter estimation
problems,12,13 and the Gaussian distribution model in
beamforming.18 Here, the uncertain signal and interference at
the receivers are both expressed as a function of the uncer-
tain ocean environmental parameters and acoustic source
~signal source or interferer! position parameters. With this
translation of uncertainties, the model enables a detection
algorithm to incorporate thea priori knowledge at the ocean
and source parameter level, rather than at the signal or inter-
ference wavefront level. The advantage of this translation is
that it is much easier to get a stochastic description of the
ocean and source parameters than to obtain thea priori prob-
ability density function for the signal and interference wave-
fronts.

Ocean and source position parameters are defined along
with their stochastic descriptions. The ocean environmental
parameters,C, represent ocean properties affecting the
acoustic propagation. Such properties include water depth,
sound speed profile, surface roughness, bottom composition
and roughness, etc. The signal source position relative to the
receiving array is denoted byS. The number of interferers,
K, is assumed a known constant. Thekth interferer position
is denoted bySk and the set of all interferer positions is
denoted byS̄f . The set of parametersC, S, andS̄f together

constitute an uncertain environment. Environmental uncer-
tainty is quantified by assigning ana priori probability den-
sity function~pdf! over a finite range of possible values. It is
assumed thatC, S, and S̄f are statistically independenta
priori , with uniform pdf’s denoted byp(C), p(S), and
p(S̄f) that are defined on uncertainty rangesVC , VS, and
V S̄f

. The uncertainty ranges are assumed known.
The received signal and interference are both assumed to

be a spatial vector in the frequency domain, narrow band,
centered at a known frequencyf 0 . The received signal con-
sists of three components: the signal wavefront, the signal
source, and the received signal energy. The normalized sig-
nal wavefronts~C,S! is given by

s~C,S!5H~C,S!/iH~C,S!i , ~1!

where H~C,S! is the frequency–domain ocean acoustic
transfer function, which is the acoustic pressure field
sampled at an arbitrary receiving array ofN sensors, given
ocean environmental parametersC and source position pa-
rametersS. Herei•i means the 2-norm on a complex vector
space.

The signal sourcea represents uncertainties in the am-
plitude and phase of the source in the frequency domain. It is
a normalized random variable with zero mean and unit vari-
ance,a;N(0,1). Here;means ‘‘is distributed as’’ andN
means complex Gaussian distribution.

Because the effects of the signal variance,sa
2, the dif-

fuse noise variance,sn
2, and the norm of the ocean transfer

function on the detection performance are indistinguishable,
a single model parameter, the signal-to-noise ratio~SNR!, is
defined as

SNR~C,S!5sa
2iH~C,S!i2/sn

2. ~2!

It is not an element-level SNR but an array-level SNR. The
ratio sa

2/sn
2 is assumed a known constant. The SNR~C,S!

depends onsa
2/sn

2 and the realizations of the signal wave-
front due to uncertain environmental parameters. In practice,
an estimate of the noise variance may be obtained using ad-
ditional measurements at neighboring frequencies that con-
tain only diffuse noise. The received signal energy,
sa

2iH(C,S)i2, may be estimated from measurements at the
source frequencies, and consequently the SNR may be ob-
tained. Using the definition of the SNR, the received signal is
expressed asASNR(C,S)sn

2as(C,S).
The kth interference,AINRk(C,Sk)sn

2bkfk(C,Sk), also
consists of three components. The normalized interference
wavefront is given by

fk~Ck ,Sk!5H~C,Sk!/iH~C,Sk!i . ~3!

The interference source,bk;N(0,1), represents normal-
ized interferer amplitude and phase. The energy of thekth
interference is given by INRk(C,Sk)sn

2, where the array
level interference-to-noise ratio~INR! depends on the source
variance of thekth interferer,sbk

2 , the diffuse noise variance,

and the norm of the ocean transfer function:

INRk5sbk

2 iH~C,Sk!i2/sn
2. ~4!
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Here, the ratiosbk

2 /sn
2 is assumed a known constant. In prac-

tice, an estimate ofsbk
may be obtained from measurements

at neighboring interference frequencies other than the signal
frequency.

III. DETECTION PROBLEM

The detection problem is formulated as a doubly com-
posite binary hypotheses testing problem. For an arbitrary
array ofN sensors, the observation is anN31 spatial vector
in the frequency domain, obtained using a narrow-band Fou-
rier transform of the snapshot. Theith data element is trans-
formed from the snapshot received by the sensor at theith
location. Given the observation, we must decide between
two hypotheses: the ‘‘null’’ hypothesisH0 and the ‘‘signal
present’’ hypothesisH1 , in the presence of interference and
environmental uncertainty. The null hypothesis assumes that
the data consist of diffuse noise and uncertain interference.
The H1 hypothesis assumes that the data consists of the re-
ceived signal, in addition to diffuse noise and interference.

H1 :r5ASNR~C,S!sn
2as~C,S!1n1 ,

H0 :r5n1 ,

n15 (
k51

K

AINRk~C,Sk!sn
2bkfk~C,Sk!1snn0 , ~5!

n0;N~0,IN!,

C;p~C!, S;p~S!, Sk;p~Sk!,

where diffuse noisesnn0 is modeled by a spatial complex
Gaussian vector in the frequency domain.

In Eq. ~5!, the signal wavefront is a function of the con-
tinuous random variablesC andS. To computationally pre-
dict the performance of detection algorithms in an uncertain
environment, a discrete representation of the uncertain signal
wavefront is needed. A matrix composed ofM realizations of
the signal wavefront due to environmental uncertainties, re-
ferred to as the signal matrixR, is defined by applying
Monte Carlo sampling techniques,16

R5@s1 ,s2 ,¯,sM#,

5@s„~C,S!1…,s„~C,S!2…,...,s„~C,S!M…#, ~6!

where (C,S) i( i 51¯M ) represents theith realization of the
environmental parameters~C,S!. If M is large enough, the
signal matrix is a good representation of realizations of un-
certain signal wavefronts. Therefore, the detection problem
can be formulated based on the signal matrix rather than on
a continuous form of the signal wavefronts.

The kth interference matrix is defined similarly to the
signal matrix:

Tk5@ fk1,fk2,...,fkL #,

5@ fk„~C,Sk!1…,fk„~C,Sk!2…,...,fk„~C,Sk!L…#. ~7!

Although the signal and interference both involve the same
uncertain environment~C!, their source position uncertain-
ties ~S vs Sk) may differ. The number of realizations for the
interference is denoted byL.

By applying the concept of the signal and interference
matrices, and multiplying by the scalar 1/sn on both sides of
Eq. ~5! for simplicity, the detection problem is formulated in
a discrete form:

H1 :r5ASNRiasi1n1 , i P1¯M

H0 :r5n1 ,
~8!

n15 (
k51

K

AINRklbkfkl1n0 , l P¯L

n0;N~0,IN!,

where SNRi5SNR„(C,S) i…, INRkl5INRk„(C,Sk) l…, si is
an arbitrary column of the signal matrix with probability
1/M , and fkl is an arbitrary column of thekth interference
matrix with probability 1/L.

In the detection problem, diffuse noise (n0), interference
source (bk), signal source~a!, and environmental parameters
~C, S, andSk) are assumed statistically independent.

IV. BAYESIAN DETECTOR

From signal detection theory, the optimal detector is the
Bayesian detector that fully incorporates thea priori knowl-
edge of the uncertain parameters. The derivation of the Baye-
sian detector begins with the likelihood ratio20

l~r !5
p~r uH1!

p~r uH0!
. ~9!

Based on the signal and interference model, the data
vector under both hypotheses are assumed to be conditional
complex Gaussian:

p~r uH1 ,C,S̄f ,S!

5exp„2r†M1
21~C,S̄f ,S!r …/upM1~C,S̄f ,S!u, ~10!

p~r uH0 ,C,S̄f !5exp„2r†M0
21~C,S̄f !r …/upM0~C,S̄f !u,

where

M1~C,S̄f ,S!5SNR~C,S!s~C,S!s†~C,S!1M0~C,S̄f !,
~11!

M0~C,S̄f !5 (
k51

K

INRk~C,Sk!fk~C,Sk!fk
†~C,Sk!1IN .

The likelihood ratio@Eq. ~9!# is a doubly composite hy-
potheses test:

l~r !

5
*C* S̄f

*SdC dS̄f dSp~r uH1 ,C,S̄f ,S!p~C!p~S̄f !p~S!

*C* S̄f
dC dSf p~r uH0 ,C,S̄f !p~C!p~S̄f !

.

~12!

The probability density functions of the data vector with en-
vironmental and source position uncertainties forH1 andH0

hypotheses are given by the nominator and the denominator
of the right side of Eq.~12!, respectively. Both are non-
Gaussian and are the result of integrating the conditional
complex Gaussian probability density functions over the un-
certain environmental parameters.

1956 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 L. Sha and L. W. Nolte: Bayesian sonar detection performance in interferences



In order to capture analytically the detection perfor-
mance in a tractable manner a simpler approximate test sta-
tistic is postulated. The approximation is that the noise field
is a multivariate complex Gaussian distribution, character-
ized by the covariance matrixM̂0 , whereM̂0 is M0(C,S̄f)
@Eq. ~11!# integrated over uncertain ocean environmental pa-
rameters and interferer positions:

M̂05E
C
E

S̄f

dC dS̄f p~C!p~S̄f !M0~C,S̄f !

5E
C
E

S̄f

dC dS̄f p~C!p~S̄f !

3 (
k51

K

INRk~C,Sk!fk~C,Sk!fk
†~C,Sk!1I . ~13!

The covariance matrixM̂0 incorporates the effect of environ-
mental uncertainty and the presence of interference through
integrations over uncertain ocean environmental parameters
and interferer position parameters. The matrixM̂0 is no
longer an explicit function of interferer positions and envi-
ronmental parameters, but a function of interference and en-
vironmental uncertainty ranges. This approach is different
from the approach that assumes a known covariance matrix,
which requires too mucha priori information. It also differs
from the approach that uses the estimation of the covariance
matrix from the collection of noise-only data, which relies
too much on the data, but does not take advantage of the
availablea priori information about the interferer positions
and the environmental parameters.

The concept of the interference matrices is applied to
numerically compute the covariance matrix, yielding

M̂05
1

L (
l 51

L

(
k51

K

INRklfklfkl
† 1I . ~14!

Assuming that the noise field is multivariate complex
Gaussian, the distributions of the data conditional to both
hypotheses become

p~r uH1 ,C,S!5exp~2r†M̂1
21r !/upM̂1u,

~15!
p~r uH0!5exp~2r†M̂0

21r !/upM̂0u,

whereM̂15SNR(C,S)s(C,S)s(C,S)†1M̂0 .
Therefore the likelihood ratio can be approximated by

l̃~r !5E
C
E

S
dC dSl~r uC,S!p~C!p~S!, ~16!

where the conditional likelihood ratio is given by

l~r uC,S!5p~r uH1 ,C,S!/p~r uH0!. ~17!

Using Woodbury’s identity,21

M̂1
215M̂0

212
M̂0

21SNR~C,S!s~C,S!s~C,S!†M̂0
21

11SNR~C,S!s~C,S!†M̂0
21s~C,S!

.

~18!

Using properties of the matrix determinant,

uM̂1u5uM̂0u„11SNR~C,S!s~C,S!†M̂0
21s~C,S!…. ~19!

Substituting Eqs.~15!, ~18!, and~19! in Eq. ~17! results
in

l~r uC,S!5
1

11SNR~C,S!G~C,S!

3expS 2
SNR~C,S!ur†M̂0

21s~C,S!u2

11SNR~C,S!G~C,S!
D ,

~20!
G~C,S!5s†~C,S!M̂0

21s~C,S!,

where the termG(C,S) is referred to as the signal-to-
interference coefficient. It includes uncertain interferer posi-
tion parameters through the approximate covariance matrix
of the noise field,M̂0 . The product of SNR andG can be
referred to as the ‘‘signal-to-interference-plus-noise ratio
~SINR!,’’ which is comparable to the SINR defined in the
literature.21,13The difference between our definition of SINR
and others is that the product of the SNR andG in Eq. ~20!
is derived from a Bayesian detection viewpoint. Other defi-
nitions of SINR are results from a beamforming perspective,
concentrating on the total effect of the noise field, usually in
a known environment.

Finally, the Bayesian detector that incorporates thea pri-
ori information of environmental uncertainties and the inter-
ferers is given by Eqs.~16!, ~20!, and~13!.

To numerically compute the likelihood ratio, the concept
of the signal matrix is applied to generate a discrete version
of the approximate likelihood ratio:

l̃~r !5
1

M (
i 51

M

l i ,

l i5
1

11SNRiGi
expS 2

SNRi ur†M̂0
21si u2

11SNRiGi
D ,

~21!
Gi5si

†M̂0
21si ,

SNRi5SNR„~C,S! i….

Note that the computation ofGi includes the inverse ofM̂0 ,
which is sensitive to small eigenvalues ofM̂0 . In the pres-
ence of small eigenvalues, an ‘‘eigenvalue threshold’’
method19 can be used to compute the matrix inversion.

V. PERFORMANCE PREDICTIONS IN KNOWN
ENVIRONMENTS

In a known environment, it is assumed that the ocean
and the source position parameters are knowna priori. Con-
sequently, the signal and interference wavefronts are as-
sumed known. In this case, the ROC for the proposed Baye-
sian detector provides a benchmark to be compared with
detection performance predictions in uncertain environ-
ments. Here, the analytical ROC performance prediction ex-
pressions are derived. The effect of interference on the de-
tection performance in known environments is analyzed.

A known environment assumption is equivalent to as-
suming that thea priori distributionsp(C), p(S), andp(Sk)
are delta functions. Substituting these conditions in Eq.~20!
results in the likelihood ratio specific to a known environ-
ment:
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l~r !5
1

11SNR* G
expS 2

SNRur†M0
21su2

11SNR* G D ,

~22!
G5s†M0

21s,

where M05(k51
K INRkfkfk

†1IN , SNR, G, s, INRk , and fk

denote SNR~C,S!, G(C,S), s~C,S!, INRk(C,Sk), and
fk(C,Sk), respectively, for simplicity.

Since SNR andG are constants under the assumption of
a known environment,l8, a monotonic function of the like-
lihood ratio, is also optimal:

l8~r !5ur†M0
21su2. ~23!

Since l8 can be considered a chi-square random variable
with two degrees of freedom for both theH1 andH0 hypoth-
eses, an accurate analytical ROC expression for the optimal
Bayesian detector is available using similar derivations as in
Ref. 16. First, the probability density functions ofl8 to both
hypotheses are given by

p~l8uH0!5exp~l8/G!/G,
~24!

p~l8uH1!5
1

SNR* G21G
exp„l8/~SNR* G21G!….

From signal detection theory,

PF~b!5E
b

`

dl8 p~l8uH0!,

~25!

PD~b!5E
b

`

dl8 p~l8uH1!.

Substituting Eq.~24! in Eq. ~25! yields

PF~b!5exp~2b/G!,
~26!

PD~b!5exp„2b/~SNR* G21G!….

CombiningPD andPF results in the ROC expression for the
Bayesian detector in the presence of interference in known
environments.

PD5PF
1/~SNR* G11! , G5s†M0

21s. ~27!

If only a single interferer is present, substitutingM0
21

5I2INRff†/(11INR) in Eqs. ~22! and ~27! yields the de-
tector statistic

l8~r !5ur†S I2
INR

11INR
ff†D su2, ~28!

and the performance prediction

PD5PF
1/~SNR* G11! , G5S 12

INR

11INR
uru2D , ~29!

where f denotes the known interference wavefront, andr
5s†f is the correlation coefficient between the signal wave-
front and the interference wavefront.

With the simple analytical ROC expressions, the effect
of interference on detection performance is captured by the
role of the key parameterG5s†M0

21s. Since the covariance
matrix M0 is positive definite,G is a positive number. Since
the eigenvalues ofM0 are equal or greater than one, the

eigenvalues ofM0
21 are in the range of zero and one. A

singular value decomposition ofM0
21 generatesM0

21

5ULU†, whereU is a unitary matrix andL is a diagonal
matrix composed of the eigenvalues ofM0

21. Since the ei-
genvalues are in the range of zero and one,G5s†ULU†s
<s†UU†s5s†s51. Therefore,G is in the range of zero and
one. ConsideringG is a weighting factor to the SNR in the
ROC expression in Eq.~27!, this range ofG means that the
presence of interference always decreases the SNR and con-
sequently decreases the detection performance. The stronger
the interference, the closer theG approaches zero, and the
greater the performance degrades. On the other hand, if there
is no interference,G is one, which does not impact the de-
tection performance.

In the presence of a single interferer,G is determined by
the INR anduru, as shown in Eq.~29!. The INR represents
the energy of the interference as compared to the variance of
diffuse noise at the receivers. Theuru characterizes spatial
similarity between the interference wavefront and the signal
wavefront. This case is illustrated in Fig. 1. In Fig. 1~a!, PD

is plotted as a function of INR for a set ofuru’s. It shows that
the stronger the interference, the worse the detection perfor-
mance. However, performance degradation is modest if the
correlation coefficient between the interference and signal
wavefronts is small. In Fig. 1~b!, PD is plotted as a function
of uru for a set of INRs. It shows that whenuru is less than 0.5,
a single interferer has little impact on the detection perfor-
mance, even if its energy is very strong.

The effect of interference on detection performance in
known environments has been studied previously using dif-
ferent performance metrics.12,13 The performance metric
used in Ref. 12 is a distance measure, and that used in Ref.
13 is array gain. Here we use the ROC metric, which is
directly relevant to the ultimate goal of target detection. Fig-
ure 6.11 in Ref. 13 shows that the stronger the interference,
the better the optimum array gain performance, which is dif-
ferent from our ROC performance result, as shown in Fig. 1.

FIG. 1. Detection performance prediction in the presence of a single inter-
ference in a known ocean environment@Eq. ~28!#. ~a! PD as a function of the
interference-to-noise ratio, INR, at fixedPF50.1 for variousr values;~b!
PD as a function ofr at fixedPF50.1 for various INRs.
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The optimum array gain is an empirical metric defined as the
array output to an input signal-to-noise ratio. When the noise
field is diffuse noise only, the array gain metric is consistent
with the ROC metric. In the presence of interference, the
array gain metric cannot completely capture the effect of
interference on detection performance. The utilization of ar-
ray gain as the detection performance metric in the presence
of interference can result in misleading conclusions.

VI. THE EFFECT OF UNDERESTIMATING THE
NUMBER OF INTERFERERS

The Bayesian detector developed in this paper is de-
signed for a known number of interferers. In practice, the
Bayesian detection performance may be affected by the
wrong a priori knowledge of the number of interferers. In
this section, the effect of underestimating the number of in-
terferers on Bayesian detection performance is quantified for
a known ocean environment.

The data vector to both hypotheses are given by

H1 :r5ASNRiasi1AINRK11bK11fK111n1 ,

i P1¯M ,

H0 :r5AINRK11bK11fK111n1 , ~30!

n15 (
k51

K

AINRkbkfk1n0 , n0;N~0,IN!.

Equation~30! differs from Eq.~8! in the number of interfer-
ers.

Substituting Eq.~30! in Eq. ~23! yields the test statistic

~lmismatch8 uH0!5u~ INRK11bK11fK111n1!†M0
21su2,

~31!
~lmismatch8 uH1!5u~ASNRiasi1INRK11bK11fK11

1n1!†M0
21su2.

Let x05(AINRK11bK11fK111n1)†M0
21s and x1

5(ASNRiasi1AINRK11bK11fK111n1)†M0
21s. The abso-

lute squares of bothx0 and x1 are chi-square random vari-
ables, with two degrees of freedom. Their probability density
functions are

p~lmismatch8 uH0!5exp~l8/D0!/D0 ,

p~lmismatch8 uH1!5exp~l8/D1!/D1 , ~32!

D05G1Gm , D15G1SNR* G21Gm ,

where

G5s†M0
21s, Gm5INRK11us†M0

21fK11u. ~33!

Substituting Eqs.~32! and~33! in Eq. ~25! and combin-
ing PF andPD yields the analytical ROC expression

PDmismatched
5PF

1/~11SNR* G/Gm! . ~34!

Equation~34! differs from Eq.~27! in that the effect of ig-
noring theK11th interferer on the Bayesian detection per-
formance is captured by a degrading factor,Gm , to the SNR.
From theGm expression, we see that the higher the interfer-
ence source level, and the higher the terms†M0

21fK11 , the

stronger degradation caused by underestimating the inter-
ferer number.

SubstitutingK50 in Eq. ~33! yields the degrading fac-
tor for the Bayesian detection algorithm that assumes diffuse
noise only, while the true noise field is composed of a single
interference plus diffuse noise:

Gm511INRuru2, r5s†f . ~35!

VII. PERFORMANCE PREDICTIONS IN UNCERTAIN
ENVIRONMENTS

Detection performance predictions become more diffi-
cult in the presence of interference and environmental uncer-
tainty. Both factors can greatly limit the detection perfor-
mance. Quantitative descriptions about the role of each
factor on the detection performance are of practical interest.
In this section, the analytical ROC expression is derived for
the Bayesian detector in the presence of interference in an
uncertain environment.

In Ref. 16, where the noise field is assumed to be diffuse
noise only, the resultant analytical ROC expression for the
Bayesian detector in uncertain environments is

PD512~12PF!~R21!/R~12„12~12PF!1/R
…

1/~SNR11!!,
~36!

whereR is the rank of the signal matrix, characterizing the
degree of environmental uncertainty. The SNR is the array-
level signal-to-noise ratio at the receivers, assumed in the
derivation to be constant over environmental uncertainty.

Here we transform the problem to the detection problem
defined in Ref. 16 and exploit the result in Ref. 16. First, a
prewhitening procedure is performed on the noise field. A
singular value decomposition of the covariance matrix of the
noise field generatesM̂05UfL fUf

† , whereUf is a unitary
matrix andL f is a diagonal matrix composed of the eigen-
values ofM̂0 . If Q5L f

21/2Uf
† , then Q is full rank. Since

multiplying a full rank matrix on both sides of Eq.~8! does
not change the detection performance, the detection problem
becomes

H1 :r5ASNRiaQsi1n, i P1¯M ,

H0 :r5n, n;N~0,IN!, ~37!

where the noise fieldn is diffuse noise only.
Then the portion of the received signal,ASNRiaQsi , is

rewritten to fit into the framework of the detection problem
defined in Ref. 16. The new signal wavefront vector is de-
fined as

si85Qsi /A~Qsi !
†Qsi ,

5Qsi /Asi
†M̂0

21si ,

5Qsi /AGi . ~38!

The new signal wavefront vector preserves the property
si8

†si851.
Substituting Eq.~38! in Eq. ~37! results in

H1 :r5ASNRiGiasi81n, i P1¯M ,

H0 :r5n, n;N~0,IN!. ~39!
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Now the detection problem in the presence of interference is
translated to the detection problem in diffuse noise,16 with
the product of the SNRi and Gi replacing SNRi , and with
the new signal matrixR85@s18 ,s28 ,...,sM8 # replacing the
original signal matrixR. The SNRi is the signal-to-noise
ratio at the receivers, which is assumed constant in the deri-
vations in Ref. 16. The parameterGi is the signal-to-
interference coefficient. An additional assumption used here
is that Gi is constant over environmental uncertainty, i.e.,
Gi5G for i 51¯M . SinceR85QR/AG and the transfor-
mationQ/AG is full rank, the rank of the new signal matrix
is equal to the rank of the original signal matrix, which isR.

Using similar steps as in Ref. 16, an analytical ROC
expression for the Bayesian detector in the presence of inter-
ference in uncertain environments is obtained. This ROC ex-
pression differs from Eq.~36! in that the product of the SNR
andG replaces the SNR:

PD512~12PF!~R21!/R

3~12„12~12PF!1/R
…

1/~SNR* G11!!. ~40!

In real applications, the SNR andG could be replaced by the
average SNR and the averageG over realizations of the un-
certain environmental parameters, i.e.,

SNR5
1

M (
i 51

M

SNRi , G5
1

M (
i 51

M

Gi . ~41!

For a short vertical array or horizontal array, the constant
SNR and constantG approximation might fail because the
received signal energy is sensitive to source range variation.
The application of Eq.~40! for an optimal Bayesian perfor-
mance prediction is limited to scenarios,16 where the re-
ceived signal energy, the received interference energy, and
the noise level are relatively stable.

Equation~40! is the key result in this paper. This simple
analytical ROC expression captures the effects of the pres-
ence of both interference and environmental uncertainty on
detection performance. The effect of the presence of interfer-
ence is represented by the role of the parameterG. In Sec. V,
we have shown thatG is in the range of zero and one for a
known environment. It can be shown thatG is in the range of
zero and one for an uncertain environment. This means that
the presence of interferers always decreases the detection
performance, in either a known or uncertain environment.
However, in uncertain environments, the computation ofG is
affected by the presence of environmental uncertainty,
through the covariance matrixM̂0 .

Figure 2 illustrates Eq.~40! by plottingPD as a function
of the key parameters: the signal-to-interference coefficient
G and the environmental uncertainty scaleR. Figure 2~a!
plots PD as a function of 12G, assuming PF50.1,
SNR510 dB, for R51, 10, and 100. It shows that forR
51, i.e., a known environment,PD starts at 0.81 forG51,
then quickly drops to 0.1 forG50. While for R5100, i.e., a
greatly uncertain environment,PD drops from 0.59 to 0.1 for
the same range ofG. Figure 2~a! indicates that whenG is
close to zero, the detection performance is primarily deter-
mined byG rather thanR; when G is close to one, the de-
tection performance is independently determined byG and

R. Figure 2~b! plots PD as a function ofR on a logarithmic
scale, assumingPF50.1 and forG51, 0.67, and 0.42. It
shows that the performance degradation is inversely propor-
tional toR on the logarithmic scale for all threeG conditions.

Equation~40! is a general result that is consistent with
the results for special cases. For example, substitutingR
51 in Eq. ~40! yields the ROC performance prediction ex-
pression for known environments and substitutingG51 in
Eq. ~40! generates the results for diffuse noise only.16 Gen-
erality is an advantage of this detection performance predic-
tion approach in addition to simplicity and computational
feasibility. The developed detector statistics and the ROC
performance predictions along with the expressions for spe-
cial cases are summarized in Table I.

VIII. SIMULATION RESULTS

Simulation scenarios extended from the general mis-
match benchmark shallow-water model~‘‘genlmis’’ ! pro-
posed in the May 1993 NRL Workshop on Acoustic Models
in Signal Processing17,5,8 were used to study the effects of
interference on detection performance and to check the ap-
proximate analytical ROC expressions. Figure 3 reviews a
modified ‘‘genlmis’’ model. This model also consists of a
single signal source, a single interferer, and a vertical line
receiving array contains 100 hydrophones spaced 1 m apart,
ranging from 1 to 100 m in depth. Table II summarizes the
environmental parameters shown in Fig. 3. Three environ-
mental configuration scenarios are used. The known ocean
scenario means that the environmental parameters are con-
figured with their mean values and are knowna priori. The
uncertain water depth scenario assumes that the water depth
parameter is uncertain as defined in Table II, and other pa-
rameters take the mean values. The general uncertain sce-
nario considers seven uncertain parameters defined in Table
II: D, C0 , CD

2 , CD
1 , Cl , r, anda.

FIG. 2. Detection performance prediction in the presence of interference in
an uncertain ocean environment@Eq. ~36!#. ~a! PD as a function of 12G at
fixed PF50.1, SNR510 dB for variousR’s, where G is the signal-to-
interference coefficient andR is the rank of the signal matrix;~b! PD as a
function of R at fixedPF50.1, SNR510 dB for variousG’s.

1960 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 L. Sha and L. W. Nolte: Bayesian sonar detection performance in interferences



The acoustic pressure field generated by a point source
at depthzs and ranger s is computed using the normal mode
theory,22

p~z;r s ,zs!5p0 (
m51

K

Fm~zs!Fm~zi !

3exp~2 jkmr s!/Akmr s, ~42!

wherez is the depth of the receiver andp0 is a normalization
constant. The number of propagating acoustic modes is rep-
resented byK. The termskm andFm are themth eigenvalue
and eigenfunction of the Sturm–Liouville problem, which
can be calculated using theKRAKEN23 code.

Figure 4 illustrates the effect of the presence of a single
interferer on the Bayesian detection performance using the
known ocean scenario. The signal source is fixed at 5950 m
range and 55 m depth. The interferer range and depth are

known a priori. The PD performance is computed using Eq.
~29!. In Fig. 4,PD at fixedPF50.1 is plotted as a function of
the range and depth of the interferer, for about 10 dB SNR at
the receivers. In Figs. 4~a! and 4~b!, the interferer levels are
the same as, or 30 dB more than, the signal source level. The
plots show that in the known benchmark ocean, the presence
of a single interferer does not impact the detection perfor-
mance, even though the interferer level is very high. This is
determined by the spatial correlation property of the bench-
mark ocean. In the known benchmark ocean, the absolute
value of the correlation coefficient between the wavefronts
that come from two arbitrarily separated sources is very
weak~uru,0.2!, if the source separation is greater than 30 m
in range and 4 m in depth.

The effect of mismatcheda priori interferer number on
the Bayesian detection performance is illustrated in Fig. 5
using the known ocean scenario. The scenario includes a

TABLE II. Parameters of uncertain shallow-water environments.

Environmental parameter Symbol Value Range

Bottom depth D 102.562.5 m
Surface sound speed C0 150062.5 m/s
Bottom sound speed CD

2 148062.5 m/s
Upper sediment sound speed CD

1 1600650 m/s
Lower sediment sound speed Cl 17506100 m/s
Sediment density r 1.760.25 g/cm3

Sediment attenuation a 0.3560.25 dB/l
Sediment thickness t 100 m

TABLE I. Taxonomy of results for sonar detection performance prediction.

Problem
Known ocean Detector statistic ROC expression

Interference
1diffuse noise

l8(r )5ur†M0
21su2

PD5P
F

1/(SNRs†M0
21s11)

Eq. ~23! Eq. ~27!
Single interference
1diffuse noise l8~r !5Ur†S I2

INR

11INR
ff†D sU2 PD5PF

1/„SNR(12INR/11INRus†fu2)11…

Eq. ~28! Eq. ~29!
Diffuse noise only l8(r )5ur†su2 PD5PF

1/(SNR11)

Ref. 16 Ref. 16

Uncertain ocean

Interference
1diffuse noise l~r !5

1

M (
i 51

M

l i ,

l i5
1

11SNRiGi

3expS2
SNRi ur†M̂0

21si u2

11SNRiGi
D

PD512(12PF)R21/R

3(12„12(12PF)1/R
…

1/SNR* G11)

Eq. ~20! Eq. ~40!
Diffuse noise only

l~r !5
1

M (
i 51

M

l i ,

l i5
1

11SNRi

3expS2 SNRi ur†si u2

11SNRi
D

PD512(12PF)R21/R

3(12„12(12PF)1/R
…

1/SNR11)

Ref. 16 Ref. 16

FIG. 3. NRL shallow-water environmental model.
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single signal source fixed at 6000 m range and 50 m depth,
and a single interferer fixed at 7 km range and 10 m depth. In
Fig. 5, the predictedPD performance is plotted as a function
of the INR for three SNR conditions. Solid curves arePD

computed using Eq.~29!, where the detector uses the correct
a priori information about the interferer. Dashed curves are
for PD computed using Eq.~35!, where the detector assumes
diffuse noise only. The plots show that the degradation of the
detection performance can be significant if the INR of the
ignored interferer is comparable to the SNR.

The approximate analytical ROC expression for the
Bayesian detector in uncertain environments is verified by
comparing its prediction results with those obtained with
Monte Carlo evaluations. Both the analytical approach and
the Monte Carlo approach assume that the ranges of environ-

mental uncertainties, the signal variance to diffuse noise
variance ratiosa

2/sn
2, and the interference variance to diffuse

noise variance ratiosb
2/sn

2 were knowna priori. The simu-
lated data was generated using Monte Carlo sampling tech-
niques over different ocean environmental, source position,
diffuse noise, signal amplitude and phase, interference am-
plitude and phase realizations based on the data model@Eq.
~8!#. In using the Monte Carlo approach, 5000 data samples
were generated for each hypothesis to produce the samples
of the likelihood ratio@Eq. ~21!# and to computePF andPD

@Eq. ~25!#. Before generating the likelihood ratio samples,
the signal matrix and the interference matrix were generated
using 500 realizations of the signal wavefronts (M5500, L
5500). The SNRi , M̂0 , and INRl were computed using Eqs.
~2!, ~14!, and ~4!, respectively. In using the analytical ap-
proach, three parameters: the signal-to-noise ratio, the signal-
to-interference coefficient, and the rank of the signal matrix
were estimated. The rank of the signal matrix was estimated
by counting the number of significant eigenvalues of the sig-
nal matrix that exceed a threshold: 5% of the maximum ei-
genvalue. The signal-to-interference coefficients were com-
puted for each of the SNR and interferer level conditions
using Eqs.~21!, ~14!, and~41!. The SNR was computed us-
ing Eqs.~2! and ~41!.

The primary cost for the Monte Carlo approach is due to
generating samples of the likelihood ratio for each hypoth-
esis, which is aboutO(MNP), whereP is the number of
samples,M is the number of columns in the signal matrix,N
is the number of array sensors. The primary cost for the
analytical approach is due to the computation of the eigen-
values in order to estimate the rank of the signal matrix and
the computation of the matrix inverse to estimateG, which is
O(N3).24,25 Typically, M is greater thanN, and P is above
1000 so that the precision ofPD andPF reaches 0.001.P is
about 10 times greater thanN. Therefore, the analytical ap-
proach speedups more than an order of magnitude.

FIG. 4. Detection performance in the presence of a single interferer in the
known benchmark ocean. ThePD image is plotted at fixedPF50.1 for
SNR510 dB at receivers. The coordinates of the image are the range and
depth of the interferer. The signal source is located at 5950 m in range and
55 m in depth.~a! sb

25sa
2; ~b! sb

251000sa
2.

FIG. 5. Degradation of Bayesian detection performance due to underesti-
mating the number of interferers in the known benchmark ocean. ThePD is
plotted as a function of INR at fixedPF50.1 for SNR520, 10, and 0 dB, for
the Bayesian detector that uses correct~solid curve! or wrong~dashed curve!
a priori knowledge about the interferer number.

FIG. 6. The analytical ROC performance predictions in the presence of an
interferer with various INR values in uncertain environments@Eq. ~36!#,
comparing with Monte Carlo performance evaluations of the Bayesian De-
tector @Eq. ~21!#. ~a! Uncertain ocean depth scenario;~b! general uncertain
scenario.
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Figure 6 illustrates the analytical and the Monte Carlo
performance prediction results by plotting ROC curves for
three interferer levels, at SNR510 dB, using the uncertain
water depth scenario and the general uncertain scenario. The
plots show that the ROCs generated using the approximate
analytical approach agree with those obtained using the
Monte Carlo evaluation approach for both scenarios, and for
various interferer levels. The results indicate that the pro-
posed Bayesian performance prediction ROC expression
captures the primary effects of the presence of interference
and environmental uncertainty by the roles of the two funda-
mental parameters: the signal-to-interference coefficient and
the rank of the signal matrix.

The effect of interference on Bayesian detection perfor-
mance in uncertain environments is represented by the
signal-to-interference coefficient. Table III lists the signal-to-
interference coefficient values for three scenarios and various
SNRs and interferer levels. It shows thatG depends on the
scale of environmental uncertainty. For example, for the en-
tries of SNR510 dB andsb

2/sa
2510 ~the interferer level is

10 times stronger than the target source level!, G decreases
from 0.9662 for the known environment scenario to 0.6927
for the uncertain water depth scenario and then to 0.5977 for
the general uncertain scenario. The degrees of environmental
uncertainty, i.e., the rank of the signal matrix, are 1, 5, and
13, respectively, for these three scenarios. The result shows
that G decreases with increased environmental uncertainty,
which means that the degradation effect of the interference
on detection performance is strengthened by environmental
uncertainty. This is because the rank of the interference ma-
trix also increases with environmental uncertainty, resulting
in an increase in the number of effective eigenvalues that
inversely impact the computation ofG. The higher the inter-
ferer level, the higher the eigenvalues for the covariance ma-
trix, and the greater the inverse impact on theG values.

Figure 7 illustrates the combined effect of interference
and environmental uncertainty on the detection performance
by plotting PD as a function of the SNR for a fixedPF

50.1 for three interference levels:sb
2/sa

250, 1, 10. The un-
certain water depth scenario and the general uncertain sce-
nario were used. In each plot, the benchmarkPD perfor-
mance predictions, denoted by solid lines, are computed for
the known ocean scenario. Since the absolute value of the
correlation coefficient between the known signal and inter-
ference wavefronts is very small, three benchmarkPD curves
for three interference levels are indistinguishable. The
dashed curves are analytical prediction results@Eq. ~40!# and
the circles are Monte Carlo evaluation results for the Baye-

sian detector@Eq. ~21!#. The degradation of the detection
performance due to interference and environmental uncer-
tainty can be illustrated by an increased SNR threshold in
order to achieve a fixedPD . For example, to achieve a fixed
PD50.8, Fig. 7~a! shows that the SNR threshold is 10 dB for
the known environment scenario and are about 12, 13, and
14 dB for the uncertain water depth scenario (R55) for
three increased interferer levels. The uncertainty of the un-
certain water scenario results in a 2–4 dB SNR increase.
Figure 7~b! shows that the uncertainty of the general uncer-
tain scenario (R513) results in a 2.5–7 dB SNR increase.
Thus, detection performance degradation due to interference
is magnified by the scale of environmental uncertainty. On
the other hand, the results also indicate that the detection
performance degrades much faster with an increased degree
of environmental uncertainty in the presence of interference
as compared to that for diffuse noise only scenarios.16

IX. CONCLUSIONS

Analytical ROC performance prediction expressions,
which are computationally fast, are developed for the Baye-
sian detector in the presence of interference in uncertain en-
vironments. This is a significant extension to the previous
detection performance prediction approach proposed for a
diffuse noise only circumstance.16 The ROC expression is
developed within a Bayesian decision framework that incor-
porates uncertainties in ocean environmental parameters and
source~target and interferer! position parameters.

The analytical ROC expression is verified using several
uncertain environment scenarios extended from benchmark
propagation models. The results demonstrate that the ROC
expression is a good approximation to the ROC obtained
using Monte Carlo techniques, and can be computed much
faster. The simple ROC expression captures fundamental pa-
rameters that impact sonar detection performance: the signal-
to-noise ratio, the rank of the signal matrix, and the signal-
to-interference coefficient. It provides a more realistic

TABLE III. Estimated signal-to-interference coefficient.

Scenario Interferer level
SNR
0 dB 10 dB 20 dB 30 dB

Known sb
2/sa

251 0.9859 0.9700 0.9662 0.9658
Environment sb

2/sa
2510 0.9700 0.9662 0.9658 0.9657

Uncertain sb
2/sa

251 0.9667 0.8470 0.6927 0.5969
Water depth sb

2/sa
2510 0.8470 0.6927 0.5969 0.5398

General sb
2/sa

251 0.9683 0.8316 0.5977 0.4017
Uncertain sb

2/sa
2510 0.8316 0.5977 0.4017 0.2428

FIG. 7. Detection performance predictionPD as a function of SNR in the
presence of an interferer in uncertain environments@Eq. ~36!#, comparing
with Monte Carlo performance evaluations of the Bayesian detector@Eq.
~21!#. ~a! Uncertain ocean depth scenario;~b! general uncertain scenario.
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performance prediction than the classic sonar equation that
fails to incorporate the effects of interference and environ-
mental uncertainty.

The signal-to-interference coefficient in the ROC ex-
pression characterizes the effect of interference on detection
performance in uncertain environments. In computing the
signal-to-interference coefficient, environmental uncertainty
is incorporated through the covariance matrix of the noise
field, which is obtained based on thea priori information of
uncertain environmental parameters and uncertain interferer
position parameters. The values of the signal-to-interference
coefficient in different simulation scenarios show that envi-
ronmental uncertainty magnifies the degrading effect of in-
terference on the detection performance.
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Concurrent inversion of geo- and bio-acoustic parameters
from transmission loss measurements in the Yellow Sea

Orest Diachoka) and Stephen Wales
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This paper describes results of a simultaneous inversion of bio-acoustic parameters of fish
~anchovies! and geo-acoustic parameters of the bottom from transmission loss~TL! measurements
in the Yellow Sea, which were reported by Qiuet al.@J. Sound Vib.220, 331–342~1999!#. This data
set was selected because the bio-absorptivity at their site was extremely large, 40 dB at 1.3 kHz at
5 km, and measurements were made between multiple source and receiver depths and ranges.
Measurements were made at night when anchovies are generally dispersed. Replica fields were
calculated with a normal mode model, which incorporates bio-absorption layers. The inversion was
based on minimizing the rms difference,D, between measured and calculated values of TL at all
ranges and source and receiver depths, and involved a simultaneous search for bio-layer depth,
bio-layer thickness, bio-alpha, geo-sound speed, and geo-alpha. The resultant small value ofD,
61.7 dB, confirmed that the model, which was assumed in replica field calculations, was realistic,
and that inverted parameters were meaningful. In particular, the inverted depth of the bio-absorption
layer, 6.960.3 m, was consistent with theoretical calculations of the depth, 5.861 m, of 10-cm-long
anchoviesEngraulis japonicus, the dominant species in the Yellow Sea. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1862093#

PACS numbers: 43.30.Sf, 43.30.Ft@KGF# Pages: 1965–1976

I. INTRODUCTION

Bio-acoustic absorptivity can have large~nominally as
large as 40 dB at 5 km! frequency selective effects on trans-
mission loss frequencies between approximately 0.5 and 5
kHz in shallow waters. In the mid-1960s Weston~1967!
demonstrated that large changes in transmission loss oc-
curred near sunrise and sunset over limited frequency bands.
His experiments were conducted with several fixed sources
~which operated between 0.4 and 4.4 kHz! and several fixed
hydrophones on the bottom at a relatively shallow~;40 m!
site in the Bristol Channel at ranges of 18, 22, and 120 km.
Fixing the source and receiver eliminated changes in TL due
to changes in the geo-acoustic properties of the bottom,
minimized changes in TL versus time due to changes in oce-
anic sound speed, and permitted monitoring temporal
changes in the magnitude of frequency selective attenuation
due to fish. The latter was generally much higher at night,
when fish such as sardines are dispersed near the surface. In
this mode their separations are comparable to or greater than
the wavelength at the resonance frequency of their swim
bladders. The peak frequencies of losses at night, which oc-
curred between 1 and 4.5 kHz, were consistent with the di-
mensions and depths of the swim bladders of sardines~Ching
and Weston, 1971!. The sardine was the dominant species in
the Bristol Channel in the 1960s. However, Weston did not
conduct concurrent trawling measurements of fish length dis-
tributions or echo-sounder measurements of fish layer
depths. Consequently, he could not offer experimental proof
of his hypothesis.

Subsequently Diachok conducted experiments, which
included the following:~1! measurements of transmission
loss as a function of time and frequency,~2! echo-sounder
based measurements of the depths of bio-acoustic absorption
layers, and~3! trawling-based measurements to determine
the length distributions of the dominant species of swim-
bladder-bearing fish. His experiment, which was conducted
in the Gulf of Lion~Diachok, 1999!, demonstrated that large,
frequency-selective absorption losses occurred at the reso-
nance frequencies of sardine and anchovy swim bladders.
This experiment was conducted with a fixed broadband
source and a fixed vertical receiving array. This geometrical
configuration permitted inference of~1! the temporal
changes in the frequencies of absorption lines~which were
due to changes in the resonance frequencies of swim blad-
ders as fish undergo vertical migrations at sunrise and sun-
set!, ~2! the average depth and thickness of absorption layers,
and ~3! the number densities~number per cubic meter! of
fish within absorption layers. These parameters were derived
by matching measured and calculated transmission loss as a
function of depth and frequency. Resultant inferences were
consistent with concurrent echo sounder and trawling mea-
surements of these parameters.

In addition to absorption lines, which were associated
with dispersed adult fish, these experiments also revealed the
presence of absorption lines at lower and higher frequencies.
A low-frequency line at a frequency equal to approximately
0.6 f 0 ~where f 0 is the resonance frequency of individual
sardines! during daytime in the Gulf of Lion was attributed
to ‘‘bubble cloud’’ effects of adult sardine schools, in which
average separations are approximately one fish length~Dia-
chok, 1999!. Such separations are much smaller than the
wavelength at the resonance frequency. High-frequency lines

a!Present address: Poseidon Sound, Oakton, VA 22124; electronic mail:
OrestDia@aol.com
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were attributed to juvenile fish. An absorption line at 3.6 kHz
in the Gulf of Lion was consistent with the presence of 6.5
cm long juvenile sardines~Diachok, 1999!.

It is noteworthy that the peak frequencies of absorption
lines ~Diachoket al., 2004! and back-scattering lines~Holli-
day, 1972! due to dispersed adult anchovies in the seas off
California were essentially equal~at the same depth!. This
experimental observation is consistent with recently reported
concurrent measurements of absorption and back-scattering
spectra in the Yellow Sea~Qiu et al., 1999!, which revealed
that the peak frequencies of concurrently measured absorp-
tion and back-scattering spectra at this site were nearly iden-
tical. Measured peak frequencies were consistent with calcu-
lations of the resonance frequency of swim bladders of
anchovies, based on historical measurements of the average
lengths and depths of this species in the Yellow Sea.

It is well known that transmission loss in shallow water
is controlled by sound speed profiles in the water and the
geo-acoustic parameters of the bottom. Experiments con-
ducted by Ching and Weston~1971!, Diachok, ~1999!, and
Qiu et al. ~1999! indicate that bio-acoustic absorptivity due
to fish with swim bladders can also have a large effect on
transmission loss. The objectives of this paper are to present
the results of a concurrent inversion of the bio-acoustic pa-
rameters of fish~anchovies! and the geo-acoustic parameters
of the bottom from Qiuet al.’s transmission loss data, and to
demonstrate that inverted parameters are consistent with pre-
viously published values of these parameters in the Yellow
Sea.

Sections II and III of this paper provide a review of the
bio-acoustic properties and temporal and spatial variability
of anchovies, the species of fish which is the most numerous
and has the most dramatic effect on transmission loss in the
Yellow Sea. Section IV provides a brief review of the geo-
acoustic properties of Qiuet al.’s measurement site. BIO-C-

SNAP, a transmission loss model that permits simulations of
the effects of bio-acoustic absorption layers, due to fish with
swim bladders, and the effects of the bottom on transmission
loss will be reviewed in Sec. V. This will be followed by a
summary of Qiuet al.’s experimental procedures and their
transmission loss data, and a discussion of the frequency and
the Q of an apparent bio-absorption line in Sec. VI. Section
VII describes the results of the concurrent inversion of the
geo-acoustic parameters of the bottom and the bio-acoustic
parameters of dispersed anchovies. Sections VIII and IX
consist of discussions of inverted values of geo-alpha and
bio-acoustic parameters, respectively. Sections X provides a
discussion of the uncertainty of inverted values, followed by
conclusions in Sec. XI.

II. TEMPORAL AND SPATIAL DISTRIBUTIONS OF
ANCHOVIES

Anchovies are the dominant fish in the Yellow Sea. Ac-
cording to Ohshimo~1996!, about 80% of the fish, which he
trawled in the northern Yellow Sea, were anchovies. Trawl-
ing is length selective: it discriminates against ‘‘small’’ fish,
due to mesh size, and ‘‘large’’ fish, because they swim fast
and are able to avoid capture. Consequently, his results rep-
resent an upper bound on the percentage of anchovies in this
region. Anchovies are at present~Ohshimo, personal commu-
nication! and were the dominant species in this region
throughout the 1990s~Ohshimo, 1996; Iversonet al., 1993!.
Anchovies spawn near the coast of China, predominantly at
sites shown in Fig. 1~Iversonet al., 1993; Deng and Zhao,
1991!. Following spawning, juveniles tend to remain in the
vicinity of spawning sites, whereas adults migrate south for
the winter and return to their spawning sites in the spring, as

FIG. 1. Locations of transmission loss measurements by Qiuet al. ~1999!, the red dot~d!, Dahl et al. ~1998! and Rogerset al. ~2000!, the red diamond~l!
and ‘‘idealized’’ distributions of juvenile~blue! and adult~gray! anchovies in the Yellow Sea, based Deng and Zhao~1991! and Iversonet al. ~1993!. Adults
spawn in May/June and migrate south in winter. Adults spawnpredominantlynear shore; juvenilestend to remainnear shore.
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illustrated in Fig. 1. This figure should be considered an
‘‘idealized’’ version of this process. A significant percentage
of spawnings also occurs throughout the Yellow Sea. Fur-
thermore, currents and eddies can transport juveniles from
the predominant spawning sites into the central regions of
the Yellow Sea during their first year~Iversonet al., 1993!.
Adult anchovies in this region are typically 1061 cm long
~standard length! and their resonance frequencies at a depth
of 7 m are nominally 1.4 kHz. The lengths of juveniles are
smaller, and their resonance frequencies higher, being about
3.5 kHz at 7 m intheir fourth month~Diachok, 2001!. The
second most common species in the Yellow Sea is jack
mackerel~Deng and Zhao, 1991!. These fish are typically
about 20 cm long and resonate at about 0.6 kHz at 7 m
~Holliday, 1972!. They feed on, and to a large extent spatially
coincide with, juvenile anchovies.

The concentrations of fish in the ocean are generally
described in terms of spatial number densities,nA , which
may be derived by integrating volumetric number densities
~number/m3! over depth. Average spatial number densities,
nA , of adult juveniles in the south-central region of the Yel-
low Sea and north-central region of the East China Sea in
May and June are typically about 0.7/m2 ~top view! ~Ohs-
himo, 1996!. This value is comparable to the spatial density
of sardines in the Gulf of Lion~Diachok 1999! and in the
Bristol Channel~Ching and Weston, 1971!, where large bio-
acoustic effects on transmission loss have been reported. Ac-
cording to Fig. 1, values of this parameter in the near-shore
spawning regions are much larger than average values.

III. BIOACOUSTICS

Anchovies belong to a class of swim-bladder-bearing
fish called physostomes, which have ‘‘open’’ swim bladders
~Whitehead and Blaxter, 1989!. Such fish maintain air in
their swim bladders by swallowing air at the surface. The
volumes of their swim bladders decrease with increasing
depth, in accord with Boyle’s law. The resonance frequency,
f 0 , of physostomes may be derived from an equation origi-
nally formulated to describe the resonance frequency a
spherical bubble~Minnaert, 1933!:

f 05~1/2pr !~3gP/r!1/2 ~1!

wherer is the radius,P is the hydrostatic pressure,r is the
density of the surrounding fluid, andg is the ratio of specific
heats of the gas in the bubble. The presence ofg in Eq. ~1!
implies that the gas behaves adiabatically. This assumption is
valid for relatively large bubbles~Clay and Medwin, 1977!,
and is therefore probably valid for fish swim bladders.

The radius of bubbles in water satisfies Boyle’s law:

Pr35P0r 0
3, ~2!

whereP0 and r 0 are the pressure and radius at the surface,
and

P5P0~110.1d/d0!, ~3!

where d is the depth in m andd0 equals 1 m. Neglect of
changes inr due to changes in temperature results in errors,
which are smaller than 1%.

The resonance frequency of nonspherical bubbles is
higher than the resonance frequency of spherical bubbles,
which have the same volume. To account for this effect, Eq.
~1! needs to be increased by a factor,«, which is a function
of the eccentricity,e, of the bubble, defined as the ratio of the
major and minor axes of an ellipsoid that provides the ‘‘best’’
fit to the shape of the swim bladder. This correction was
originally derived for prolate spheroids by Weston~1967!.
Subsequently Feuillade and Werby~1994! derived correc-
tions for swim bladders modeled as cylinders with hemi-
spherical end caps and prolate spheroids. The difference be-
tween calculations of« based on these models is small
~about 3%!, which suggests that the correction is minimally
affected by the shape of the swim bladder.

Substituting Eqs.~2! and ~3! into Eq. ~1! and inserting
the correction for the eccentricity leads to

f 05«@~11d/d0!5/6/~2pr 0!#~3gP0 /r!1/2, ~4!

which can be simplified to

f 05322«~110.1d!5/6/r 0 , ~5!

wherer 0 is the effective radius in cm at the surface andd is
the depth in meters. The effective radius is defined as the
radius of a sphere of the same volume as the swim bladder.
For California anchoviese is approximately equal to 6
~Whitehead and Blaxter, 1989!, which corresponds to
«51.14 for prolate spheroids and 1.18 for a cylinder with
hemi-spherical end caps~Feuillade and Werby, 1994!. Calcu-
lations, based on this equation with«51.16, are consistent
within 67% of laboratory~Baltzer and Pickwell, 1970! and
field measurements~Holliday, 1972! of f 0 of anchovies~Dia-
chok, 2001!. The good agreement between theory and mea-
surements supports the ‘‘adiabatic’’ assumption and the ap-
plicability of the theoretical correction for eccentricity.

This equation is valid when the separation between fish,
s, is comparable to or larger than the wavelength,l0 , at f 0 .
When fish are in school and s!l0 , the resonance frequency
of a school is a function ofs and the number of fish in the
school,N, and is generally less thanf 0 . See Feuilladeet al.
~1996! and Diachok~1999! for further discussion of this phe-
nomenon.

Several theories~Andreeva, 1964; Love, 1978; McCart-
ney and Stubbs, 1970; Feuillade and Nero, 1998! have been
proposed to account for the effects of the physical properties
of the swim bladder membrane onf 0 . However, the good
agreement between measurements and calculations off 0 of
anchovies, based on Eq.~5!, indicate that the hypothesized
effects for this species are small.

The average ‘‘standard’’ length, SL, of anchovies in the
vicinity of Qiu et al.’s measurements was approximately 10
cm ~Ohshimo, 1996! ~for anchovies SL equals 0.84 TL,
where TL is the total length from nose to tail!. Holliday
~1978! derived empirical relationships betweenr 0 and SL of
California anchovies from measurements on a large number
of samples, which were taken in June and March. Results are
summarized in Fig. 2. Measurements made on postlarval ju-
veniles are also shown for comparison. The small difference
betweenr 0 in March and June is probably controlled by the
seasonal variation of the ‘‘lipid’’~oil! content of fish flesh
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~Blaxter and Batty, 1990!. Based on Holliday’s measure-
ments in June, which will be assumed to be representative of
Qiu et al.’s measurements in August, the magnitudes ofr 0

and e of Japanese anchovies are projected to be approxi-
mately 0.40 cm and 6, respectively. The corresponding value
of « is 1.1660.02. Assuming these values in Eq.~5! yields f 0

equal to 1.38 kHz at 6 m.
The absorption coefficient due a large number of identi-

cal, dispersed fish with swim bladders may be calculated
from the following equation~Weston, 1967!,

a ~dB/m!54.34nsE5nl0r /Q@~12 f 0
2/ f 2!211/Q2#,

~6!

wheresE is the extinction cross section of a single bubble
~due to scattering! in m2, n is the number density~number
per m3!, Q5 f 0 /D f ~whereD f is the full width at23 dB
relative to the peak of the absorption line!, and l0 is the
wavelength atf 0 . This equation has been employed success-
fully to derive the number densities of sardines in the Gulf of
Lion ~Diachoket al., 2001! and the Bristol Channel~Ching
and Weston, 1971!.

IV. GEO-ACOUSTICS

Qiu et al. ~1999! conducted transmission loss measure-
ments at the site shown in Fig. 1. The depth was 40 m, the
bottom boundary was flat, and the bottom consisted of a
thick layer of unconsolidated sediments. Qin and Zhao’s
~1987! measurements of surface sediments in the Yellow Sea
indicate that this site consist of ‘‘silty sand’’~'58% sand!.
Geo-acoustic parameters of this site are not known. Geo-
acoustic parameters have been estimated at two nearby, un-
specified sites by Zhou~1985!, and at the site in the central
Yellow Sea shown in Fig. 1 by Dahlet al. ~1998! and Rogers
et al. ~2000!.

Zhou inverted geo-acoustic parameters from propagation
experiments at two unspecified sites~A and B! near the coast
of China in the Yellow Sea. The sediments at Zhou’s site A,
where the water depth was 37 m, consisted of 39% sand.
Sediments at site B, where the water depth was 29 m, con-
sisted of 29% sand~‘‘sandy silt’’ !. Zhou concluded that the
bottom at both sites may be characterized by a half-space

with cP equal to 1584 m/s, independent of frequency be-
tween 100 and 500 Hz. Subsequently, Zhouet al. ~1987!
offered a revised geo-acoustic model that included a low
sound speed (cP equals 1560 m/s at the top!, high gradient~5
m/s/m!, 10-m-thick, transition layer overlying a high sound
speed~1610 m/s! half-space.

Rogerset al. and Dahl et al.’s site consists of ‘‘silty
sand.’’ Rogerset al. concluded that the bottom at this site
may be characterized as a half-space withcP equal to 1587
m/s, independent of frequency between 100 Hz and 1.5 kHz.
Dahl et al., who recorded data at the same site, but on a
different hydrophone array, reached a different conclusion,
viz., that the bottom may be characterized by a low sound
speed~1555 m/s at the top!, 2-m-thick, transition layer over-
lying a high sound speed~1650–1700 m/s! half-space, inde-
pendent of frequency between 100 and 800 Hz. Both models
resulted in good matches between calculations and measure-
ments of transmission loss.

In this paper it will be assumed that the bottom may be
characterized by an interfacial sound speed,cP , and a sub-
surface gradient. The measurements discussed above suggest
the following upper and lower bounds oncP for inversion
calculations: 1700 and 1555 m/s. Hamilton’s~1987! review
suggests the following upper and lower bounds on
aP (dB/l): 1 and 0.02 dB/l. Previously reported measure-
ments ofaP in the Yellow Sea and elsewhere will be sum-
marized and compared with inverted values ofaP at Qiu
et al.’s site in Sec. VIII.

V. TRANSMISSION LOSS MODEL

It will be assumed that sound propagation at the frequen-
cies and ranges of interest may be calculated with a deter-
ministic normal mode model, and that stochastic mode con-
version due to internal waves may be ignored. This
assumption seems reasonable at the frequencies and ranges
of interest~Dozier and Tappert, 1978!. The transmission loss
model, which will be employed to model the effects of bio-
acoustic absorption layers on transmission loss, is based on
the coupled normal mode model, C-SNAP~Ferla et al.,
1993!. This model can account for range-dependent sound
speed profiles in the ocean, depth-dependentcP and depth-
independentaP in the bottom, and scattering loss at bound-
aries. Ferla’s initial modifications to C-SNAP~Diachok and
Ferla, 1996! were designed to permit calculation of the ef-
fects of two bio-acoustic absorption layers. The resultant
code was successfully used to model the effects of bio-
acoustic absorption layers on transmission loss in the Gulf of
Lion ~Diachok, 1999!. Subsequently, this model was refined
to permit consideration of up to 100 layers. The more recent
version of this code, designated BIO-C-SNAP, permits mod-
eling the depth dependence ofaB , including Gaussian and
other distributions ofaB .

The absorbing layer will be characterized by a horizon-
tally uniform bio-absorption coefficient,aB , a mid-layer
depth,d, and a layer thickness,t. It will be assumed that the
presence of fish in this layer has a negligible effect on sound
speed. This is a reasonable assumption when the void frac-
tion, b, which is defined as

FIG. 2. Effective radius,r 0 , versus standard length,L, of postlarval juve-
nile, and adult California anchovies~Engraulis mordax! in June and March
~Holliday, 1978!.
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b5~4/3!pr 3/s3, ~7!

is less than approximately 1026 ~Commander and Prosper-
etti, 1989!. Limited photographic data indicate that average
separation between anchovies, which are dispersed near the
surface at night, are about 10 fish lengths~Aoki and Inagaki,
1988!. This is comparable to, but somewhat larger than, the
average value ofs, which will be derived through compari-
son of propagation model calculations with Qiuet al.’s data,
viz., 5 L ~which will be discussed in Sec. IX!. Assumption of
r and s equal 0.34 cm and 50 cm respectively results inb
equal to 1026.

The assumption that the absorption layer is horizontally
uniform is reasonable for dispersed anchovies at night. A
small percentage of anchovies, however, can remain in
schools at night. The presence of schools would violate the
assumption of horizontal uniformity. Schools of anchovies
consist of highly spatially localized ‘‘bubble clouds,’’ which
are nominally 3 m thick, 10 m wide, separated by distances
on the order of 100 m, and resonate at frequencies which are
less thanf 0 ~Diachok, 1999!. The magnitude ofb of some
schools may be sufficiently low to affect the speed of sound.
Inversion calculations, which will be presented in Sec. VII,
may be affected by these phenomena, particularly at frequen-
cies belowf 0 .

The magnitude of the attenuation coefficient of compres-
sional waves in sediments,aP , will be assumed to be inde-
pendent of depth~a limitation of the C-SNAP model!. This is
not a significant limitation whencP is greater than the speed
of sound in water and the shear speed,cS , is much less than
cP . cS will be assumed to equal zero.

VI. TRANSMISSION LOSS MEASUREMENTS

Qiu et al. ~1999! reported transmission loss measure-
ments at frequencies between 1 and 2 kHz in August at the
site shown in Fig. 1. Their experiment was conducted at
night, when anchovies are generally dispersed near the sur-
face. Transmission loss measurements~in relative dB! were
made between pairs of sources and receivers at 7 and 25 m,
which were above and below the base of the mixed layer
~about 15 m!, as illustrated in Fig. 3. The water depth was 40
m. Pairs of explosives were deployed at these depths at

ranges between 0.4 and 6.6 km~measurements at 6.6 km
were made at the beginning of twilight and were excluded
from the analysis presented here!. Results at a range of 5.7
km are shown in Fig. 3. This figure illustrates the main result
of their experiment:~1! relative losses are greatest~;40 dB!
when the both source and receiver are at a depth of 7 m,
compared to losses when source and receiver were at 25 m,
and~2! the loss is highly frequency selective, being largest at
a frequency of about 1.35 kHz.

Figure 4 provides a comparison of the calculated and
measured frequency dependence of the bio-acoustic compo-
nent of the attenuation coefficient of the transmission chan-
nel, AB , in dB/km. AB is defined as the excess attenuation
above cylindrical spreading. The purpose of this figure is to
show that these data are consistent with theoretical calcula-
tions of the frequency dependence of bio-absorptivity due to
10 cm long anchovies. These calculations were derived from
TL measurements made between source and receiver depths
of 7 m. Measured values were derived from the measured
rate of change of signal level with range, after correcting for
cylindrical spreading, and a small frequency-independent at-
tenuation,AX , which is hypothetically caused by a combina-
tion of aP and aB . The latter is hypothetically due to
schools of anchovies or a dispersed larger species which
resonate at a lower frequency. The theoretical calculations,
shown in Fig. 4, were based on Eq.~5!. The best fit to the

FIG. 3. The postulated depth of the
layer of dispersed anchovies~gray!
and Qiuet al.’s ~1999! measurements
of the sound speed profile~left! and
transmission loss at 5.7 km versus
source and receiver depths~right!.

FIG. 4. Measured and calculated spectra of bio-acoustic attenuation.
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data was determined by searching through the following pa-
rameters:AB at 1.35 kHz, theQ of the absorption line, and
AX . The results of fitting Qiuet al.’s data to this model are
consistent withAB equal to 7.5 dB/km at 1.35 kHz,Q equal
to 2.7, andAX equal to 1 dB/km. The latter is small com-
pared toAB at 1.35 kHz, which supports the hypothesis that
bio-absorptivity due to 10-cm-long anchovies is the domi-
nant cause of attenuation at this frequency. The absorption
coefficient of the layer of anchovies,aB , may be estimated
from the calculated value ofAB by assuming that the acous-
tic field is uniformly distributed in the water column and the
following equation~Diachok, 1999!:

aB5ABD/t, ~8!

whereaB is in dB/l, AB is in dB/l, D is the ocean depth in
m, and t is the thickness of the layer in m. ForAB

57.5 dB/km50.0075 dB/m50.0083 dB/l, D540 m, l0

51.1 m, and t50.3 m ~based on inversion calculations,
which will be presented in Sec. VII!, aB51.1 dB/l. This is
approximately equal to the value ofaB , which will be de-
rived through comparison of propagation model calculations
with data, which will be presented in Sec. VII.

The magnitude ofQ is determined by the values ofQ0 ,
the inherentQ of individual fish,QL , theQ associated with
the distribution of lengths, andQZ , theQ associated with the
distribution of depths through a generalized form of
Weston’s~1967! equation:

1/Q251/Q0
211/QL

211/QZ
2. ~9!

This equation assumes that each of these processes results in
a ‘‘random’’ distribution of resonance frequencies. Labora-
tory measurements indicate thatQ0 of anchovies at 6 m
equals approximately 4.5~Baltzer and Pickwell, 1970!. The
magnitude ofQL of adult anchovies in the Yellow Sea is
approximately 3.5, based on measurement of the width of the
3 dB down points in Deng and Zhao’s~1991! measurements
of the length distributions of anchovies in the Yellow Sea,
Holliday’s empirical relationships betweenL andr 0 , and Eq.
~5!. Disregarding the effect ofQZ , the calculated value ofQ
is 2.8. This is in excellent agreement with the measured
value, 2.7, which suggests thatQZ is large, i.e., greater than
about 7. The magnitude ofQZ , which may be estimated
from Eq. ~5!, is approximately equal tod/t, whered is the
average depth andt is the thickness of the layer. It will be
shown in the next section thatd at Qiuet al.’s site is approxi-
mately equal to 6.9 m, which implies thatt is less than ap-
proximately 1 m.

The wind speed during this experiment was about 10
knots ~Qiu, personal communication!. Attenuation due to
surface waves and subsurface bubbles at frequencies below 2
kHz at 10 knots for a water depth of 40 m is less than 0.1
dB/km ~Weston and Ching, 1989!. Chemical absorptivity at
these frequencies and ranges is also small~Thorpe, 1965!.
Attenuation due to the rms roughness~;0.3 m! at the bottom
boundary is also small at these frequencies~Zhou, 1985!.

According to Holliday’s empirical relationships between
L andr 0 , and Eq.~5!, 10-cm-long anchovies withr 0 equal to
0.4 cm and« equal to 1.15 resonate at 1.35 kHz at a depth of
5.8 m. The uncertainty in this estimate of depth,61 m, was

derived from the estimated uncertainties in the measured
value of the average fish length~610%!, the calculated value
of r 0 ~65%!, and the measured value off 0 ~65%!. These
observations were then extrapolated to the Yellow Sea, as-
suming that the differences in the relationships betweenL
andr 0 and« of the swim bladders of Japanese and California
anchovies are small. This assumption is reasonable, since the
magnitude of the correction for eccentricity is small. Figure
5 provides a comparison between calculations and measure-
ments off 0 of 10-cm-long anchovies in the laboratory and in
the Yellow Sea. The laboratory estimate was extrapolated
from measurements off 0 ~1.275 kHz!, which were made on
10.6-cm-long California anchovies (r 050.43 cm) at 6 m.
The depth of anchovies in the Yellow Sea was inverted from
TL data, as discussed in Sec. VII.

VII. INVERSION OF BIO AND GEO-ACOUSTIC
PARAMETERS

Additional evidence in support of the bio-acoustic para-
digm will be provided by demonstrating that the depth of the
absorption layer, which was derived from Eq.~5!, viz.,
5.861 m, is consistent with the average layer depth, which
will be ‘‘inverted’’ from transmission loss measurements.
The inversion method, which will be employed here, is simi-
lar to previously reported inversion methods for estimation
of ocean and geo-acoustic parameters from sound propaga-
tion measurements~Diachoket al., 1995!.

TL calculations were based on incoherent addition of
modes generated with the BIO-C-SNAP model. Incoherent
addition of modes was assumed to result in a reasonable
approximation to~0.1 kHz! frequency averaging of Qiu
et al.’s data~Jensen and Kuperman, 1983!.

It was assumed that bio-acoustic absorptivity was due to
a single layer, which was modeled with a single uniform
~depth independent! absorption coefficient. Incorporation of
a ‘‘Gaussian’’ shape did not have a significant effect on cal-
culations. It was assumed that the bottom could be charac-
terized with an interfacial sound speed,cP , and a subbottom
gradient equal to 1.3 m/s/m~Hamilton, 1987!. Assumption of
other values of this parameter~up to 2 m/s/m! had no effect
on inverted parameters. The rms roughness was assumed to

FIG. 5. Measured resonance frequencies due to anchovies in the Yellow Sea
~Qiu et al., 1999!, and extrapolations from Baltzer and Pickwell’s~1970!
laboratory measurements.
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equal zero. Assumption of a small rms roughness~0.3 m! at
the bottom interface did not reduce the rms difference be-
tween calculations and measurements.

Initial inversion calculations were conducted for the case
of no bio-acoustic absorption layer. The search was based on
minimizing the rms difference,D, between calculated and
measured transmission losses as a function of three param-
eters:cP , aP , and the correction for source level. All of Qiu
et al.’s TL data, which included measurement at ranges be-
tween 0.4 and 5.7 km~but excluded data at 6.6 km! and
source and receiver depths of 7 and 25 m, were employed in
the inversion. The search method was ‘‘comprehensive’’, i.e.,
D was calculated for all combinations of parameters. The
resultant ambiguity surface, Fig. 6, shows that the minimum
value ofD was 9.5 dB forcP equal to 1625 m/s andaP equal
to 3 dB/l. The unacceptably high value ofD indicates that
the environmental model, which was assumed to generate
replica fields, does not provide a good approximation to re-
ality. It is noteworthy that the inverted value ofaP ~3 dB/l!
is much larger than Hamilton’s~1987! upper bound on this
parameter~1 dB/l! at high frequencies.

The correction for source level had to be included in the
search, since Qiuet al. did not report absolute values of TL.
The search was not sensitive to the magnitude of this un-
known: addition of 50 dB to Qiuet al.’s published values of
relative TL, which resulted in reasonable absolute values of
TL at 1 kHz at 0.4 km, did not significantly affect calculated
ambiguity surfaces.

Subsequent calculations included a search through both
bio and geo parameters. This search was based on minimiz-
ing the rms difference,D, between calculated and measured
transmission losses as a function of six parameters:aB , d, t,
cP , aP , and the correction for source level. The search was
conducted by varying two to three parameters, while holding
others constant. This procedure was repeated several times
for all possible combinations of pairs of parameters untilD
approached an asymptotic value. A sufficiently large number
of ambiguity surfaces were calculated to ensure that local

minima were avoided and that ambiguity surfaces for all pos-
sible combinations of parameters were self-consistent. Fig-
ures 7 and 8 show ambiguity surfaces for assumed values of
the layer depth,d, layer thickness,t, and the bio-attenuation
coefficient,aB .

Figure 7 shows the magnitude ofD vs. d andaB at 1.35
kHz for t equal to 0.3 m andaP equal to 0.15 dB/l. The
minimum D, 1.7 dB, occurs whend equals 6.9 m andaB

equals 1.1 dB/l. This value ofaB is virtually identical to the
heuristic estimate presented in Sec. VI. This figure indicates
that D is less than 3 dB~within 1.3 dB of the minimum!
whend is between 6.6 and 7.0 m, andaB is between 0.9 and
1.4. The inverted value ofd is consistent with Eq.~5! based
estimate~5.861 m!.

FIG. 6. Ambiguity surface of the rms difference,D ~in dB!, between mea-
sured and calculated transmission loss at 1.35 kHz versus bottom sound
speed and attenuation coefficient, assuming that all excess attenuation is due
to the bottom. The inverted sound speed is 1625 m/s and attenuation coef-
ficient is equal to 9.5 dB/l. Contours:610, 11, and 13 dB.

FIG. 7. Ambiguity surface of the rms difference,D ~in dB!, between mea-
sured and calculated transmission loss at 1.35 kHz versus layer depth and
absorption coefficient within the layer. Layer thickness equals 0.3 m. The
inverted layer depth is approximately equal to 6.8 m. Contours:62, 3, and
5 dB.

FIG. 8. Ambiguity surface of the rms difference,D ~in dB!, between mea-
sured and calculated transmission loss at 1.35 kHz versus layer thickness,t,
and ‘‘relative bio-alpha’’ within the layer,ab . Bio-alpha,aB , may be cal-
culated from the equation,aB50.33ab /t. Layer depth is 6.8 m. The in-
verted layer thickness is approximately equal to 0.3 m. Contours:62, 3, and
5 dB.
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Figure 8 shows the magnitude ofD vs. t and aB for a
layer depth of 6.9 m andaP equal to 0.19 dB/l. In this case
the minimumD, 1.8 dB, occurs whent equals 0.3 m. This
figure indicates thatD is less than 3 dB~within 1.2 dB of the
minimum! when t is between 0.0 and 0.8 m. The relatively
small inverted value oft is consistent with previously re-
ported measurements of the thickness of plankton layers in
the ocean. The thickness of fish layers is hypothetically
driven by the thickness of plankton layers. The latter are
frequently less than 1 m thick~Cowleset al., 1998; Holliday,
1995!. These observations are consistent with limited, previ-
ously reported echo sounder measurements oft of anchovies
~Barangeet al., 1996; Holliday, personal communication!,
myctophids~Benoit-Bird and Au, 2004! and juvenile pollock
~Francis and Bailey, 1983!. Barangeet al.’s measurements,
which were made over several months and over hundreds of
km, resulted in a time-averaged value oft of 2 m. This sug-
gests that measurements, which were made over shorter du-
rations, such as one night, and shorter distances, such as a
few km, were less than 2 m. Benoit-Bird and Au reported
that t varies with the phase of the moon and is minimum, 1
m, at night during a full moon. Holliday’s unpublished mea-
surements~personal communication! suggest that some fish
~probably anchovies! aggregate at thin plankton players.
Francis and Bailey~1983! reported that the layer thickness of
juvenile pollock was less than 2 m when there was a strong
thermocline.

Figure 9 shows the magnitude ofD vs. cP and aP for
fixed values of bio-acoustic parameters. This figure illus-
trates the low sensitivity of the data at 1.35 kHz to geo-
acoustic parameters. The magnitude ofD was less than 3 dB
~within 1.3 dB of the minimum forcP between 1580 and
.1720 m/s, andaP between 0.02 and.0.5 dB/l; the mag-
nitude ofD was less than 2 dB~within 0.3 dB of the mini-
mum! for cP between 1580 and 1680 m/s, andaP between
0.02 and approximately 0.36 dB/l. The best fit occurred at
cP equal to approximately 1645 m/s andaP equal to ap-
proximately 0.19 dB/l, whereD equaled 1.7 dB.

Figure 10 shows calculated magnitudes ofD vs. aP and

aB for fixed values ofcP ~1645 m/s!, t ~0.3 m!, andd ~6.9 m!

at 1.35 kHz. The magnitude ofD was less than 3 dB foraB

between 0.6 and 1.3 dB/l, and aP between 0.03 and 0.5
dB/l. The magnitude ofD was less than 2 dB foraB be-
tween 0.8 and 0.9 dB/l, andaP between 0.22 and 0.32 dB/l.
The optimum values ofaP andaB equal 0.27 and 0.9 dB/l,
consistent with results shown in Figs. 7–9.

Calculations at 2 kHz resulted in an acceptable value of
D, 2 dB. Inversion of bio-acoustic parameters, which as-
sumed the same values of geo-acoustic parameters that were
derived at 1.35 kHz, resulted in values ofd, t, andaB , which
were consistent with values derived at 1.35 kHz. The in-
verted value ofaB was scaled down by a factor of about 0.3,
in accord with Eq.~5!. Inversion ofcP , however, was not
successful at this frequency. The optimum value ofcP was at
the upper bound of the search space, 1720 m/s, whereD was
2 dB, and the 3-dB bounds oncP exceeded the search space.
The low sensitivity tocP at this frequency may have been
caused by shortcomings of the geo-acoustic model, or by
stochastic mode coupling due to internal waves. The latter
increases with increasing range and frequency~Dozier and
Tappert, 1978; Duda and Preisig, 1999!. Calculations at 1
kHz resulted in an unacceptably high value ofD, 3.5 dB,
hypothetically due to shortcomings of the geo- or bio-
acoustic models.

A comparison of the minimum values ofD for inver-
sions that assumed only geo parameters, and a combination
of bio and geo-acoustic parameters, is shown in Fig. 11.
These results indicate that inclusion of a bio-absorption layer
results in much smaller values ofD at all frequencies, despite
the apparent shortcomings of the geo-acoustic model at 1 and
2 kHz.

VIII. GEO-ALPHA

The purpose of this section is to provide a context for
comparison of the value ofaP (dB/l) inverted from Qiu
et al.’s data with previously reported measurements of this

FIG. 9. Ambiguity surface of the rms difference,D ~in dB!, between mea-
sured and calculated transmission loss at 1.35 kHz versus bottom sound
speed and attenuation coefficient. The inverted sound speed is 1645 m/s and
attenuation coefficient is equal to 0.19 dB/l. Contours:62, 3, and 5 dB.

FIG. 10. Ambiguity surface of the rms difference,D ~in dB!, between mea-
sured and calculated transmission loss at 1.35 kHz versus geo alpha and bio
alpha. The inverted values ofaP and aB are equal to 0.3 and 1 dB/l,
respectively. Contours:62, 3, and 5 dB.
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parameter. Figure 12 shows the inverted values ofaP at Qiu
et al.’s site, Zhou’s estimates at a nearby, unspecified site,
Dahl et al. and Rogerset al.’s estimates at the site in the
central Yellow Sea depicted in Fig. 1, and analytical calcu-
lations based on work reported by LeBlancet al. ~1992!,
Turgut et al. ~2002!, and Buckingham~2000!.

LeBlancet al. ~1992! fit ‘‘chirp’’ sonar measurements at
frequencies between about 3 and 10 kHz with an analytical
model, which assumed thataP was due to a relaxation
mechanism. According to this model,aP increases with fre-
quency to the first power at frequencies below the relaxation
frequency. Turgutet al. fit Hamilton’s ~1972! in situ mea-
surements at frequencies between 3 and 25 kHz with theo-
retical calculations based on the ‘‘Biot’’ model. According to
this model, aP also increases with frequency to the first
power at low frequencies. Buckingham’s~2000! theory as-
sumes thataP is controlled by intergranular friction. Accord-
ing to his model,aP is independent of frequency. The lines
drawn in Fig. 12 assume that both mechanisms contribute,
and are described by the equation

aP5b f1h, ~10!

whereaP is in dB/l, f is the frequency in kHz,h equals 0.07,
and b equals 0.011 for ‘‘silt’’ and 0.031 for ‘‘sand’’ from
LeBlancet al.’s calculations, and 0.012 for ‘‘clayey silt’’ and
0.072 for ‘‘fine sand’’ from Turgutet al.’s calculations. The
first term accounts for the relaxation mechanism at low fre-
quencies. The second term is consistent with Buckingham’s
theory; the magnitude ofh was selected to fit Dahlet al.’s,
Rogerset al.’s, and Zhou’s data at 200 Hz.

The inverted value ofaP at 1.35 kHz at Qiuet al.’s site,
based on the bio and geo model, is consistent with both
Turgutet al.’s and LeBlancet al.’s extrapolations from high-
frequency measurements. This is a reasonable result, since
the magnitude ofaP of ‘‘silty sand’’ lies between ‘‘sand’’ and
‘‘silt’’ at high frequencies~Hamilton, 1972!.

Values ofaP inverted from propagation measurements
are sensitive to the assumed sound speed profile in the bot-
tom. Zhou’s estimates ofaP , which assumed that the bottom
may be characterized by a half-space~1584 m/s!, increase
with frequency as shown in Fig. 12. Zhouet al.’s ~1987!
revised estimates ofaP ~not shown! from Zhou’s data, which
assumed a low sound speed, 10-m-thick, transition layer
overlying a high sound speed half-space, were about 0.6
times lower than Zhou’s original estimates. Zhouet al.
~1987! also concluded that their previously reported mea-
surements were consistent withaP equal to 0.45e21.3z dB/l,
where z is in m in the top 10 m. Dahlet al. inverted the
following values ofaP : 0.2 dB/l in a low sound speed,
2-m-thick, transition layer, and 0.07 dB/l in the underlying
high sound speed half-space~the average value, 0.14 dB/l, is
shown in Fig. 12!. Rogerset al.’s estimates ofaP , which
assumed that the bottom may be modeled by a half space,
increased with frequency, as shown in Fig. 12.

Zhou’s estimates and Dahlet al.’s and Rogerset al.’s
estimates ofaP diverge at frequencies above about 500 Hz.
Zhou ~1985! does not offer an explanation for the abrupt
increase in the apparent value ofaP at 630 Hz at his site.
This anomaly may be due toaB . Unfortunately it is not
possible to investigate this hypothesis by inverting the depth
of the absorbing layer from Qiuet al.’s data at 630 Hz, since
their data is restricted to frequencies between 1 and 2 kHz, or
by testing compliance of Zhou’s data with Eq.~5!, since the
frequency resolution in his data is too low. Furthermore, the
apparent values ofaP at frequencies above 1 kHz, which
were derived by Rogerset al., may have been biased by a
finite value ofaB . According to Ohshimo~1996!, the con-
centration of anchovies diminishes with distance from
spawning grounds, and is smaller at the latter site than at Qiu
et al.’s site ~but is not equal to zero as Fig. 1 suggests!.

Table I provides a comparison of inverted geo-acoustic
parameters at 1.35 kHz, based on results shown in Figs.
7–10, and previously published measurements discussed
above. Both 2- and 3-dB bounds are provided for consider-
ation. The historical estimates ofcP are based on Dahl
et al.’s and Rogerset al.’s measurements in ‘‘silty sand’’~the
bottom at Quiet al.’s site consists of ‘‘silty sand’’!. The his-
torical estimate ofaP is based on the analytical extrapolation
between Dahlet al.’s and Rogerset al.’s measurements at

FIG. 11. Minimum rms difference,D ~in dB!, between measured and cal-
culated transmission loss, assuming attenuation is due to only geo param-
eters~s!, and bio and geo parameters~d!.

FIG. 12. Values ofaP , which were inverted from Qiuet al.’s data at 1.35
kHz, based on replica fields which incorporate bio- and geo-alpha~d! and
only geo-alpha~s!, and Zhou’s~1987! ~n!, Rogerset al. ~2000! ~L!, and
Dahl et al.’s ~1998! ~h! measurements ofaP in the Yellow Sea, which
assume that all attenuation is due to geo-alpha, and analytical calculations in
‘‘sand’’ ~———! and ‘‘silt’’ ~-–-! from LeBlanc et al. ~1992!, and ‘‘fine
sand’’ ~———! and ‘‘clayey silt’’ ~-–-! from Turgutet al. ~2002!.
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low frequencies and LaBlancet al.’s and Turgutet al.’s cal-
culations for ‘‘sand’’ and ‘‘silt.’’ Inverted values ofcP and
aP are consistent with these estimates. Table I also provides
a comparison of inverted and calculated bio-acoustic param-
eters, which will be discussed in the next section.

IX. BIO-ACOUSTIC PARAMETERS

The purpose of this section is to compare inverted values
of bio-acoustic parameters with previously reported measure-
ments. The depth of the absorption layer, 6.960.3 m, was
consistent with theoretical calculations of the depth~5.861
m! of 10-cm-long anchovies, the dominant species in the
Yellow Sea, and with the extrapolated value of the measured
resonance frequencies of anchovies in the laboratory; the in-
verted layer thickness, 0.360.2 m, was consistent with mea-
surements of theQ of this absorption line. It is noteworthy
that this value oft is also consistent with the nominal thick-
ness of ‘‘thin’’ layers of phyto and zooplankton on continen-
tal shelves, which tend to occur when wind speeds are low
~Cowles, 1998!. The wind speed during Qiuet al.’s experi-
ment was about 10 knots.

The inverted value ofaB is consistent with photographic
measurements~Aoki and Inagaki, 1988! of the average sepa-
ration between adult anchovies at night, viz.,s equals 1062
L. Substitution of aB50.1 nepers/m, r 50.0034 m, l0

51.11 m, andQ52.7 into Eq. ~6! results in n equal to
9.8/m3. This value ofn corresponds tos equal to 47 cm,
which equals 4.3 L. This estimate assumes that the layer
thickness was 0.3 m. If the layer thickness was actually 0.8
m ~the upper 3 dB bound ont, shown in Fig. 8!, then then
would have equaled 3.7/m3, ands would have equaled 6 L.
The latter is in good agreement with Aoki and Inagaki’s data.

The inverted value ofaB is significantly higher than
historical measurements of the number density of anchovies
in the Yellow Sea. Multiplyingn by t ~0.3 m! results innA

~the spatial density! equal to 3/m2. The uncertainty in this
estimate, approximately61/m2, is driven primarily by the
uncertainties inQ and aB ~both are approximately620%!.
This estimate can be compared with Ohshimo’s~1996! esti-
mate of theaverage valueof this parameter~0.6/m2! in the
central region of the southern Yellow Sea and the central
region of the northern East China Sea in May and June.
Ohshimo’s measurements show thatnA increases with prox-
imity to the spawning grounds off China, qualitatively con-
sistent with spatial distributions shown in Fig. 1. Further-

more,nA in the vicinity of eddy-associated ‘‘habitats’’ can be
much larger~by a factor of about 4! than average values.
Consequently, the actual number density in the vicinity of
Qiu et al.’s site may have been significantly greater than the
average value in the Yellow Sea. In addition, actualaverage
number densities in the Yellow Sea may have been higher
than Ohshimo’s estimates by a factor of about 2, due to his
neglect of the depth dependence of target strength, avoid-
ance, and attenuation due to near surface bubbles~Diachok
et al., 2001!.

X. UNCERTAINTY OF INVERTED PARAMETERS

We consider the inversion at 1.35 kHz as ‘‘valid,’’ be-
cause the inverted bio and geo-acoustic parameters were con-
sistent with previously reported estimates. In contrast, we
consider the inversion at 1 kHz ‘‘not valid,’’ because the
value ofD, 3.5 dB, is too high; we also consider the inver-
sion at 2 kHz ‘‘not valid’’ because the inverted value ofcP is
much greater than previously reported estimates.

Knobleset al. ~2003! provide a good description of the
sources of uncertainty associated with inversion of geo-
acoustic parameters from transmission loss data in shallow
water. The uncertainty associated with the validity of the
assumed geo-acoustic model is one of the primary determi-
nants of the uncertainty in estimated geo-acoustic param-
eters. Inversion methods can provide valid estimates of en-
vironmental parameters, provided that the environmental
model and its associated search space provide a ‘‘sufficiently
realistic’’ representation of the environment. The success of
this method at 1.35 kHz suggests that the inversion at this
frequency was conducted in the context of ‘‘sufficiently re-
alistic’’ bio and geo-acoustic models. In contrast, inversion
calculations at higher and lower frequencies were not suc-
cessful, which suggests that the assumed geo-acoustic model
was probably not ‘‘sufficiently realistic.’’ Hypothetically, the
lower values ofaB at the higher and lower frequencies re-
sulted in a larger amount of energy in high-order modes,
which are more sensitive to the details of subbottom struc-
ture ~layering, gradients, roughness at interfaces, etc.!. This
suggests the need for a more complex geo-acoustic model
and a larger number of parameters in the search space when
aB is small.

Perhaps a thin transition layer overlying a higher sound
speed, loweraP , as postulated by Zhouet al. ~1987! and
Dahl et al. ~1998!, may have provided a more realistic geo-
acoustic model. Or, there may have been two or three orn
distinct layers. To preclude model-associated uncertainties,
experiments designed to measure effects of bio and geo-
alpha on TL should include~1! co-located geo-acoustic mea-
surements, viz., chirp sonar,in situ probes and/or cores, to
facilitate formulation of a realistic model of subbottom struc-
ture, and~2! coincident fisheries echo sounders and direct
sampling of fish~trawling, purse seining! to facilitate formu-
lation of a realistic geometrical model of bio-absorption lay-
ers.

The uncertainty in source levels of shots is about 2 dB;
this places a lower bound onD. In addition, temporal and
spatial fluctuations in sound speed due to internal waves re-
sult in stochastic mode coupling of propagated signals,

TABLE I. Comparison of inverted and other estimates of bio- and geo-
acoustic parameters at 1.35 kHz. The22- and23-dB bounds on inverted
values ofd, t, cP , and aP are based on contours shown in Figs. 7–10,
respectively.

23 dB 22 dB ‘‘Truth’’

d (m) 6.6–7.0 6.7–6.9 5.861 @Eq. ~5!#
t (m) 0.0–0.8 0.3–0.6 ,1 m @Eq. ~9!#
cP (km/s) 1.58–.1.72 1.58–1.68 1.56,a 1.59b

aP (dB/l) 0.03–0.5 0.22–0.32 0.1060.05a–d

aDahl et al. ~1998!.
bRogerset al. ~2000!.
cLeBlancet al. ~1992!.
dTurgut et al. ~2002!.
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which affects the accuracy of predicted replica fields. Fur-
thermore, there is an uncertainty in the depth of the measure-
ment site, and the depths of sources and receivers. An addi-
tional small, but possibly significant, source of uncertainty is
the accuracy of the propagation model. As a result of these
uncertainties, there is no universally accepted formula for
calculating the uncertainty of inverted parameters, even
when the assumed geo-acoustic model may be considered a
valid representation of the environment.

XI. CONCLUSIONS

In summary, inversion calculations at the resonance fre-
quency of anchovies, which assumed that attenuation was
due to a combination of bio and geo-alpha, resulted in ac-
ceptable values ofD and realistic values of bio and geo-
acoustic parameters, whereas calculations which assumed
that all excess attenuation was due to the bottom resulted in
unacceptably large values ofD and unrealistic values ofaP .
These calculations assumed relatively simple bio and geo-
acoustic models, viz., a biological layer with unknown depth,
thickness, and bio-alpha, and a sediment layer with unknown
interfacial sound speed, subbottom gradient, and geo-alpha.
Inversion at the resonance frequency, where bio-alpha was
large, was successfuldespite the simplicity of these models,
whereas inversions at higher and lower frequencies, where
bio-alpha was small, were not fully successful, hypotheti-
cally because of shortcomings of the geo-acoustic model.

The scientifically most important result of this exercise
was that we correctly inverted the depth, thickness, and num-
ber density of the bio-layer at 1.35 kHz. Inversion of layer
depth offers hope of classification of bio-absorption lines
based on their depth, an alternative to classification of bio-
absorption lines by changes in resonance frequencies at twi-
light ~Diachok, 1999!. This is important since the juveniles
of most species, and many physoclists, do not undergo sig-
nificant vertical migration at twilight.

Concurrent inversion of geo-acoustic parameters was a
prerequisite for establishing credibility of inverted bio-
acoustic parameters. The high sensitivity of this method to
uncertainties in geo-acoustic parameters, when bio-alpha is
small ~or zero!, suggests that future bio-absorptivity experi-
ments incorporate independent measurements of geo-
acoustic parameters. To minimize effects of internal waves
on stochastic mode coupling, experiments should be con-
ducted at shorter ranges.
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An active sonar system is used to image wide areas of the continental shelf environment by
long-range echo sounding at low frequency. The bistatic system, deployed in the STRATAFORM
area south of Long Island in April–May of 2001, imaged a large number of prominent clutter events
over ranges spanning tens of kilometers in near real time. Roughly 3000 waveforms were
transmitted into the water column. Wide-area acoustic images of the ocean environment were
generated in near real time for each transmission. Between roughly 10 to more than 100 discrete and
localized scatterers were registered for each image. This amounts to a total of at least 30 000
scattering events that could be confused with those from submerged vehicles over the period of the
experiment. Bathymetric relief in the STRATAFORM area is extremely benign, with slopes
typically less than 0.5° according to high resolution~30 m sampled! bathymetric data. Most of the
clutter occurs in regions where the bathymetry is locally level and does not coregister with seafloor
features. No statistically significant difference is found in the frequency of occurrence per unit area
of repeatable clutter inside versus outside of areas occupied by subsurface river channels. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1799252#

PACS numbers: 43.30.Vh, 43.30.Pc@WLS# Pages: 1977–1998

I. INTRODUCTION

A long-range bistatic sonar system was used to rapidly
image wide areas of the New Jersey continental shelf envi-
ronment south of Long Island in a field experiment from 27
April to 5 May 2001.1 The system consisted of a horizontally
towed receiving array and two low-frequency vertical source
arrays. Source signals were transmitted over long ranges to
image scatterers up to tens of kilometers away. Waveguide
scattering2–6 and propagation7 determine the performance of
this remote sensing technology.

The field experiment, known as the 2001 Acoustic Clut-
ter Reconnaissance Experiment~ACRE!,1 is a part of the
U.S. Office of Naval Research Shallow Water Acoustic Clut-
ter Program. The main objectives of the Program are to~1!

determine the spatial and temporal variability of clutter in
long range active sonar in continental shelf environments
with generally low bathymetric relief,~2! identify the domi-
nant sources of clutter,~3! understand the physical mecha-
nisms that lead to these prominent returns, and~4! analyze
the bistatic scattering characteristics of these dominant
sources. In this context, clutter refers to scattering from ob-
jects in the environment that stand prominently above the
diffuse and temporally decaying reverberation background
that can camouflage or be confused with the returns from an
intended target.

Another purpose of ACRE was to test the possibility of
using low-frequency active sonar systems to rapidly image
subseafloor geomorphology over wide areas in shallow wa-
ter. In deep water, several remote sensing experiments have
consistently and repeatedly observed strong and determinis-
tic clutter return from lineated ridges and scarps on
seamounts.8–11 It was found that the level of the clutter is

a!Now at Northeastern University, Boston.
b!Electronic mail: purnima@ece.neu.edu
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proportional to the projected area of the scarp along the path
from target to bistatic source and receiver.8–10Attempting to
draw an analogy with the deep water results, a number of
investigators, for example in Ref. 12, proposed subseafloor
geomorphology, which exists throughout the continental
shelf, to be potential source for anomalous sonar returns in
areas of level bathymetry in shallow water.

The New Jersey STRATAFORM13 site, shown in Fig. 1,
was well-suited for ACRE because a number of substantial
geophysical surveys14–16 have previously characterized sea-
floor and subbottom features over wide areas. Furthermore,
several other acoustic experiments have been conducted in
this area to investigate acoustic propagation conditions17 and
to invert for seabottom properties.18,19 Data from the geo-
physical surveys are used here to identify natural features of
the seafloor and subseafloor that might possibly be imaged
by our remote acoustic sensing system.

During the ACRE, two research vessels were used to
acquire both monostatic and bistatic scattering data. Roughly
3000 waveforms were transmitted into the water column
from vertical source arrays in the 390- to 440-Hz band and
received by a horizontal towed array. A wide-area acoustic
intensity map~image! of the environment was generated for
each transmission. On average from 10 to 100 discrete and
localized scattering events were registered per transmission.
From a clutter perspective, this gives a total of at least 30 000
scattering events that could be confused with that from a
large submerged vehicle over the period of the experiment.
Two acoustic targets,1,20 essentially cylindrical air-filled elas-
tic tubes approximately 30 m long, with known scattering
properties and locations were vertically deployed and used to
calibrate returns and confirm theories about waveguide scat-
tering from extended objects and long-range imaging in con-
tinental shelf environments.

In this paper, wide-area acoustic images from the ACRE
are presented to illustrate the prominent and discrete scatter-
ing events measured in the New Jersey continental shelf en-

vironment. Returns that coincide with the location of the
calibrated targets are evident in the images indicating our
ability to accurately chart the returns in both space and time.
Most of the charted clutter were found to occur in regions
where the bathymetry is locally level and do not coregister
with any known geologic features of the seafloor. Some of
the charted clutter appears to occasionally correspond with
buried river channels identified from geophysical surveys.
However, statistical analysis of the clutter in regions where
the subbottom geomorphology has been mapped shows that
there is no significant difference between the frequency of
occurrence per unit area of repeatable clutter events that
chart within areas occupied by buried river channels and
those that chart outside of areas occupied by channels.

In Sec. II, we provide a description of the New Jersey
STRATAFORM area geology and a detailed description of
the ACRE. In Sec. III, we explain how long-range acoustic
data are processed to generate wide-area images. Images
showing the charted clutter and returns from the calibrated
targets are presented in Sec. IV. Possible mechanisms for the
clutter returns are discussed in Sec. V. Oceanographic data
collected during the experiment, such as sound speed struc-
ture, are presented in the appendix.

II. DESIGN AND IMPLEMENTATION OF THE ACRE

Prior to the ACRE, a number of geophysical
surveys14–16 at the New Jersey STRATAFORM site charac-
terized the seafloor and subbottom features over wide areas.
Figure 2 shows the water depth at the STRATAFORM site
where bathymetric data are available at 30 m horizontal
resolution.15 Seabed and subbottom features identified from
the geophysical surveys are overlain on the bathymetry. The
candidate features for prominent scattering include incised or
buried river channels, relict iceberg scours and surface ero-
sional features on the seafloor, and surface or near surface
outcroppings of seismically reflective subsurface strata
within the seabed. Figure 3 shows an interpretation of a seis-
mic profile from Ref. 14 of several river channels buried at
different depths from the seafloor intersecting with various
sub-bottom strata. Apart from these geologic features, aggre-
gates of compact scatterers such as gravel deposits on the
seafloor, gas pockets in the seabed, and large and densely
populated schools of fish are also possible sources of clutter.

Figure 4 shows the directional derivative~DD! of
bathymetry at the STRATAFORM area. The DD is defined in
Ref. 21 as the dot product of the gradient of bathymetry with
the horizontal unit vector pointing in the direction of an ob-
servation point. In Fig. 4, the DD is plotted for an observa-
tion point to the north of the STRATAFORM area. Seafloor
surfaces facing the observation point have positive DD, sur-
faces facing away have negative DD, and level surfaces have
zero DD. Inspection of Fig. 4 shows that the experiment site
has mostly benign slopes of less than 0.5° with few discrete
features on the seafloor. Even the seafloor features that are
noticeable, such as the iceberg scours and erosion pits, have
small slopes typically,3°. Their vertical relief is typically
smaller than the acoustic wavelength of roughly 4 m in this
experiment.

FIG. 1. Location of the East Coast STRATAFORM area off the New Jersey
coast. Contours in meters.
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In both Figs. 2 and 4, the subbottom features shown are
based on interpretations of geophysical data acquiredprior
to the ACRE 2001. The areas where the subsurface features
are shown are the only areas where the subbottom data had
been acquired and analyzed prior to the ACRE 2001. There
may be other subsurface features elsewhere in the figure, but
the geophysical data had either not been collected in those
areas or had not been analyzed prior to the experiment. The
most current geophysical interpretations of the subsurface
features is provided and used in our analysis of the measured
clutter in Sec. IV.

The experiment was conducted using the Research Ves-
sel ~RV! Endeavorand the NATO Research Vessel~NRV!
Alliance ~Fig. 5!. RV Endeavorwas used mainly as a source
ship for bistatic measurements. It deployed a source system
used by the Multistatic ASW Capability Enhancement Pro-
gram ~MACE! consisting of a seven-element array of uni-
formly spaced XF-4 transducers, beamed to transmit at
broadside during the whole experiment. RVEndeavorwas
fastened to moorings at three sites where a fixed transmission
location was maintained for the bistatic measurements. NRV
Alliancewas the only ship that deployed a horizontal receiv-
ing array. It also deployed a two-element MOD40 transducer
source system that was towed for quasi-monostatic measure-
ments. A nominal tow speed of 2 m/s was maintained
throughout the measurements by NRVAlliance. The horizon-
tal receiving array was a 256-element line array with three
nested apertures, each consisting of 128 sensor elements
evenly spaced at 0.5, 1, or 2 m, respectively. Only data from
128 elements at 1-m spacing are analyzed in this paper. For a
sound speed of 1500 m/s, this subaperture corresponds to an
array cut for 750 Hz. Each of the two calibrated targets,1,20

deployed at a selected site, were moored to the bottom in
waters approximately 80 m deep, 18 m off the seafloor. They
stood vertically in the water column spanning roughly 32- to
62-m depth from their own buoyancy.

The tracks traversed by NRVAlliance, mooring loca-
tions of RV Endeavor, and locations of the two calibrated
targets and subbottom features are also plotted in Fig. 4.
Acoustic transmissions were centered about three distinct
sites of the STRATAFORM area identified as sites 1, 2, and
3. The water depth at the three sites ranged from approxi-
mately 70 to 130 m. At site 1, the tracks of NRVAllianceand
the source location for RVEndeavorwere designed to image
the buried river channels and shallow subsurface reflectors
truncated at the seafloor.14,15At site 2, the erosion pits on the
seafloor and the subsurface reflectors, as well as the cali-
brated targets, were the focus of the measurement. The tracks
at site 3 were designed to image the iceberg scours and more
subsurface reflectors and to obtain scattered returns from the
Hudson Canyon walls. The large number of tracks at each
site was neccessary to study the range and azimuth depen-
dence of the scattering and to distinguish returns from the
various candidate clutter targets at a variety of ranges and
azimuths. The numerous tracks also served to help break the
ambiguity inherent in line array measurements.

The sources transmitted both linear frequency modu-
lated ~LFM! and sinusoids or ‘‘continous wave’’~CW! sig-
nals of varying duration in the frequency range from 390 to

440 Hz.1 For the bistatic transmissions by RVEndeavor, the
LFM signals were shaded with a Tukey window while the
CW signals were shaded with a Hann window. For the quasi-
monostatic transmissions by RVAlliance, a rectangular win-
dow was used in all transmissions for both the LFM and CW
signals. The length of each NRVAlliance track line is
roughly 10 km and the waveforms were transmitted at every
50- or 100-s interval. With a speed of 2 m/s for the receiver
ship, data from a total of roughly 50 or 100 transmissions
were measured along each track.

III. WIDE-AREA IMAGES OF THE OCEAN
ENVIRONMENT

A. Generating images in near-real-time

During the ACRE, a wide-area image of received sound
pressure level as a function of horizontal position over tens
of kilometers was generated for every transmission~ping! in
near-real-time. For a given transmission, two-way travel time
was used to determine the range of returns and beamforming
to determine the azimuth. The process has been previously
described in Refs. 8, 21, and 11. It follows the same prin-
ciples used in high-frequency side-scan sonar, medical ultra-
sound, and radar image processing except that the present
imaging process involves the complexities of multipath
propagation, waveguide scattering, and dispersion.

In this paper, echo returns from mono- and bistatic LFM
transmissions of varying duration measured with NRVAlli-
ance’s horizontal line array with 128 elements at 1-m spac-
ing are analyzed. The raw time series data for each hydro-
phone were filtered, demodulated, and decimated. This
decimated array data were then converted to beam-time data
by time-domain beamforming. The sharpest cross-range
resolution is at broadside, where the signals arrive almost
perpendicular to the array axis. The broadest cross-range
resolution is near endfire, where the signals arrive almost
parallel to the array axis.

A Hanning spatial window function was applied in the
beamforming to reduce sidelobe levels where the first side-
lobe level is down 30 dB from the main lobe. This was
important for reducing sidelobe leakage from radiated noise
present in beams containing the source ship which was
moored near the features to be imaged. Following Eqs.~1!
and ~2! of Ref. 21, the 3-dB beamwidthb of the array is
approximated using

b~w!'1.3
l

L cosw
, ~1!

for steering angles from broadsidew50 to a transition angle
w t near endfire,w5p/2, wherel is the wavelength andL is
the array length. Asw approachesw t , ambiguous beam-
widths each reach a value approximately equal to that at
endfire, and begin to merge until they completely overlap at
endfire where the beamwidth is

b~w5p/2!'2.8Al/L. ~2!

For the array aperture of 127 m, the optimal 3-dB resolution
is about 2.1° at broadside and 27° at endfire. This corre-
sponds to a cross-range resolutionDr5rb of 364 m at
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FIG. 2. Bathymetry of the
STRATAFORM area with shaded re-
gion sampled at 30-m interval. Candi-
date features identified from previous
geophysical surveys14,15 that might
give prominent and coherent scattered
returns include incised or buried river
channels~green!, relict iceberg scours
and erosion pits on the seafloor~red!,
and surface or near-surface expression
of seismically reflective subsurface
strata within the seabed~yellow!. Co-
ordinates ofx andy axis origin in the
north-west corner: 39° 31.008N, 73°
17.288W.

FIG. 3. Interpreted seismic line,
adapted from Ref. 14, showing the
shallow stratigraphy within site 1. The
figure shows numerous buried river
channels intersected by highly reflec-
tive subbottom strata. One of these
subbottom strata is called an
R-reflector.

FIG. 4. Directional derivative of the
30-m sampled bathymetry at the
STRATAFORM site with respect to a
source far in the north. The seafloor is
mostly level locally with slopes of
,1/2°. There are very few discrete
features such as iceberg scours and
erosion pits on the seafloor with slopes
of at most 3°. Acoustic transmissions
were centered about three distinct sites
in the STRATAFORM area. Overlain
are the tracks traversed by NRVAlli-
ance ~white lines!, mooring locations
of RV Endeavor~red stars!, location of
the two calibrated targets~white stars!,
and subbottom features~blue and pink
lines!. Coordinates ofx andy axis ori-
gin in the north-west corner: 39°
31.008N, 73° 17.288W.

1980 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Ratilal et al.: Acoustic clutter reconnaissance experiment 2001



broadside and of 4.7 km at endfire at a range ofr510 km,
which is a typical range for detecting the clutter events dur-
ing the experiment.

The beam-time data are linearly converted to beam-
range data by multiplying the total two-way travel time with
half the mean sound speedc which was taken to be 1475 m/s
based on measured sound speed in the water column~see
Appendix A!. To improve on the range resolution and signal-
to-additive-noise ratio, the LFM data from 390 to 440 Hz
were match filtered with a replica of the source signal to give
an effective range resolution ofc/2B'15 m, where the
bandwidthB is 50 Hz. The data were then averaged to 30 m
resolution and then mapped to a Cartesian grid with the same
30330 m2 grid increment as the high resolution bathymetry
data used. The mapping procedure accounts for beam over-
lap by an incoherent averaging of adjacent beams.22

Multi-modal propagation in a shallow water waveguide
leads to time spread and delay in the mean arrival time of
signals. This dispersion effect is a result of the differing
modes of the waveguide propagating the acoustic energy
with varying group velocities, and is highly dependent upon
the waveguide properties. It also varies as a function of range
and depth due to modal interference which causes a change
in the spatial and temporal structure of the signal. Simula-
tions in various shallow water waveguides in Ref. 23 show
that the error in charting returns from objects in the water
column is about 200 m for the ranges relevant to this study
after match filtering with the source signal. Charting error
varies with the sound speed used to convert travel time to
range. The charting error of 200 m is for a sound speed that
corresponds to the minimum sound speed in the water col-
umn. This sound speed was found to provide the smallest
errors in localizing a source or target in the water column.

During the experiment, fluctuations on the order of63°
were observed in the towed array heading sensor measure-

ments. At site 2, the GPS positioning of the calibrated targets
relative to the source and receiver was used to provide a
more accurate mean orientation of the receiver array for each
track. The corrections needed for each track, however, were
small, approximately 0° to 4°. Since no calibrated targets
were present at sites 1 and 3, no corrections were applied to
those images.

The standard deviation of a pixel value or an average of
stationary pixel values in an acoustic image is now
estimated.8 We assume that the transmitted waveform’s inter-
action with the seafloor scattering area completely random-
izes the return such that the real and imaginary temporal
components of the instantaneous scattered field are identi-
cally distributed and uncorrelated zero-mean Gaussian ran-
dom variables. The instantaneous intensity of the return is
then exponentially distributed and the time-averaged inten-
sity is gamma distributed24 with degrees of freedomm cor-
responding to the time-bandwidth productTB of the scat-
tered field,25 whereT is the measurement time. This product
is an approximate measure of the number of independent and
instantaneous intensity fluctuations averaged overT. If the
reverberation level in dBre 1 mPa for a given pixel in the
acoustic image isR510 log ~mean square pressure!, the
standard deviations of the reverberation level in dB is8,25

s~m!510~ log e!Az~2,m!, ~3!

where

z~n,m!5 (
k50

`
1

~m1k!n
, for n.1, mÞ0,21,22,23,...,

~4!

is the Riemann’s zeta function. For an instantaneous intensity
measurement,m51 ands~1!'5.6 dB. To reduce the standard
deviation to 3 dB which is relatively negligible compared to
the dynamic range of the levels spanned in the images pro-
duced in this experiment, an averaging time ofT50.04 s is
used. This corresponds tom52.0 for the B550 Hz band-
width LFM transmissions analyzed in this paper. Stationary
averaging of adjacent pixels would lead to a smaller standard
deviation according to Eqs.~3! and ~4!, but will also reduce
the spatial resolution.~We ignore averaging of overlapping
beams because the measurements are not independent.! The
prominent returns typically stand above the background re-
verberation by tens of decibels~many standard deviations!
and are therefore considered to be deterministic.

B. Interpreting images generated with low frequency
and long range towed array sonar

Figure 6 shows a wide-area image of the ocean environ-
ment at site 2 obtained from a single bistatic transmission
with the receiver ship NRVAllianceoriented along track 17.
The origin of the range axis along thex andy directions in
the figure is at 39° 31.008N, 73° 17.288W. This origin is at
the north-west corner of the images in Figs. 2 and 4. This
fixed location for the range origin will be used for all acous-
tic intensity images presented in this paper. The array head-
ing is measured with respect to true north increasing in a
clockwise direction. The image shows both the diffuse back-

FIG. 5. A sketch of NRVAlliance towing a two-element vertical source
array at 1.875-m spacing and a 256-element horizontal receiving array with
spacing between elements of 0.5, 1, and 2 m. Only data from 128 elements
of the receiving array at 1-m spacing are analyzed in this paper. The mean
depth of the NRVAlliance two-element source was varied between 23 and
65 m. The mean depth of the receiver array was varied from 22 to 68 m. RV
Endeavorwas moored at each site where measurements were collected and
it deployed the MACE source system consisting of a 7-element array spaced
at 1.625 m. The mean depth of the MACE source was varied between 35
and 84 m and it was beamed to transmit at broadside throughout the experi-
ment. The water depth at the three measurement sites ranged from approxi-
mately 70 to 130 m.
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FIG. 6. A single-ping bistatic wide-
area image along track 17 at site 2.
Travel time to range conversions are
done by multiplying the two-way
travel time with half the mean sound
speed of 1475 m/s. All returns are mir-
rored about the array axis~71° with
respect to true north! due to left–right
ambiguity. Two prominent and dis-
crete scattering events.20 dB above
the background co-register well with
the location of the calibrated targets
approximately 8.5 km to the south.
Numerous other prominent scattering
events ~clutter features! that can be
confused with returns from the cali-
brated targets are present in the image.
Comparison with Fig. 8 breaks the re-
ceiver line array’s left–right ambiguity
and places the true location of these
clutter features to the south within the
dotted white trapezoid.~Date: 1 May,
ping time: 13:04:30Z, transmission:
1-s duration LFM from 390 to 440 Hz,
mean source depth: 55 m, mean re-
ceiver depth: 42 m, array heading:
71°.!

FIG. 7. Hotspot consistency chart
from 49 bistatic LFM transmissions
along track 17. The figure displays the
number of images that register a
strong scattering event.10 dB above
the local average within 1.831.8 km2

area of a given pixel location. Scatter-
ing events within the trapezoid as well
as those from the calibrated targets are
consistently prominent in most of the
wide-area single ping images along
track 17. Events within the trapezoid
can either be confused with or camou-
flage those from the calibrated targets.
~Date: 1 May, time: 12:37:00Z to
14:01:00Z, mean source depth: 55 m,
mean receiver depth: 42 m, array
heading: 71°.!
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ground reverberation level in decibels from the ocean envi-
ronment as well as strong scattered returns from the cali-
brated targets and other submerged objects or features. For
each transmission, the signal first measured by the receiving
array is that arriving directly from the source. This direct
arrival is strong and gives rise to the blast-out region which
appears as a red ellipse surrounding the source and the re-
ceiver in Fig. 6. The diffuse background reverberation scat-
tered from random rough patches of the ocean environment,
as well as the returns from the calibrated targets and other
submerged objects or features arrive after the direct signal
has passed. This environmental reverberation has a mean in-
tensity that decays with range due to spreading and absorp-
tion loss in the waveguide. The rate of decay depends on the
properties of the waveguide, such as the sound speed struc-
ture, attenuation in the water column and bottom, and surface
and bottom inhomogeneities, as well as the measurement ge-
ometry. The decay in the reverberation provides vital infor-
mation about the environment needed to model propagation
and diffuse scattering. In Fig. 6, we do not average out the
trend in the data since it would eliminate this vital informa-
tion.

A horizontal line array has left–right ambiguity about
the array axis that is expressed differently in monostatic and
bistatic charts. Prominent returns are ambiguously charted
nearly symmetrically about the receiving array axis in mono-
static geometries. For bistatic geometry, ambiguity occurs on
an ellipse with a major axis that passes through the source
and receiver. A diagram illustrating the two-way travel time
ellipse for bistatic measurements is provided in Ref. 9, where
it is shown that distortion in the image may occur as the
ambiguous returns are charted to either a smaller or broader
spatial extent. The methods used in this paper to resolve the
left–right ambiguity in the measurements are discussed fur-
ther in Sec. III D. In Fig. 6, the left–right ambiguity is
mapped onto ellipses at close ranges to the bistatic source
and receiving array. At ranges larger than the source–
receiver separation, the ambiguity about the array axis ap-
proaches circular symmetry.

During the ACRE, few monostatic measurements were
made in comparison to the bistatic measurements because
the monostatic source was weaker. As a result, we were not
able to image very far out in range with the monostatic
source. The rough maximum range before the acoustic imag-
ing system became noise limited was on the order of 10 km
for the monostatic source. For the bistatic source, this range
was more than 50 km away from the source. Most of the
images illustrated in this paper are from bistatic measure-
ments.

C. Hotspot repeatability chart

In order to measure the frequency of occurrence of a
strong scattering event from a target or feature along a given
track, we generate a hotspot consistency chart for each track.
First, a moving local peak detector is applied to a single
wide-area image to detect pixels where the reverberation
level stands more than 10 dB above the average for a 1.8
31.8 km2 subimage. These pixels are assigned a value of 1
and all others 0. Pixels in the blast-out region are assigned a

value of 0, since we are only interested in detecting targets
and features in the environment. This binary matrix from
each reverberation image is then summed for all the images
along a track to form the hotspot consistency chart for each
track. The hotspot repeatability chart for track 17 is shown in
Fig. 7. A total of 49 bistatic acoustic images are combined to
form this composite. In Fig. 7, a given pixel shows the num-
ber of images that register a strong scattering event.10 dB
above the local average within 1.831.8 km2 area of the
pixel. The maximum of the legend in each hotspot repeat-
ability chart is the maximum clutter repeatability in the given
image.

The standard deviation25 for the time-averaged diffuse
reverberation is 3 dB as shown in Sec. III A. The local peak
detector alogrithm thus picks out pixels with levels that are
about three standard devations above the local mean within
each subimage. Both scattered returns from fixed targets and
diffuse background reverberation decay with range due to
spreading and absorption loss. A globally fixed threshold de-
tector is only useful if the decaying trend of the reverberation
can be accurately removed before the detector is applied. It is
usually difficult to detrend measured data accurately given
the lack of a priori environmental information needed to
model the trend. Our local peak detector takes the range
decay into account empirically. It is also independent of the
strength of the source, making it versatile and easy to imple-
ment.

We combine information contained in wide-area images
acquired along a single track to form the hotspot consistency
chart for the given track. This chart is found to be extremely
useful in picking out strong and persistent echos as well as in
resolving ambiguity in measurements along a single track as
will be discussed in Secs. III D and IV. A hotspot consistency
chart combining information from multiple track lines should
be used with caution. Our attempts at combining data from
all the tracks at a given site by forming an overall hotspot
chart for the site were found to lead to confusion in identi-
fying actual returns. This is because the many tracks at a
given site have varying array headings and the same scatter-
ers often do not appear on different tracks, making it impos-
sible to resolve ambiguity by such a combination. Even
when the same scatterers do appear on differing tracks the
combination does not significantly reduce ambiguity but
rather leads to multiple ambiguities that often mask true fea-
tures as noted in Ref. 22.

D. Ambiguity resolution

Two methods are employed in the present analysis to
resolve the left–right ambiguity in the returns from the hori-
zontal line array. The first method involves comparing events
from images obtained on tracks that have approximately
similar location but where the array orientation differs.8 In
these tracks, the true returns will be consistently charted to
the same location, while the ambiguous ones will be charted
to different locations.

The second method resolves the ambiguity for measure-
ments made along a single track with the use of the hotspot
consistency chart for the track. This method is applicable in
bistatic scenarios when the range to the feature is not much
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larger than the source–receiver separation. It exploits the el-
liptical shape of the travel time locus to break the ambiguity
in the line array measurement.

These two methods for ambiguity resolution will be
pointed out in the images in Sec. IV.

IV. LONG RANGE ACOUSTIC IMAGING RESULTS

In this section we present the major experimental find-
ings of the ACRE 2001. Roughly 3000 waveforms were
transmitted into the water column and wide-area image of
the reverberation from the ocean environment was generated
in near-real-time for each transmission. From 10 to more
than 100 discrete and localized clutter events~10 dB above
the background! were registered for each image. This gives a
total of at least 30 000 scattering events that could be con-
fused with that from a large submerged vehicle over the pe-
riod of the experiment. The vast majority of prominent and
discrete scattering events appear in areas where the bathym-
etry is locally flat or with slopes less than 0.5°. This implies
that these returns most probably do not originate from the
seafloor and that they could be due to objects in the water
column or possibly features in the subbottom.

In the following three subsections, individual ping and
hotspot consistency images from various tracks at the three
sites are shown. The clutter in these images is representative
of the scattering events measured at each site. We begin our
discussion with site 2 where the calibrated targets were de-
ployed.

A. Site 2 with calibrated targets

In this section, we present wide-area images showing
strong and discrete returns from the calibrated targets de-
ployed in the waveguide at site 2. These images, which were
acquired during the middle of the experiment, also show an
organized pattern of prominent scattering events in a region
of effectively flat bathymetry~slopes less than 0.5°!, with
water depths from 80 to 100 m, where the subbottom had not
been well profiled. Subsequent geophysical surveys, specifi-
cally designed to explore the subbottom in the vicinity of
these prominent scattering events at site 2, discovered a net-
work of buried river channels.26,27 Most of the prominent
scattering events, however, did not coregister with the newly
discovered river channels. The measurements at site 2 were
repeated about 4 days later at the end of the experiment
along tracks with nearly similar range and bistatic location
for the track center, but with varying orientation. These mea-
surements found the clutter events at site 2 to be highly
variable across the tracks, all of which had differing head-
ings. Since there was a 2-h time period for the data collection
on each track, the clutter could also have evolved with time.
A statistical analysis of the spatial distribution of repeatable
clutter is given in Sec. IV A 2 to determine if the repeatable
clutter favors any particular spatial location.

In Fig. 6, which shows a wide-area image from track 17
at site 2, we observe two prominent scattering events ap-
proximately 8.5 km away to the south of the source and
receiving array that register well with the calibrated targets.
These events stand out by more than 20 dB above the rever-
beration in surrounding areas. This difference is much larger

than the received level standard deviation of 3 dB~shown in
Sec. III A!. The receiving line array has left–right ambiguity
about the array axis. We therefore see the ambiguous returns
from the calibrated targets charted to the west in Fig. 6.

We observe numerous other prominent and discrete scat-
tering events in the image shown in Fig. 6. Many of these
features are just as prominent as the calibrated targets, stand-
ing out by more than 20 dB above the reverberation in sur-
rounding areas. These features can be confused with or cam-
ouflage the calibrated targets if the precise location of the
targets are unknown.

To identify where the clutter originates, we break the
receiving array’s ambiguity by comparing Fig. 6 with Fig. 8,
a bistatic transmission along track 14 which is at a similar
range but slightly different orientation than track 17. In both
Figs. 6 and 8, we observe consistently strong and prominent
events within the trapezoid to the south of the source and
receiving array. This shows that the region with the trapezoid
is the true location of the clutter. The ambiguous events are
charted to the west in both figures and are not in the same
location. The differing array orientation in tracks 14 and 17
causes the false returns of the features to be charted to dif-
ferent regions.

To examine the repeatability of the prominent scattering
events within the trapezoid as well as those from the cali-
brated targets, a hotspot consistency chart, as described in
Sec. III C, is derived for track 17 and shown in Fig. 7. From
Fig. 7, we observe that scattering events from the calibrated
targets are repeatedly prominent as the receiver ship moves
along the track. They appear as a local maxima in most of
the 49 images along the track. The scattering events within
the trapezoid in Fig. 7 are also prominent and repeatable.
They appear in most of the charts with levels.10 dB above
the local average.

In Fig. 9, we overlay the prominent events from Fig. 7
on the color directional derivative of bathymetry. Only
events with levels that are 10 dB above the local average and
are consistent in at least ten transmissions along the track are
overlain. From Fig. 9, we infer that the prominent and con-
sistent scattering events within the trapezoid do not originate
from the seafloor surface because the seafloor in this region
is level. The prominent events could have been caused by
other objects submerged in the water column or features in
the subbottom. Features in the subbottom may not be detect-
able using a conventional bathymetric depth-sounder, but can
be found by subbottom profiling.

During the ACRE 2001, RVEndeavorexplored the bot-
tom with a hull-mounted chirp subbottom profiler in the vi-
cinity of the prominent scattering events within the trapezoid
in Figs. 6 and 7. More detailed geophysical surveys were
carried out in this region using both deep-tow and hull-
mounted subbottom profiling systems in August 200126,27

and May 2002 under the Acoustic Clutter Program. All three
surveys found a network of buried river channels with flanks
that shoal close to the seafloor in the vicinity of the scattering
events. An interpretation27 of the morphology of these buried
river channels from the geologic data are shown in Fig. 10.
Figure 11 shows a deep-tow chirp profile of several buried
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FIG. 8. Single-ping bistatic wide area
image from track 14. Left–right ambi-
guity of the prominent scattering
events from the features of interest can
be resolved by comparing this figure
with Fig. 6. ~Date: 1 May, ping time:
11:35:00Z, transmission: 2-s duration
LFM from 390 to 440 Hz, mean
source depth: 55 m, mean receiver
depth: 22 m, array heading: 226°.!

FIG. 9. Prominent events from the
LFM transmissions on track 17, as
shown in Fig. 7, are overlain in white
on the directional derivative of the
bathymetry calculated with respect to
the site 2 bistatic source location and
the receiver location in the middle of
track 17. Only prominent~.10 dB
above local average! and repeatable
events that occur in at least 10 charts
out of 49 are overlain. Scattering
events of interest within the trapezoid
do not orginate from the seafloor be-
cause the seafloor in this region is
level. The returns are probably due to
other scatterers in the water column or
in the subbottom.
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river channels found in this area from the geophysical survey
in August 2001.

The trace of the buried river channels from Fig. 10 is
overlain on the hotspot consistency chart for track 17 in Fig.
12. From Fig. 12, we observe that some of the prominent
scattering events appear to coincide with the location of the
newly discovered buried river channels. But the rest, espe-
cially the clutter in the south of the trapezoid, do not coreg-
ister. Possible source of scattering for these unidentified clut-
ter events are discussed in Sec. V.

1. Temporal and spatial variability of clutter

The trapezoidal region in Figs. 6–8 that registered
strong scattering events on tracks 17 and 14 also registered
many clutter events with significant temporal and spatial
variability over the course of the experiment. In general,
these clutter events were found to be consistently observable
over hours, but not longer than a day.

Apart from tracks 14 and 17, scattering events in the
region within the trapezoid were also registered on track 23x
where the data were collected on the same day as tracks 14
and 17. Figure 13 shows the hotspot consistency image com-
posed of bistatic LFM transmissions along track 23x. We
observe scattering events within the trapezoid, as well as
returns from the calibrated targets. Fewer bistatic signals
were transmitted along track 23x than in tracks 17 or 14, as
noted in the figure.

No high-level clutter is observed within the trapezoid
during track 18, a day before track 17, as shown by the
hotspot consistency chart for track 18 in Fig. 14. Track 18
has the same source depth of 55 m and same mean receiver
array depth of 42 m, but a different location and orientation
from track 17. The scattering events originating from the
calibrated targets are prominent in Fig. 14. Only sidelobe
leakage from the calibrated targets in the endfire direction
appears within the trapezoid.

Figures 15~a!–~d! show data from four tracks with simi-
lar centers, but different orientation from tracks 17 and 14.
~Note that Fig. 15 is displayed after Fig. 16.! These data were
collected within a half-day period 4 days after tracks 17 and
14 were run. Several prominent clutter events occur in the
trapezoidal region in Figs. 15~a! and ~c!. However, little or
no clutter is observed in that region in Figs. 15~b! and ~d!.
This figure shows that clutter events in and out of the trap-
ezoid are highly variable functions of array orientation, time,
or both. Since none of the individual tracks were repeated,
the purely temporal variability cannot be isolated in this ex-
periment. No returns can be seen from the calibrated targets
in the later measurements because they deflated within days
and were no longer functional.

2. Statistical analysis of clutter repeatability inside
and outside of areas occupied by buried river
channels at site 2

Clutter data from all site 2 tracks over the region where
the subbottom has been profiled are analyzed statistically.
The goal of this analysis is to compare the frequency of
occurrence of repeatable clutter inside and outside of regions
occupied by buried river channels. For each track, a hotspot
consistency subimage covering a box of dimension 9.5310.5
km2 containing the buried river channels is used in the analy-
sis. This region is the area within the yellow box in Fig. 12.
The area occupied by the buried river channels within this
box is approximately 5.8% of the total area of the box. An
area surrounding the targets of width 1.732.2 km2 is ex-
cluded from the analysis. For each track with indexn, the
number of pixelsTn(10%) with hotspots that are repeatable
in at least 10% of the total number of imagesNn along the
track is computed for the box. The number of these pixels
Cn(10%) that chart within buried river channels is next com-

FIG. 10. Most recent interpretation27 of the depth of the buried river chan-
nels at site 2 below the water–sediment interface. This interpretation is
based on geophysical survey of August 200126 at site 2.

FIG. 11. Deep-tow subbottom chirp profile from the geophysical survey of
August 200126,27 at site 2 showing three buried river channels discovered in
the vicinity of the prominent and discrete scattering events observed at this
site as shown in Fig. 7. Some of these channels at site 2 shoal close to the
water–sediment interface and are less deeply buried than those at site 1.
These river channels are located between 39° 1.36848N, 73° 2.96198W and
39° 2.28788N, 73° 2.96248W.
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FIG. 12. Hotspot consistency chart for track 17 with white overlay showing
the trace27 of buried river channels discovered at site 2. This interpretation
of the river channel is based on data from the August 2001 geophysical
survey26,27 within the yellow dashed box, acquired using chirp subbottom
profiling systems. Some of the prominent scattering events appear to corre-
spond with the newly discovered river channels. Some of the events to the
south, however, do not correlate with any known geologic feature in this
region. This indicates that some of the prominent acoustic returns measured
at site 2 are probably caused by other objects in the water column. Large and
densely populated schools of fish were measured34,35around the 80-m water
depth contour~shown in pink line! of the STRATAFORM area and are a
possible cause of some of the prominent clutter returns at this site.

FIG. 13. Hotspot consistency chart for 15 bistatic transmissions along track
23x. Data for track 23x were collected on the same day as track 17. Promi-
nent events.20 dB above the background are registered from the two
calibrated targets approximately 8.5 km to the south of the source. Scatter-
ing events located within the trapezoid~yellow-dashed line! can be observed
for track 23x, similar to that on tracks 17 in Fig. 7. The 80-m bathymetric
contour is shown in pink.~Date: 1 May, time: 21:45:00Z to 23:10:00Z, mean
source depth: 55 m, mean receiver depth: 43 m, array heading: 209°.!

FIG. 14. Hotspot consistency chart for 47 bistatic transmissions along track
18. Data for track 18 were collected a day before that on track 17. Prominent
events.20 dB above the background are registered from the two calibrated
targets approximately 8.5 km to the south of the source. No high level
scattering event can be detected within the trapezoid~yellow-dashed line! in
this figure. The 80-m bathymetric contour is shown in pink.~Date: 30 April,
time: 15:30:00Z to 16:45:00Z, mean source depth: 55 m, mean receiver
depth: 42 m, array heading: 340°.!

FIG. 16. Hotspot consistency image for 46 bistatic transmissions along track
14. Prominent scattering events with levels 10 dB above the background
co-register with the location of the calibrated targets in most of the images.
Scattering events originating from clutter features within the trapezoid are
not registered as consistently along track 14. It should be noted that track 14
had a shallower receiver depth than track 17 in Fig. 7. This hotspot image
shows that measurement of clutter varies with time and may also depend on
receiver depth.~Date: 1 May, time: 10:30:00Z to 11:52:00Z, mean source
depth: 55 m, mean receiver depth: 22 m, array heading: 226°.!
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puted. The ratio of these quantities defined by
@Cn(10%)/Tn(10%)#3100% gives the percentage
Pn(10%) of repeatable clutter at 10% repeatability or more
within the buried river channels. The percentagePn(20%) is
also calculated for clutter that is repeatable in at least 20% of
the total number of images along the track. The results are
shown in Table I. The frequency of occurrence of repeatable
clutter within buried river channels has a mean from 2.3% to
4.9% and standard deviation from 1.8% to 4.3%. This fre-
quency of occurrence of clutter within the buried river chan-
nels differs by less than a standard deviation from the area
occupied by the channels in the subimage of 5.8%. This im-

plies that to within the errors of the statistical analysis, there
is no evidence that the repeatable clutter favors buried river
channel locations over the nonchannel locations.

3. Possible variation of clutter with receiver ˙ depth

Figure 16 shows the hotspot consistency chart for the 46
bistatic transmissions along track 14. Prominent and discrete
events register at the locations of the calibrated targets in 41,
or 89%, of the images. Scattering events from features within
the trapezoid, however, are prominent with levels of more
than 10 dB above the background in at most 7, or 15%, of

FIG. 15. Hotspot consistency charts for~a! 60 bistatic transmissions along track 91 with array heading 268.5°,~b! 42 bistatic transmissions along track 91x
with array heading 270°,~c! 94 bistatic transmissions along track 92 with array heading 49°, and~d! 74 bistatic transmissions along track 93 with array
heading 208.5°. Data for these tracks were collected on the same day. We observe that the scattering events within the trapezoid~yellow-dashed line! show
temporal and spatial variability. The calibrated targets at site 2 had deflated during this measurement and are hence not detectable. The 80-m bathymetric
contour is shown in pink.@~a!–~d! Date: 5 May, mean source depth: 35 m, mean receiver depth: 36 m.#
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the images along track 14. These images were acquired when
NRV Alliance was located towards the south-western end of
the track. Clutter events measured while the NRVAlliance
was in the north-eastern part of track 14 were less prominent
within the trapezoid. Tracks 17~shown in Fig. 7! and 14 are
located at roughly the same range from the calibrated targets
and the objects located within the trapezoid, but they differ
in their orientation by approximately 10°. Data for these two
tracks were collected on the same day, approximately 2 h
apart. The receiver array was at a shallower depth in the
water column of about 22 m on track 14, while it was deeper
at 42 m depth on track 17. The bistatic source depth of 55 m
and location did not change. These images show that varia-
tion of receiver depth may have caused substantial differ-
ences in our ability to image the clutter events within the
trapezoid. Imaging of the calibrated targets is more stable
with respect to changes in receiver depth. It is also highly-
likely that the scatterers causing clutter may have evolved
over this time leading to the observed differences in our abil-
ity to image them.

Note that the sound speed in the water column close to
the location of the clutter features and calibrated targets has a
maximum around 40- to 50-m depth due to a protruding
filament of warm Gulf stream water as discussed in the ap-
pendix. This profile is downward refracting for a source
depth of 55 m. Better detection can be obtained of scatterers
located near the bottom for a deep receiver than a shallow

receiver The two calibrated targets are tall cylindrical tubes
that span close to half the water column from 32- to 62-m
depth which allows them to be detected much more readily
regardless of the sound speed profile or receiver depth.

B. Site 3

At this site, patches of returns stretching over 35 km in
range are imaged near the 100-m water depth contour on
tracks 61 and 62 as seen in Figs. 17~a! and ~b! respectively.
Comparing Figs. 17~a! and ~b! enables ambiguity about the
line array to be resolved. The true location of the returns is to
the south-west in both charts. It is noteworthy that the shelf
break front in this region where the warmer slope water in-
tersects the seafloor also occurs along bathymetric contour
with similar water depth~see the appendix!. The significance
of the shelf break front to acoustic scattering is discussed
further in Sec. V.

Two seafloor features are also imaged at site 3. Figures
18~a! and ~b! show the hotspot consistency images formed
from data acquired along tracks 61 and 62, respectively. For
these particular images, levels 10 dB above the local average
over an area 2.732.7 km2 are selected as peaks. The iceberg
scour on the seafloor about 5 km away from the source is
imaged on both tracks repeatedly. This particular iceberg
scour is the only one imaged in the experiment. Scattering
from the wall of the Hudson Canyon more than 30 km away
from the source and receiving array is also registered as seen

TABLE I. Frequency of occurrence of repeatable clutter within the yellow box at site 2 shown in Fig. 12.
Buried river channels occupy 5.8% of the area of this box. TheM511 tracks listed below are the only ones that
transmitted bistatic LFM signals at site 2. Column 2 indicatesNn , the total number of images along trackn,
used to form the hotspot consistency chart over the box area. Columns 3 and 4 indicatePn(10%) andPn(20%)
which are the percentages of repeatable clutter with at least 10% and 20% repeatability, respectively, that are
charted within the buried river channels for each track. The unweighted mean percentages of repeatable clutter
with at least 10% and 20% repeatability charted within buried river channels are calculated by taking the
average ofPn(10%) andPn(20%) respectively over allM tracks. The unweighted mean and standard deviation
do not take into account the variation in the total number of images along each track. The weighted mean and
standard deviation account for variations in the total number of images along each track.

Track index,n Track name Nn Pn(10%) (%) Pn(20%) (%)

1 13 46 3.2 12.0
2 14 46 2.0 0.0
3 17 49 4.4 3.2
4 18 47 4.9 10.8
5 19 9 9.3 8.2
6 20 9 4.9 3.4
7 23x 15 8.5 10.1
8 91 60 4.2 2.6
9 91x 42 3.2 3.3
10 92 94 4.5 0.0
11 93 74 1.2 0.5

Unweighted mean
P̄5

1

M (
n51

M

Pn

4.6 4.9

Unweighted standard deviation

s5A 1

M (
n51

M

~Pn2 P̄!2

3.7 3.7

Weighted mean
P85

1

(n51
M Nn

(
n51

M

NnPn

2.3 4.3

Weighted standard deviation

s85A 1

(n51
M Nn

(
n51

M

Nn~Pn2P8!2

1.8 4.3

1989J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Ratilal et al.: Acoustic clutter reconnaissance experiment 2001



in Figs. 17 and 18. Some of the patches of returns along the
bathymetric contour are also visible in the hotspot consis-
tency image in Fig. 18.

C. Site 1 with statistical analysis of clutter
repeatability in and out of buried river channels

Site 1 was the focus of previous geophysical surveys
where extensive networks of buried river channels were

mapped and characterized prior to the ACRE.14,15Additional
geophysical surveys were conducted after the ACRE to pro-
vide better characterization of the channel morphology.26,28

During the first few days of the ACRE, a large number
of tracks were traversed by RVAlliance at various ranges
and azimuths from the buried river channels at site 1 shown
in Fig. 19, to explore possible scattering and hence imaging
of these channels. Prominent clutter events were observed

FIG. 17. Single-ping bistatic wide-area images from tracks 61 and 62 at site 3. Patches of scattered returns stretching over 30-km range and that line up with
the 100-m water depth contour were imaged in this region. Comparing~a! and ~b! allows the receiver line array’s left-right ambiguity to be resolved.@~a!:
Track 61, date: 2 May, ping time: 12:11:40Z, transmission: 2-s duration LFM from 390 to 440 Hz, mean source depth: 84 m, mean receiver depth: 60 m, array
heading: 358°.~b! Track 62, date: 2 May, ping time: 16:08:20, transmission: 2-s duration LFM from 390 to 440 Hz, mean source depth: 84 m, mean receiver
depth: 34 m, array heading: 133°.#

FIG. 18. Hotspot consistency charts from~a! 15 bistatic LFM transmissions along track 61, and~b! 21 bistatic transmissions along track 62 and at site 3. The
figure displays the number of images that register a strong scattering event.10 dB above the local average within 2.732.7 km2 area of a given pixel location.
Comparing~a! and~b! breaks the receiver line array’s right–left ambiguity. It registers prominent scattering from the walls of the Hudson Canyon located to
the west in both figures, as well as scattering from the iceberg scour close to the location of the bistatic source.@~a! Track 61, date: 2 May, mean source depth:
84 m, mean receiver depth: 60 m, array heading: 358°.~b! Track 62, date: 2 May, mean source depth: 83.8 m, mean receiver depth: 34 m, array axis: 358°.#
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throughout the region. Some of the clutter events intersect
with the buried river channels. However, the registration of
the clutter with the channels could not be maintained from
one track to the next.

Towards the end of the ACRE, a more controlled data
collection procedure was adopted where higher temporal and
spatial sampling were employed to study clutter repeatability.
Bistatic sonar data were collected along six tracks numbered
tracks 81 to 86, located within 5-km range of the buried river
channels. These tracks had the same track center but with
orientations that differed by 15° from one track to the next.
Rapid transmissions were made of the same LFM waveform
for all these tracks. This allowed a large number of acoustic
images to be captured over small variations in receiver azi-
muths of approximately 1°.~This angular variation is within
a scatter function lobe for objects smaller than 200 m.!

Figures 20~a!–~f! show the hotspot consistency images
from tracks 81–86, respectively. Figures 21~a!–~f! provide a
zoomed version of Figs. 20~a!–~f! in the vicinity of the chan-
nels where the subbottom data have been collected and ana-
lyzed. In these figures, the traces of the most recent
interpretation28 of the river channel morphology at site 1,
shown in Fig. 19, are overlain as white lines. Some promi-
nent hotspots occur within the buried river channels, as in
Figs. 21~e! and ~f!, while many other prominent hotspots
occur outside of the channels, as in Fig. 21~c!.

From Figs. 20~a!–~f!, we do observe many more ex-
tended hotspots to the east and south-east in these images.
These hotspots are consistently observable in several tracks
and seem to occur along a bathymetric contour that is deeper
but parallel to the 100-m water depth contour. These images
should be compared with Fig. 17 where the returns line-up
close to the 100-m water depth contour.

Several other prominent and discrete scattering events
close to the 100-m water depth region were also imaged at
site 1 as shown in Figs. 22~a! and ~b!. These images also
show how a hotspot consistency chart can be used to resolve
ambiguity. In the single ping image of Fig. 22~a! from track
73, a set of prominent and discrete scattering events are

charted to the north-west and another set of more elongated
events to the south-east. Only one of these is the true set of
scattered returns while the other is ambiguous. From Fig.
22~b!, which shows the hotspot consistency chart for the
track, the events from the south-east are consistently charted
to the same area, leading to a strong reinforcement of these
events in the hotspot chart. The events to the north-west are
distributed over a wide area in the hotspot chart with little
repeatability, showing that these events are the ambiguous
ones. The true scattered returns therefore originate from the
south-east in the region with water depth of between 80 to
100 m. Geophysical surveys at the location of these extended
clutter returns did not find any subbottom features.26

The measured clutter on all the tracks at site 1 is also
statistically analyzed to compare the frequency of occurrence
of repeatable clutter inside and outside of buried river chan-
nels. The analysis is similar to that done at site 2 and dis-
cussed in Sec. IV A 2. The area used in the analysis is the full
region shown in Fig. 19 of 17.2313.3 km2, which is the
same as that in Figs. 21~a!–~f!. The area occupied by the
buried river channels within this box is approximately 9% of
the total area of the box. The results are shown in Table II.
The means of between 13% to 15% and standard deviations
of between 7% to 14% show that there is no statistically
significant difference between the frequency of occurrence of
repeatable clutter charted within areas occupied by buried
river channels and that charted outside of areas occupied by
channels. This finding is similar to that at site 2.

V. SUMMARY AND DISCUSSION

At all the three sites investigated in the New Jersey
Strataform area, a large number of clutter events were im-
aged throughout the experiment. Many often persisted along
a track. These events were imaged in near-real-time over
wide areas extending roughly 40 km in range from the bi-
static sonar. Most of the clutter events were measured in
areas where the bathymetry is locally level with slopes
,0.5°. At site 2, these scattering events are sometimes as
prominent and consistent as those from the calibrated targets
deployed at a similar range from the bistatic sonar. Without
prior knowledge, it would be impossible to distinguish the
targets from these features.

Some of the high-level clutter events intersected buried
river channels at sites 1 and 2. In general, the registration of
clutter events with the buried river channels at a given loca-
tion could not be maintained over variations in track orien-
tation. Since none of the tracks were repeated, it is unknown
whether or not the registration of the clutter for a given track
with the channels is repeatable over time.

We consider two plausible causes for the variability in
measured clutter with changes in track orientation. If the
measured clutter is caused by scattering from geologic fea-
tures of the subbottom such as buried river channels, its vari-
ability shows that the scattering process is highly dependent
on the bistatic location and orientation of the source and
receiver array relative to the geologic features. An analogy
can be drawn with the ‘‘glints’’ observed on a spoon. Due to
the curved surface of the spoon, the glints on a spoon mi-
grate when the bistatic orientation of the observer or light

FIG. 19. Most recent interpretation28 of the depth of the buried river chan-
nels at site 1 below the water–sediment interface. This interpretation is
based on geophysical surveys at site 1.
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FIG. 20. Hotspot consistency chart for~a! 89 bistatic transmissions along track 81 with array heading 350°,~b! 78 bistatic transmissions along track 82 with
array heading 154°,~c! 94 bistatic transmissions along track 83 with array heading 327°,~d! 73 bistatic transmissions along track 84 with array heading 122°,
~e! 87 bistatic transmissions along track 85 with array heading 293°, and~f! 79 bistatic transmissions along track 86 with array heading 97°. The 100-m
bathymetric contour is shown in pink. The most prominent and repeatable clutter, consistently observable in several of the tracks, occur in waters that is a little
deeper than 100 m. The region where the buried river channels are shown is the only region where subbottom data have been collected and analyzed. There
may be subbottom features in other regions shown in this figure, but the subbottom geologic data have either not been collected or not analyzed.@~a!–~d! Date:
4 May, mean source depth: 41 m, mean receiver depth: 35 m.#
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source changes.29 The projected area of the imaged feature
within the cross-range resolution of the measurement system
changes with the bistatic orientation of the system relative to
the feature. Bistatic aspects that lead to large projected areas
would produce the strongest returns. In deep water, this is the
case with deterministic reverberation from scarps on the
Mid-Atlantic Ridge. The scattering strength of the scarp was
found to be proportional to the projected area of the scarp

along the path from target to the bistatic source and
receiver.8–10Another possibility is that the clutter arises from
objects moving around in the water column. This could ac-
count for the highly spatial and temporal variability observed
in the measured clutter. Regardless of the origin of the clut-
ter, returns in a waveguide also fluctuate as a result of propa-
gation effects due to interference between the modes. The
strength and consistency of the clutter measured at site 2 was

FIG. 21. ~a!–~f! are similar to Fig. 20 but are zoomed in around the channels at site 1. The clutter registration with the channels changes with the orientation
of the tracks which were done at different times of the day.
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also found to vary with receiver depth and could be due to
effects of the sound speed profile in the water column.

It should be noted that statistical analysis of the mea-
sured clutter at sites 1 and 2 in regions where the buried river
channels have been mapped show that there is no significant
difference between the rate of repeatable clutter per unit area
charted within areas occupied by buried river channels and
that charted outside of areas occupied by channels.

Seafloor features, such as the one iceberg scour and the
large wall of the Hudson Canyon, are the only geologic fea-
tures consistently imaged in the acoustic experiment. The
one iceberg scour was detected at approximately 5-km range
while the Canyon wall was imaged at about 30 km from the
bistatic sonar at site 3. The returns from the Canyon wall are
strong, but extended and not target-like in appearance.

Many of the prominent clutter events at all three sites
occurred in the region along bathymetric contour between
80- and 120-m water depth. This is roughly the region where
the warmer slope water mixes with the cooler shelf water in
the New Jersey Strataform area as discussed in Appendix A.

One possibility for the source of unidentified clutter
measured at sites 1–3 is scattering from fish.30–33 Fish are
known to exist in tight schools about 5 m off the bottom in
the STRATAFORM area with 80- to 120-m water depth.34,35

This is where the the shelf break front exists which contains
nutrients and is a source of food that attracts the fish schools.
This possibility of fish schools causing clutter in long range
sonar has been shown to be theoretically plausible30–33 and
has also been observed experimentally.36 When fish congre-
gate together to form large and densely populated schools,
they can scatter either coherently or incoherently, leading to
returns that stand significantly above the diffuse reverbera-

tion background.32,33 This has been observed experimentally
where such fish schools were found to be distributed in fan-
shaped patterns.36

Another possible origin for the unidentified clutter is

FIG. 22. ~a! Single-ping bistatic wide-area image from track 73 at site 1.~b! Hotspot consistency chart for 12 bistatic transmissions along track 73 at site 1.
In ~a!, a set of prominent and discrete scattering events has been charted to the north-west and another set of more elongated events have been charted to
south-east. Only one of these is the true scattered return from the features while the other is ambiguous. Comparing~a! and~b! shows that the events to the
south-west are the true returns. These returns do not coincide with any known geologic features, but are contained within the 80- to 100-m bathymetriccontour
~pink lines! of the STRATAFORM area at site 1.@Date: 3 May,~a! ping time: 16:28:35Z, transmission: 2 s duration LFM from 390 to 440 Hz.~a! and ~b!
Mean source depth: 41 m, mean receiver depth: 38 m, array heading: 220°.#

FIG. 23. Satellite image of the sea surface temperature off the New Jersey
Coast on 30 April 2001. The oceanography in the region is governed by the
interation between the cooler shelf water~in blue!, the warmer slope water
~in yellow!, and much warmer water from the gulf stream~in brown!. Also
visible is a warm core eddy~in green!. Oceanographic data were collected
using XBTs, CTDs, and an instrumented tow cable~TC! that allows almost
continous measurement of temperature along a tow cable.
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scattering from gas entrapments~pockets! within the sedi-
ment that have significant acoustic impedance contrast with
the neighboring sedimentation.37 There is, however, much
debate over whether these pockets of gases can exist in the
East Coast STRATAFORM area. None of the geophysical
surveys found any evidence of gas pockets in this region.
Gas pockets are therefore less likely to be the source of the
measured clutter in comparison to fish schools that have been
proven to exist in abundance in this region.

The temporal and spatial variability of the clutter events,
along with resonance characteristic of the clutter, provide
important clues regarding the identity of the scatterers and
the physical mechanisms associated with the scattering pro-
cess. Scattering from geologic features is expected to be re-
peatable at a given location as a function of time. Clutter
from fish schools, on the other hand, is expected to evolve
and change with both space and time as the fish congregate
and disperse. Detailed theoretical analysis of the scattering
from fish schools, buried river channels, the R-reflector, and
reverberation from the sea bottom on the New Jersey Conti-
nental Shelf will be presented in a separate paper.

In order to condense the information contained in data
from large numbers of transmissions along a track-line of the
receiver ship, a ‘‘hotspot’’ consistency chart was derived
from the images of individual transmissions along each

track. The hotspot consistency chart displays the location and
persistence of strong echo returns for transmissions along a
track. In many instances, the hotspot charts provide signifi-
cantly improved imaging of the clutter features. They are
also useful for resolving the left–right ambiguity inherent in
horizontal line array data when the bistatic range to the target
is not much larger than the source–receiver separation. The
hotspot charts also reduce charting errors due to waveguide
dispersion since they combine information from a large num-
ber of transmissions.

The results of this experiment show that a low-
frequency active sonar system can be used to remotely image
the underwater environment over wide areas, at ranges span-
ning tens of kilometers, in continental shelf waters in near-
real-time.
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TABLE II. Same as Table I but calculated for the tracks and the box with the full area in Fig. 19 at site 1.
Buried river channels occupy 9.0% of the area of this box. There are a total ofM521 tracks at site 1 that
transmitted bistatic LFM signals.

Track Index,n Track name Nn Pn(10%) (%) Pn(20%) (%)
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APPENDIX: STRATAFORM OCEANOGRAPHY

The East Coast STRATAFORM area has been fairly
well characterized in general physical oceanography.38–40

The dominant water masses consist of seasonally dependent
shelf water, the surface mixed layer, and continental slope
water~Fig. 23!. The boundary between shelf and slope water
is known as the shelf break front, and consists of a strong
salinity gradient with seasonally dependent temperature gra-
dients. Its shape and location are variable at different times
of the year. Its surface expression is usually near the 200- to
1000-m bathymetric contour, while its intersection with the
bottom frequently manifests up onto the outer continental
slope, as shallow as the 70-m contour. Thus the shelf break
front and slope waters influence the lowermost part of the
water column in the test area. The upper part during the
experiment was dominated by surface warming, the mixed
layer, and a thermocline down to the mid-water-column shelf
water.41

The oceanographic measurements during the experiment
consisted of XBTs from both the RVEndeavorand NRV
Alliance, 27 Seabird CTD casts from the RVEndeavor, and
five deployments of the Instrumented Tow Cable,42 a nearly

FIG. 24. Measured sound speed profiles of the water column at site 1.
FIG. 25. Measured sound speed profiles of the water column at site 2.

FIG. 26. Measured sound speed profiles of the water column at site 3.
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continuous measurement device for temperature along a tow
cable. In general, the measurements showed a sound speed
profile with a moderately thin surface mixed layer~10 m or
less!, a thermocline of moderate gradient, to a temperature
and sound speed minimum near 30- to 50-m depth~depend-
ing on the location! containing the ‘‘cold pool’’ of shelf wa-
ter, below which was an increase in salinity and temperature
associated with the shelf break front zone of mixing. The
conditions have a tendency to channel the sound energy
away from both the surface and bottom of the water column
in the deeper portions of the area, and to allow better sound
interaction with the bottom in areas shallower than 80 m.

Beyond this general physical oceanographic framework
were two processes having a more variable effect on the
sound speed structure. One was the existence of an unusually
warm air mass over the area, causing near-surface warming
continuously and gradually during the experiments, with a
more pronounced effect in late afternoon. The second was
the presence of a major~50 km diameter! slope eddy with an
anticyclonal motion sitting just east of the shelf break front
directly offshore of the STRATAFORM test area~Fig. 23!.
These warm eddies are known to have considerable influence
on cross-frontal water mass movements and enhancements of
chlorophyll in the shelf region.43–45This feature had a fairly
important and variable influence on the waters over the shelf
up to the 85-m bathymetric contour during the experiments.

Figures 24–26 show representative sound speed profiles
measured at sites 1–3, respectively. At site 1, Fig. 24 shows
the effect of the near surface warming, a mixed layer less
than 10 m thick, a fairly equal thermocline and salinity front,
with the cold pool of shelf water on the order of 10 to 20 m
thick centered on 40-m water depth. The deeper water pro-
files show a strong influence of the shelf slope front, while
the probes from 70 m and shallower show no influence at all
from the slope waters, with the cold pool extending to the
bottom.

At site 2, Fig. 25, three of the sound speed profiles show
the presence of entrained gulf stream waters in the mid water
column. These three profiles were the furthest east collected
during the experiment. The warm waters from the gulf
stream filament produced a high-speed sound layer in the
water column for some areas deeper than the 80-m bathymet-
ric contour. Outside the region of influence of this filament,
however, there was the more normal behavior of the cold
pool extending to the bottom west of the 70-m contour and
the influence of the shelf break front deeper than 50 to 60 m
in the water column. The thermocline moved up or down by
65 m, while the lower to mid part of the water column was
influenced by various filaments of warm water, creating a
less stable sound speed profile than at site 1.

Site 3 was further towards the shelf edge, and measure-
ments were sampled deeper than at the other two sites. In
Fig. 26, the thermocline moved up and down on the order of
65 m. There were cooler waters near the bottom for profiles
taken shoreward of the mooring site, and a dominant pres-
ence of slope water in the near-bottom profiles further off-
shore. In these profiles slope waters themselves appear
deeper than 95 m in the water column. This causes a fairly
sharp upward refracting profile below the sound channel

axis. This caused less bottom interaction at site 3. Finally, in
several profiles we observe the influence of fingers or fila-
ments of warmer waters in the mid-water column.

The oceanographic measurements at the East Coast
STRATAFORM show the interaction between the various
water masses that influence the outer shelf water properties.
This highlights the need for making high resolution tempera-
ture measurements, especially for understanding their effects
on acoustic propagation in this region.
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Time-reversal imaging~TRI! is analogous to matched-field processing, although TRI is typically
very wideband and is appropriate for subsequent target classification~in addition to localization!.
Time-reversal techniques, as applied to acoustic target classification, are highly sensitive to channel
mismatch. Hence, it is crucial to estimate the channel parameters before time-reversal imaging is
performed. The channel-parameter statistics are estimated here by applying a geoacoustic inversion
technique based on Gibbs sampling. The maximuma posteriori ~MAP! estimate of the channel
parameters are then used to perform time-reversal imaging. Time-reversal implementation requires
a fast forward model, implemented here by a normal-mode framework. In addition to imaging,
extraction of features from the time-reversed images is explored, with these applied to subsequent
target classification. The classification of time-reversed signatures is performed by the relevance
vector machine~RVM!. The efficacy of the technique is analyzed on simulated in-channel data
generated by a free-field finite element method~FEM! code, in conjunction with a channel
propagation model, wherein the final classification performance is demonstrated to be relatively
insensitive to the associated channel parameters. The underlying theory of Gibbs sampling and TRI
are presented along with the feature extraction and target classification via the RVM. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1862592#

PACS numbers: 43.30.Pc, 43.60.Pt, 43.60.Lq, 43.60.Uv@DRD# Pages: 1999–2011

I. INTRODUCTION

The problem of imaging and classifying a target situated
in a shallow-water~sound! channel is complicated by multi-
path, due to multiple reflections within the sound channel.
Such multipath is dependent on parameters such as the target
and receiver location, the channel depth, the sound-speed
profile within the channel, and the geoacoustic parameters of
the channel bottom.1 The impact of the channel on the mea-
sured target signature may be significant. Therefore, it is of-
ten important to account for channel effects on the target
signature2 when performing classification. Our objective is to
remove the channel effects from the in-channel target re-
sponse such that a channel-independent classifier can be de-
signed for classification of submerged in-channel targets.

Pioneering work on classification of underwater targets
was detailed by Gorman and Sejnowski,3 where they used
spectral features to distinguish cylindrical targets based on a
neural-network classifier. Gooet al.4 have developed the ‘‘G-
Transform’’ which, in conjugation with a neural-network-
based classifier, worked successfully to detect and identify
targets in shallow water. These techniques try to learn the
target response in the sound channel; hence, the classifier
performance is severely degraded when the anticipated and
actual parameters are mismatched. Consequently, an impor-
tant issue in sensing underwater targets involves removing
the effects of the channel. This is motivated by the flexibility
of using a single classifier, trained on free-field target signa-
tures, for classifying the scattered responses from the same
target~s! situated in different acoustic environments—by

contrast, it is prohibitive to require a different classifier for
each channel environment. The deterministic deconvolution
method for extracting the scattered signature is very sensitive
to channel Green’s function mismatch. Other researchers
have employed statistical techniques, like higher order
statististics5 and minimum entropy deconvolution~MED!.6

For the case of a shallow water channel with long observa-
tion distances~for which many modes are excited!, one re-
quires a large array of receivers for the channel Green’s func-
tion to satisfy the requirements of these methods. In addition
to work on channel deconvolution, Runkleet al.7 have dem-
onstrated that classification accuracy may be greatly im-
proved by fusing scattering data from multiple orientations
around a target, via a hidden Markov model~HMM !.

In the work reported here time-reversal imaging is ap-
plied to simulated data, from which features are extracted;
these features are processed subsequently to make a classifi-
cation decision. Time reversal is manifested by taking the
time-domain scattered fields received on an array, reversing
them in time, and then propagating them back into the do-
main. One must distinguish active time-reversal from time-
reversal imaging~TRI!. In active time-reversal8 the signals
arephysicallyradiated into the domain via a transducer, and
the spatio-temporal focusing at the source may be used for
covert communication and/or to direct a large amount of en-
ergy at the source. In TRI the time-reversed signals are radi-
ated into the domaincomputationally, yielding a space-time
image, with temporal and spatial focusing at the scatterer.
The main distinction between TRI and conventional
matched-field processing9 is that TRI is typically
wideband10,11 and implemented in the time domain~i.e., the
frequencies are processed coherently!. Jackson anda!Electronic mail: lcarin@ee.duke.edu
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Dowling12 have established a theoretical understanding of
the time-reversal technique applied to underwater imaging,
considering a simulated medium. The time-reversal image
yields a four-dimensional signal~three spatial dimensions,
and time!, and the time dependence of each scattering center
is also recovered approximately. The spatio-temporal focus-
ing achieved by time-reversal imaging is strongly dependent
on the similarity between the true and simulated acoustic
channel~the former is characteristic of the scattering data in
the measurements, and the latter is employed computation-
ally in the TRI procedure!.8

There have been several manifestations of time-reversal
imaging in the literature. For example, Fink and colleagues13

have performed an eigen-decomposition of the time-reversal
operator, and each eigenmode may be linked to a specific
target or subtarget. These eigenmodes may be radiated ac-
tively or numerically into the domain, to achieve selective
focusing. These eigenmodes are closely related to the modes
in a MUSIC algorithm14 and authors have also considered15

time-reversal imaging in a modified MUSIC framework.
Carin et al.1,16 have employed direct space-time time-
reversal imaging to measured underwater scattering data, in-
cluding estimation of the unknown channel parameters via a
genetic-algorithm optimization applied to the time-reversal
image.

As discussed by Carinet al.,1,16 the quality of the time-
reversal imagery is dependent on the accuracy with which
the channel Green’s function is estimated. This is closely
related to previous research in matched-field processing.
Dosso17,18 has demonstrated that the quality of focusing in
acoustic matched-field processing is a strong function of the
mismatch between the numerical and actual channel param-
eters. This dependence of quality on channel-parameter mis-
match has been exploited to invert for the channel param-
eters using a Gibbs-sampling approach~GS!.19 Gibbs
sampling is used in a Bayesian framework to generate thea
posteriori distribution of the channel parameters, based on
the observed data and a statistical prior distribution over the
channel parameters~if available!. In this paper time-reversal
imaging20 of underwater targets is performed based on
channel-parameter statistics estimated via GS.

After performing Gibbs sampling to estimate channel
parameters, performing time-reversal imaging, and then ex-
tracting features from the time-reversal imagery, the features
are utilized to make a classification decision. A nonlinear
classifier called the relevance vector machine~RVM! is em-
ployed to classify targets from~non-targets! in feature space.
The RVM was first proposed by Tipping21 as a Bayesian
generalization of the support vector machine~SVM!.22 The
RVM is an algorithm for finding the best Gaussian prior
distribution for a logistic regression~LR!23 classifier, by us-
ing evidence maximization21 ~also called the type-II maxi-
mum likelihood!. The objective is to estimate a robust and
generalized classification in the feature space.

This paper therefore represents an integration of several
state-of-the-art tools in imaging, statistics, and classifier de-
sign. The space-time image is manifested via TRI, and the
features from the TRI image are processed to yield a classi-
fication decision, based on the RVM. Finally, the quality of

the TRI algorithm and associated features employed within
the RVM is dependent upon the accuracy with which the
channel Green’s function is estimated. Rather than simply
performing a maximum-likelihood estimate of the channel
parameters~point estimate!, Gibbs sampling is used to esti-
mate the full posterior distribution of the model parameters,
the results from which are integrated into the TRI algorithm.

The remainder of the text is organized as follows. In
Sec. II we briefly address the theory of time-reversal imag-
ing, and in Sec. III Gibbs sampling is explained in the con-
text of channel-parameter estimation. Feature extraction and
classifier design based on the RVM are discussed in Sec. IV.
Target classification performance is analyzed in Sec. V, fol-
lowed by conclusions in Sec. VI.

II. TIME-REVERSAL THEORY

The phenomenon of time-reversal has been studied by
several scientists8,11,24–26in actual channel environments and
for simulated acoustic medium. Previous researchers12,26

have presented the physics of time-reversal; hence the phe-
nomenon is briefly described here, concentrating on the spe-
cifics of our problem. For an acoustic waveguide, scattering
center localization can be achieved by spanning the channel
by a vertical array of transceivers~say,Lr receivers, at loca-
tions r rl , l P$1,...,Lr%) with maximum interelement distance
of l/2 with l being the minimum wavelength of the trans-
mitted signal. Letr 8 andr sk represent respectively the source
and kth scattering center location. For a transmitted signal
S(v) from the source, the backscattered signal received by
the lth receiver located atr rl is given by

R~v,r rl !5(
k

S~v!Gk~v!G~v,r sk ,r 8!G~v,r rl ,r sk!,

~1!

whereGk represents the reflectivity of thekth scattering cen-
ter, G(v,r ,r 8) represents wave propagation from locationr
to r 8, and the summation is over all scattering center loca-
tions. The target scattering is represented in terms of diffrac-
tion from isolated scattering centers; a more-general analysis
has been performed by Carinet al.1 Launching the time-
reversed signal into the waveguide is equivalent to phase
conjugation in the frequency domain. The phase-conjugated
signal observed after propagating fromr rl to any observation
point r is expressed as

STR~v,r !5R* ~v,r rl !Ĝ~v,r ,r rl !, ~2!

where Ĝ(v,r ,r 8) represents the numerically computed
Green’s function betweenr andr 8. Assuming perfect knowl-
edge about the channel, one can expressĜ(v,r ,r 8)
5G(v,r ,r 8), and due to reciprocity G(v,r rl ,r sk)
5G(v,r sk ,r rl ). Therefore constructive interference~focus-
ing! is obtained atr5r sk , with the wrong time dependence
due to the effects of the initial propagation through the chan-
nel, from the source to the respective scattering center. To
eliminate the effects of this propagation, one needs to run the
forward model again to approximateG(v,r sk ,r 8), which fi-
nally yields the time-dependent reflection coefficient, con-
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volved with the incident pulse, at the point of the scattering
center as

STRM~v,r !5R* ~v,r rl !Ĝ~v,r ,r rl !Ĝ~v,r 8,r !. ~3!

Repeating this same process for all the receivers and sum-
ming yields

STRM
array~v,r !5(

l 51

Lr

R* ~v,r rl !Ĝ~v,r ,r rl !Ĝ~v,r 8,r !. ~4!

Performing an inverse Fourier transform of~4! yields a four-
dimensional~space-time! image. This localizes the scattering
centers in three-dimensional space while also approximately
recovering the time dependence of each scattering center.

The above theoretical discussion assumes that the
Green’s function of the channel is known exactly. Typically,
when performing TRI the Green’s function is not known pre-
cisely a priori. Hence, one must perform geoacoustic inver-
sion in order to estimate the channel parameters. In this pa-
per a Gibbs sampling19 approach is employed to estimate
these parameters.

III. CHANNEL INVERSION BY GIBBS SAMPLING

Dosso17 has developed a new Bayesian approach for es-
timating the geoacoustic parameters of a channel. Given
prior knowledge of the model parameters, the proposed
method estimates the posterior distribution based on Gibbs
sampling.19 Since GS is explained in detail by Dosso,17 a
brief summary is provided here in the context of our prob-
lem.

Let the vectorsm and dobs represent respectively the
channel model parameters and observed scattering data at the
array of receivers. Our objective is to estimate the underlying
channel parameter vectorm given dobs. The a posteriori
probability of the channel parametersp(mudobs) is of the
form

p~mudobs!5exp@2E~m!#p~m!/E
m8

exp@2E~m8!#p~m8!dm8, ~5!

wherep(m) represents the prior distribution on the channel
model parameters, andE(m) is an energy function defined
by Dosso17 as

E~m!5(
f 51

F

Bf~m!udobsu2/h, ~6!

where Bf(m) represents the normalized Bartlett mismatch
function Bf(m)512urf

H(m)df
obsu/urf(m)u2udf

obsu2, with H
being the complex conjugate transpose operator. The vector
df

obs represents the backscattered signal at the receiver array
for frequencyf, and the parameterh represents the noise
variance~frequency invariant, in our case!. The vectorrf(m)
is the simulated channel response as viewed by the array of
receivers, for model parametersm, due to a point source
located at the position of the target.

Our objective is to approximate the integral in the de-
nominator of ~5! in terms of a sum, using a finite set of
‘‘important’’ examples of m. This is executed by using a

variation of the Metropolis27,28algorithm~MA !. Assume that
mi are the model parameters considered for iterationi, with
associated energyE(mi). Model parametersmi 11 are
deemed important if exp$2@E(mi 11)2E(mi)#/T%.d, for
temperatureT, whered is a random variable drawn from a
uniform distribution over zero to one. Therefore, if
E(mi 11),E(mi), then model parameter vectormi 11 is al-
ways deemed important, and ifE(mi 11).E(mi), the prob-
ability that mi 11 is important is exp$2@E(mi 11)
2E(mi)#/T%. Therefore, with decreasingT, the probability
of accepting parametersmi 11 that increase the energy be-
comes very small.

In our problem, the channel model parametersm are
drawn randomly from the channel parameter search space
using a uniform probability distribution@p(m) is uniform#.
The search space is initialized based on the prior knowledge
of the channel environment~see Table I for the search space
used in our problem!. For each samplemi drawn uniformly
from the model search space, the impulse response of the
corresponding channelrf(m) is computed numerically in a
normal mode framework.29 Given the impulse response
rf(m), the mismatch functionBf(m), and the corresponding
energy function,E(m) is computed as shown in Eq.~6! ~h is
assumed known!. The samplemi is accepted~or deemed
important! if E(mi),E(mi 21) or exp$2@E(mi)
2E(mi 21)#/T%.d with p(d)51, dP@0,1#. Note that the al-
gorithm is started atT.1 ~T is initialized to 10!. In subse-
quent iterations the temperature is lowered (Tnew5Told/2)
until the temperature reaches unity and is kept constant
thereafter. This process of accepting ‘‘important’’ samples is
repeated until the resulting channel parameter posterior dis-
tribution converges. The ‘‘cooling’’ procedure is employed to
achieve rapid convergence of the channel-parameter poste-
rior distribution. In addition, the channel model search space
is adaptively modified after every 20 new samples are ac-
cepted~deemed important!. The modified range spans be-
tweenmm22sm to mm12sm, wheremm andsm represents
the mean and standard deviation of the model parameters
evaluated from the last 50 ‘‘important’’ samples accepted by
MA.

IV. FEATURE EXTRACTION AND CLASSIFIER DESIGN

In the previous section a procedure for estimating Eq.
~5! ~the likelihood of the channel parameters given the ob-
served data! is summarized. Time-reversal imaging can now
be performed based on these estimated channel statistics. It is
observed that, for relatively high signal-to-noise ratio~SNR!,

TABLE I. The channel parameters estimated via the Gibbs sampling ap-
proach.

True
value

Estimated
value

Search
range

Channel depth~m! 6 6.01 ~5.0–10.0!
SS in water~m/s! 1520 1523.2 ~1470–1550!
SS in bottom~m/s! 1800 1807.8 ~1750–1850!
Density of bottom~g/cm3! 1.5 1.63 ~1.0–2.0!
Attenuation of bottom
~dB/kmHz!

0.28 0.295 ~0.25–0.35!
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Eq. ~5! is typically strongly peaked about the true value for
the channel parameters, and therefore the MAP channel es-
timator is employed in forming a time-reversal image@rather
than integrating across the likelihood in Eq.~5!, as in a Baye-
sian setting#. Details on the dependence of channel-
parameter estimation on SNR are described when presenting
example results.

The data under consideration were generated as follows.
An FEM30,31model was used to compute the multistatic scat-
tered fields from five elastic targets in free field. The in-
channel signatures were then computed by coupling these
free-field solutions to a numerical forward model for the
channel. The numerical details of the FEM model have been
discussed previously.32,33

The underwater targets possessed bisectional symmetry,
and therefore data were computed for 180° of variation in the
target-sensor orientation, in 1° increments. A vertical re-
ceiver array was employed, and the source is placed at the
array center. The observed array data for a given target-
sensor orientation is time-reversed to generate a three-
dimensional image in range, depth, and time~no azimuthal
resolution!. Target classification techniques applied to the
time-reversed images are discussed in the following subsec-
tions.

A. Features

It has been demonstrated34,35 that, for the TRI procedure
discussed in Sec. II, the image att50 corresponds to focus-
ing at the target scattering centers. Feature are therefore ex-
tracted from the time-reversal image at timet50, now cor-
responding to a range-depth image. Finally, to simplify
things further, the depth is fixed, and the time-reversed one-
dimensional signal is viewed as a function of range, through
the nominal target center~which may be estimated from the
range-depth two-dimensional image, prior to feature extrac-
tion!. In the work presented here this process is automated,
based on the energy distribution in the time-reversal image.
Assume thatpj ( i ,n) represents the one-dimensional time-
dependent time-reversed data for targetj at orientationn,
wherei denotes the time index~the time-dependent signal is
the range-dependent waveform divided by the sound speed at
the target depth!. Features based on the spectral~Fourier!
properties ofpj ( i ,n) are considered in these examples for
training the classifier. In this case the Fourier transform of
pj ( i ,n), operated along dimensioni, is uniformly divided
into a set of seven frequency subbands, and the features are
the energy within each band. The seven-dimensional feature
vectorvn corresponds to the orientationn of the target with
respect to the vertical array. For the sake of simplicity the
subscriptj that represents the underlying target is ignored in
the rest of the paper. It should be emphasized that only a
subset of the information available in the time-reversal data
is exploited here, since the image is a four-dimensional
space-time signal. Future studies are of interest to optimally
exploit all information in the four-dimensional time-reversal
data.

B. Relevance vector machine „RVM… regression

Tipping21 has proposed the relevance vector machine
classifier as a Bayesian generalization of the support vector
machine~SVM!.36 Given a feature vectorv, our goal is to
perform classification based on the probability thatv is as-
sociated with hypotheses H0 ~false target! and H1 ~true tar-
get!, denoted respectively byp(H0uv) and p(H1uv). RVM-
based regression is discussed first, which will set the stage
for designing the classifierp(H1uv).

Assume access to ‘‘training’’ data$vn ,l n%n51,N , where
vn represent feature vectors andl n represent scalar labels. In
the regression problem the objective is to learn a function
that predicts the label of a given feature vector. Predictor
function f can be written as

f ~v,w!5 (
n51

N

wng~v,vn!1w0 , ~7!

whereg(v,vn) is a kernel that quantifies the similarity be-
tween feature vectorsv andvn . Any linear or nonlinear mea-
sure may be selected for the kernel. The radial basis function
~RBF! kernel21,23 is used in this paper where the similarity
between two feature vectorsv and vn is defined asg(v,vn)
5exp@iv2vni /2s2# with s50.5.

It is assumed that the erroren between the regression
function f (vn ,w) and true labell n is an independent, identi-
cally distributed~iid! zero-mean Gaussian with variances2,
yielding l n5 f (vn ,w)1en , and for theN training examples
the likelihood of the label setl can be represented as

p~ luw,s2!5~2ps2!2N/2 expS 2
i l2Fwi2

2s2 D , ~8!

wherel5$ l 1 ,...,l N%, w5$w0 ,...,wN%, andF is a kernel de-
sign matrix of size N3(N11) whose ith row Fi

5@1,g(vi ,v1),...,g(vi ,vN)#. The weightwn quantifies the
importance of the training feature vectorvn on the regression
function f (vn ,w). The likelihood of labell @see Eq.~8!# is
dependent on the weightsw and variances2; although not
shown explicitly, the likelihood ofl is also dependent on the
feature vectors$v1 ,v2 ,...,vN%, via the kernel matrixF.

Our objective is to learn the weightsw of the regression
model, based on the training data$vn ,l n%n51,...,N . A prior
distribution is introduced over the weightsw, governed by a
set of hyperparametersa, defining p(wua). The unknowns
to be estimated are now the weightsw, the hyperparameters
a, and the variances2. The introduction of hyperparameters
a appears counterintuitive, since the number of unknowns
has essentially been doubled. However, careful design of
p(wua) makes these additional unknowns desirable. Specifi-
cally, as discussed further below, the density function
p(wua) and prior probability distribution on the hyperparam-
etersp(a) are designed such that they constrain the proper-
ties of w learned during the training phase, thereby serving
as a regularization that avoids overfitting. Overfitting occurs
when the weightsw match the training data$vn ,l n%n51,N

very well, but the regression model does not generalize well
to feature vectorsv that are not in the training set.

The likelihood of the weightsw, hyperparametersa, and
variance s2 given the training data is expressed as
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p(w,a,s2u l)5p(wua,s2,l)p(a,s2u l). The first term on the
right can be written as p(wua,s2,l)
5p( luw,s2)p(wua)/p( lua,s2). By choosingp(wua) as a
product of Gaussians,p(wua)5Pn50

N N(wnu0,an
21), the in-

tegral p( lua,s2)5* p( luw,s2)p(wua)dw can be evaluated
analytically~it is a convolution of Gaussians!. Now combin-
ing p( lua,s2) with ~8! yields

p~wu l,a,s2!5~2p!2~N11!/2uSu21/2

exp$2 1
2~w2m!TS21~w2m!%, ~9!

where the mean and covariance of the posterior distribution
are given by

S5~s22FTF1A!21, m5s22SFTl ~10!

with A5diag$a0,...,aN%.
The evaluation ofp(a,s2u l)}p( lua,s2)p(a)p(s2) re-

quires introduction of prior distributionsp(a) and p(s2).
Sincea ands2 are associated with the variances of Gaussian
distributions, they must be purely positive. Therefore gamma
priors are introduced

p~a!5 )
n50

N

Gamma~anua,b!, p~b!5Gamma~buc,d!

~11!

with b5s22 and Gamma(anua,b)5G(a)21baan
a21e2ban,

with G(a)5*0
`xa21e2x dx. The parametersa, b, c, andd are

set to zero, yielding a set of uniform hyperpriors~Jeffrey’s
prior21!.

The expressionp(a,s2u l) cannot be evaluated analyti-
cally, and therefore it is approximated as a delta function at
its mode: p(a,s2u l)'d(a2aM P)d(s22sM P

2 ). The most-
probable aM P and sM P

2 are computed by maximizing
p(a,s2u l), which for the uniform hyperparameters reduces
to maximizing

p~ lua,s2!5E p~ luw,s2!p~wua!dw

5~2p!2N/2us2I 1FA21FTu21/2

3exp$2 1
2l

T~s2I 1FA21FT!21l%. ~12!

The maximization yields

an
new5gn /mn

2, where gn[12anSnn , ~13!

and

~s2!new5
i l2Fmi2

N2(ngn
. ~14!

The learning process is therefore characterized by repeated
application of~13! and~14!, concurrent with updatingS and
m from ~10!.

The composite prior distribution on the weights, defined
by p(wua)5Pn50

N N(wnu0,an
21) and p(a)

5Pn50
N Gamma(anua,b), yields an algorithm in which most

of the an in ~13! go to ‘‘infinity’’ ~reaching the maximum
precision of the computer!, and the associated weightwn has
a likelihood highly peaked at zero. The associated feature
vectorvn is deemed ‘‘irrelevant’’ to the functionf (v,w) that
one wishes to learn, and the irrelevant feature vectors are

pruned via iterative update of Eqs.~13! and ~14!. The algo-
rithm therefore works by seeking to maximize the likelihood
p(a,s2u l), under the constraint imposed by the prior distri-
butionsp(wua) andp(a).

Once the most-probable parametersaM P and sM P
2 are

estimated within the training phase, the joint posterior of
model parameters is approximated asp(w,a,s2u l)
5p(wua,s2,l)p(a,s2u l)'p(wuaM P ,sM P

2 ,l). For given
weights w the likelihood of label l * being associated
with a feature vectorv* is expressed as, from~8!,
p( l * uv* ,w,sM P

2 ) 5 (2psM P
2 )21/2exp(2 il* 2 f(v* )wi2/

2sM P
2 ) where the vectorf(v* ) is defined asf(v* )

5@1,g(v* ,v1),...,g(v* ,vN)#T. Given these expressions, the
likelihood of targetl * for feature vectorv* is expressed as

p~ l * u l,aM P ,sM P
2 !5E p~ l * uv* ,w,sM P

2 !p~wuaM P ,

sM P
2 ,l)dw5N~ l * uy* ,s

*
2 ! ~15!

with

y* 5mTf~v* !, s
*
2 5sM P

2 1f~v* !TSf~v* !. ~16!

The feature vectorv* may therefore be mapped tol * 5y* ,
and the uncertainty in this mapping is reflected bys

*
2 .

C. Relevance vector machine „RVM… classifier

For the classification problem the labelsl are binary,
where l 51 corresponds to a target andl 50 to a nontarget
~clutter!. Introducing a logistic link21 as

s@ f ~v;w!#51/$11exp@2 f ~v;w!#%, ~17!

the probability of labelsl ~for the N training examples! may
be expressed as

p~ luw!5 )
n51

N

@s$ f ~vn ;w!%# l n@12s$ f ~vn ;w!%#12 l n.

~18!

The model-parameter posterior distribution can be writ-
ten asp(w,au l)5p(wua,l)p(au l), where the regression vari-
ances2 is no longer present@note that the use of thes~•! to
represent the logistic link function is widely employed
within the statistics community, and this must be distin-
guished from the variances2]. The approximationp(au l)
'd(a2aM P) is again employed, using the same sparseness
prior distributionsp(wua) and p(a) as employed in the re-
gression problem. The computation ofp(w,au l)
5p(wua,l)p(au l) depends on the evaluation ofp(wua,l),
which for the classification problem is not Gaussian~as it
was for the regression problem!. In the interest of obtaining a
solution analogous to that found for the regression formula-
tion, p(wua,l) is approximated by a Gaussian distribution.
The associated mean is computed as the maximum of
p(wua,l)}p( luw)p(wua), with the covariance matrix repre-
sented by the Hessian ofp(wua,l)}p( luw)p(wua); this
yields the so-called Laplace approximation.21 The most-
probable weightswM P can be computed analytically, as can
the Hessian. Once the Laplace approximation is so em-
ployed, the training of the classifier is performed by an itera-
tive algorithm, exactly as developed above for RVM regres-
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sion. During this training procedure the most-probable
weightswM P are characterized by manywn being set to zero,
with only the most-relevant training examples~those with
nonzero weights! used in the final classifier.

Now consider a feature vectorv that needs to classified.
The probability thatv is associated with labell 51 ~corre-
sponding to the probability thatv corresponds to a target of
interest! is evaluated by computing~17! using the most-
probable weightswM P , determined when training. This
yields the desiredp(H1uv).

V. TARGET CLASSIFICATION PERFORMANCE

A. Problem details

To consider changes in the channel parameters, the
channel depth is varied between 6 and 9 m, with all other
channel parameters held constant. In each test case, it is as-
sumed that a submerged target has already been detected and
our objective is to determine if it is one of the targets seen
when training~or if it is a clutter item!. All examples shown
in this paper correspond to simulated targets where the free-
field bistatic responses are computed using an FEM code31

and the in-channel response is computed using the free-field
response and normal-mode channel model~KRAKEN29!.
The performance of time-reversal imaging has been consid-
ered by us previously using measured data;1 simulated data
are considered here such that a range of uncertainty in the
channel parameters may be examined, as well as a range of
target/clutter types~the measured data in Ref. 1 is too limited
to perform the classification studies of interest here!. In each
test case, the channel parameters are estimated via GS, be-
fore TRI is performed. Five distinct scatterers are placed
within the acoustic channel. Two of the targets are deemed
‘‘targets of interest’’~defined by hypothesis one, H1), and the
other three are deemed ‘‘false targets’’~defined by null hy-
pothesis, H0). The incident fields on the target propagate
through the channel from an unidirectional source, located at
the center of the sensor array. The scattered fields are com-
puted for observations in a vertical plane, this plane situated

within the channel, at a fixed distance from the target center.
The fields within the plane are then coupled to a modal chan-
nel model,29 with which they are propagated away from the
target through the channel to the receiver array. The target-
receiver distance is fixed at 100 m. In addition, the center of
the target is 0.12 m above the channel bottom. A 28-element
linear receiver array is employed perpendicular to the bottom
~see Fig. 1!. The ocean bottom is treated as a smooth hori-
zontal surface to which the array is vertical. The array is 2 m
long and its center is situated 2 m below the sea surface. A
two-layer geoacoustic model is considered, with sound speed
in water of 1520 m/s, a bottom density of 1.5 g/cm3, a
channel-bottom attenuation factor of 0.28 dB/KmHz, and
sound speed in the bottom of 1800 m/s for simulating the
in-channel response at the receiver array.

The two scatterers in H1 are minelike targets~a steel and
fiberclass cylinder!. The three false targets are a 55-gallon
drum, an oxygen tank, and a rock. The data covers the fre-
quency band 50 Hz to 10 KHz, and the scattered waveforms
received by the vertical receiver array are considered in the
time domain~after Fourier synthesis!, as propagated through
the channel to the vertical receiver array. Each of the five
targets is rotated about its axis over 180°, with 1° angular

FIG. 2. Incident pulse shape for the synthesized time-domain scattering data.

FIG. 1. Schematic of array-based sensing of a target in an acoustic wave-
guide. A single isotropic source~r 8! is located at the center of the receiver
array, andr rl , rl 51,...,Lr , locate the array elements. Thekth target scatter-
ing center is located atr sk . The position of the receiver array and depth of
the target relative to the bottom are kept fixed, and the target is rotated
relative to the array to generate multiple target-sensor orientations.
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FIG. 3. Scattering data from a 55-gallon drum in the channel. The horizontal axis denotes the orientation of the target relative to the vertical sensorarray
~broadside or specular reflection at 90°! and the vertical axis represents target-sensor distance in meters~which may be related to time, via the sound speed!.
The drum is on the channel bottom, with center 0.12 m above the channel floor at a range of 100 m~6-m channel depth!: ~a! synthesized free-field
time-domain data,~b! scattering data as received by the center element of the receiver array, and~c! time-reversed signal through the target center, using
channel parameters estimated via Gibbs sampling. Each subimage is normalized such that dynamic range is between 0 and 1.

FIG. 4. Performance of the RVM classifier, trained using free-field signatures from two targets of interest (H1). The dashed line shows the classification
performance when tested on free-field responses from all targets and the dotted line shows the performance of the same classifier when tested directly on
in-channel responses of all targets~at all orientations and at depths of 6, 8, and 9 m!. The solid lines in different colors show the performance when
time-reversed in-channel target signatures were subjected to the RVM classifier. Different colors represent different channel depths. Gibbs sampling was used
to estimate the channel parameter prior to time-reversal. The data included three ‘‘false targets’’ not observed while training. Target-sensor distance was fixed
at 100 m.

2005J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 N. Dasgupta and L. Carin: Time-reversal classification



sampling, thereby constituting multiple synthesized measure-
ments. The shape of the pulse driving the point-source trans-
mitter is shown in Fig. 2.

B. Geoacoustic inversion via Gibbs sampling

The parameters of the geoacoustic model~e.g., depth,
sound speed in the water and bottom, channel depth, etc.! are
assumed unknown at the receiver array although the target
location is assumed known~100 m along downrange and
0.12 m above the floor!. Note that our objective is to perform
target classification, and it is assumed that detection has al-
ready been achieved. The target depth and position could
also be accounted within the GS procedure, as has been done
in a previous genetic algorithm study.1 The channel param-
eters considered for GS estimation are channel depth, sound
speed in water, sound speed in the bottom, and the density
and attenuation of the bottom. Since GS tries to address
channel estimation in a Bayesian construct, one needs to de-
fine the model space and thea priori probability of the
model parameters within that space. The model space is de-
fined by channel depth varying between 5 and 10 m, sound
speed in water between 1470 and 1550 m/s, sound speed of
the bottom between 1750 and 1850 m/s, bottom attenuation
between 0.25 and 0.35 dB/Km Hz, and density of the bottom
between 1 and 2 g/cm3. In our problem a uniforma priori
probability is assumed within the model space. GS is em-
ployed for a single frequency~the frequency that corresponds
to the strongest signal at the receiver array, 2.25 KHz! al-
though the algorithm is capable of handling multiple fre-
quencies, as presented in~6!. For noise-free data the mar-
ginal posterior distribution of individual channel parameters
is observed to be approximately a delta function around the

true values; details for noisy data are given below. The com-
parison between the true and estimated channel parameters is
shown in Table I for scattering from an oil-drum situated in a
6-m-deep channel, for noise-free data. The GS-based geoa-
coustic inversion is performed for each target separately and
the MAP estimates are used from thea posterioriparameter
density for subsequent time-reversal imaging.

To demonstrate the form of the data, Fig. 3~a! represents
the free-field scattered response from the 55-gallon drum.
The vertical axis represents time and the horizontal axis de-
notes the target orientation. Scattering from the same target
is shown in Fig. 3~b!, situated in a 6-m-deep channel and 100
m from the receiver array, as received by the center receiver
element. It is important to note that the extended temporal
support of the time-domain signal is reflective of the wave-
guide dispersion.

C. Time-reversal imaging and feature extraction

The time-reversed response of the 55-gallon drum is
shown in Fig. 3~c!. The vertical axis in Fig. 3~c! represents
target-sensor range and the horizontal axis represents orien-
tation of the drum relative to the receiver array. It is apparent
from Fig. 3~c! that the time-reversal processing with an esti-
mated channel model largely removes the channel-induced
dispersion and recovers a signal similar to the free-field re-
sponse@Fig. 3~a!#. The comparison between Figs. 3~a! and
3~c! motivates RVM design based on free-field data, with
time-reversal employed to approximately remove channel ef-
fects. The time-reversed response for each target/clutter at
every orientation is subjected to feature extraction and the
feature vector is used for subsequent classification by the
RVM.

FIG. 5. The classification performance of the RVM classifier, trained on free-field response of two minelike targets and tested on multi-aspect scattering data
sampled in 5° increments. The figure shows classification performance for different sequence lengths. For all sequences the angular increment between
successive observations is 5°. The relative change in target-sensor orientation is assumed known, but the absolute target-sensor orientation is unknown to the
classifier.
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FIG. 6. Example scattered waveforms at various SNR levels. The additive noise is formed by convolving the incident-pulse shape~Fig. 2! with white Gaussian
noise. These example results correspond to a 55-gallon drum situated in a 9-m-deep channel, with center 0.12 m above the floor, at a range of 100 m. These
examples correspond to data received at the center element of the vertical array. The target is oriented at 90° with respect to the vertical array, corresponding
to broadside excitation~strongest target signature!: ~a! noise-free data,~b! 10 dB SNR,~c! 0 dB SNR, and~d! 210 dB SNR. The horizontal axis for all the
subplots is time in milliseconds.
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D. Classification results

As indicated above, a time-reversal signature is obtained
for each orientation of the vertical array relative to the target,
using the speed of sound to convert from the range-
dependent time-reversal data. Features are extracted from
this time-domain waveform. It is assumed that in each case
the presence of a target or non-target has been detected, and
our objective is to classify it. It needs to be emphasized that
the RVM classifier21 is trained solely on free-field data from
the two targets of interest (H1), with no a priori knowledge
assumed for the false targets (H0) and with channel effects
removed approximately via time reversal.

Figure 4 demonstrates the performance of the RVM clas-
sifier in terms of the receiver operating characteristic~ROC!,
quantified in terms of the probability of detection~probabil-
ity that a target from H1 is properly so classified! versus the
probability of false alarm~probability that one of the three
false targets is classified as being in H1). The solid lines in
three different colors depict the performances when the clas-

sifier is tested on the time-reversed responses for all targets
and false targets, at channel depths of 6, 8, and 9 m. These
results are based on classification at a single target-sensor
orientation ~with performance averaged across all orienta-
tions!. The dash-dotted magenta line in Fig. 4 shows the
RVM performance of the same classifier when tested directly
on in-channel target data~no time-reversal!, as received at
the center element of the receiver array, using the same fea-
tures as discussed above. The dashed red line in Fig. 4 shows
the performance of the same RVM classifier when tested on
the free-field response of all targets and non-targets~no chan-
nel!. This represents the optimal performance that could be
achieved if time-reversal removes the channel effects com-
pletely.

It has been demonstrated by several researchers37,38 that
the performance of target classification may be enhanced by
combining the information gathered from multiple target ori-
entations~aspects!. Multi-aspect classification is performed
here as follows. Assume that vertical array data are collected

FIG. 7. As in Fig. 6, for the target-sensor orientation corresponding to weakest target-signature strength. The SNR values correspond to average target
signature strength across all possible target-sensor orientations:~a! 10 dB SNR and~b! 0 dB SNR. The horizontal axis for both the subplots is time in
milliseconds.
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at multiple orientations~with respect to the target! along a
circular path, constituting a synthetic aperture. Letxq repre-
sent the vertical-array data, for theqth position along the
synthetic aperture. Given a set of backscattered responses
from multiple target-sensor orientations, the responsexq that
corresponds to maximum signal strength is selected and the

channel parameters are estimated fromxq via GS. Time-
reversal imaging ofxq (;q51,...,Q) based on estimated
channel parameters yields the associated feature vector,vq

~Q feature vectors, one for each of theQ vertical-array posi-
tions, at multiple orientations about the target!. Note that the

FIG. 8. The marginal posterior distribution of channel depth at different SNR levels~colored noise!, over the 7–10-m search range. The true channel depth
is 9 m: ~a! 0 dB, ~b! 25 dB, ~c! 210 dB, and~d! 220 dB.
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channel parameters are estimated from the most significant
backscattered response, not individually from each target-
sensor orientation. The classifier in Eq.~17! quantifies the
probability p(H1uvq) that theqth measurement is associated
with class H1 . For Q sensor positions along the synthetic
aperture, the cumulative statistic is obtained asPQ

5Pq51
Q p(H1uvq). Note that the multi-aspect waveforms are

treated independently here for simplicity, although more-
sophisticated techniques are available.37 Synthetic apertures
of multiple lengths are considered in Fig. 5, and, in each
case, consecutive positions along the aperture correspond to
changes of 5° in the target-sensor angle~angular sampling of
5°!. As expected, the classification performance increases
monotonically when observations from multiple aspects are
fused.

E. Noisy data

All examples considered above assumed no noise at the
receiver array. In the following examples noise is added at
the receiver array before estimation of the channel param-
eters. To approximate scattering from rough channel inter-
faces~top and bottom!, the additive colored noise was syn-
thesized by convolving white Gaussian noise with the
incident-pulse shape. The noisy time-domain waveforms at
the receiver were converted to the frequency domain and
subjected to channel-parameter estimation. Figure 6~a!
shows the noise-free in-channel response for a 55-gallon
drum situated in a 9-m-deep water channel, with center 0.12
m above the channel bottom, as received by a single receiver
in the array center. The target response corresponds to a
target-sensor orientation of 90°. Figures 6~b!–6~d! show the
in-channel drum response at noise levels of 10, 0, and210
dB, respectively, defined in terms of the signal energy di-
vided by the noise energy. For a given value of SNR, the
noise variance is the same for each target-sensor orientation
considered. Since the signal strength is a strong function of

orientation, the SNR is in fact target-sensor-orientation de-
pendent. The SNR values mentioned above represent average
values across all orientations. Figures 7~a! and 7~b! show the
noisy in-channel response at 45° orientation for the same
drum, for noise variances associated with average SNR val-
ues of 10 and 0 dB, respectively. A comparison of Figs. 6 and
7 underscores that the strength of the target-signature relative
to the noise is a strong function of orientation.

As discussed above, at high average SNR values~.0
dB!, the marginal posterior distributions for the channel pa-
rameters are strongly peaked. Figure 8~a! shows the marginal
posterior distribution of channel depth for a 55-gallon oil
drum at a SNR of 0 dB. It is apparent that the posterior
distribution is strongly peaked around the true channel depth
of 9 m. Similar characteristics of the posterior distribution
are observed for other channel parameters, such as the sound
speed in the water and the bottom, not shown here for brev-
ity.

The effect of noise on channel parameter estimation via
GS is portrayed in Fig. 8. The noisy in-channel response
corresponds to the same target~55-gallon oil drum situated
in a 9-m-deep channel!, with all results for the orientation
corresponding to maximum signal strength. As expected, the
posterior distribution~along with the MAP estimate of chan-
nel depth! deviates from being strongly peaked as the noise
level increases. Figures 8~b!–8~d! represent the marginal
posterior distribution of channel depth at three levels of
SNR: 25, 210, and220 dB, respectively.

RVM classification performance is now considered for
the noisy data~as in Fig. 4, wherein noise-free data were
considered!. Figure 9 shows the performance of the same
RVM classifier as in Fig. 4~trained on noise-free, free-field
data!, applied to noisy time-reversed target responses at dif-
ferent noise levels. These results are based on a single obser-
vation ~i.e., observation sequence length,K51). The results
are averaged across all possible target-sensor orientations,

FIG. 9. Target classification perfor-
mance for the case of additive colored
noise. The colored noise was added to
the backscattered response received by
the sensor array before channel param-
eters were estimated.
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and it demonstrates the expected vitiation in performance as
SNR is diminished.

VI. CONCLUSIONS

Time-reversal imaging has been employed to remove
channel-induced dispersion effects, associated with backscat-
tered signatures from targets situated in a shallow channel.
The channel parameters required of the time-reversal imager
have been estimated within a Bayesian framework, via Gibbs
sampling. The key new development is examination of target
classification, based on the time-reversed image. The objec-
tive was to use time reversal to remove channel-induced ef-
fects, such that the same classifier@trained solely on the free-
field response of the target~s!# may be employed for different
channel parameters~here multiple channel depths have been
considered!. In this study an RVM21 classifier is employed,
and it was found that the classification performance~after
time reversal! was relatively invariant to channel parameters
~across a large range of channel depths!.

The features employed in the RVM classifier were based
on the spectral properties of a one-dimensional waveform,
computed by taking a one-dimensional ‘‘cut’’ in the full
time-reversal image. In general, the time-reversal imager
yields a four-dimensional image~space-time!,39 and in future
research it is of interest to develop features that fully exploit
this information base. In addition, all of the synthesized data
corresponded to the case of a perfect~flat-surface! acoustic
waveguide. Colored noise was added to the data, to synthe-
size scattering from a rough channel surface and bottom.
However, future studies are needed to explicitly assess the
effects of surface roughness on time-reversal-image quality,
and on the subsequent classification performance.
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Development of protocols for calibrating multibeam sonar by means of the standard-target method
is documented. Particular systems used in the development work included three that provide the
water-column signals, namely the SIMRAD SM2000/90- and 200-kHz sonars and RESON SeaBat
8101 sonar, with operating frequency of 240 kHz. Two facilities were instrumented specifically for
the work: a sea well at the Woods Hole Oceanographic Institution and a large, indoor freshwater
tank at the University of New Hampshire. Methods for measuring the transfer characteristics of each
sonar, with transducers attached, are described and illustrated with measurement results. The
principal results, however, are the protocols themselves. These are elaborated for positioning the
target, choosing the receiver gain function, quantifying the system stability, mapping the
directionality in the plane of the receiving array and in the plane normal to the central axis,
measuring the directionality of individual beams, and measuring the nearfield response. General
preparations for calibrating multibeam sonars and a method for measuring the receiver response
electronically are outlined. Advantages of multibeam sonar calibration and outstanding problems,
such as that of validation of the performance of multibeam sonars as configured for use, are
mentioned. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1869073#
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I. INTRODUCTION

Multibeam sonar, with its simultaneous formation of
multiple beams oriented differently in space, typically in a
fan shape,1 has a long history of application to the imaging
of fixed structures. Chief among these has been imaging the
seafloor to determine the bottom depth over relatively broad
transects or swaths. The resulting data are typically geo-
referenced and displayed as maps, while substantial efforts
are made to avoid echoes, also called returns, from scatterers
such as fish in the intervening water column.

In other applications, particularly those relating to fish-
eries, specialized multibeam sonars have been adapted to al-
low collection of returns from the water column and display
of data in real time on a screen, much like conventional
sonar data.2 The increased areal coverage provided by multi-
beam sonars without compromise of spatial resolution makes
them well suited for studies of fish behavior and vessel
avoidance. A number of pioneering studies have looked at
the behavior of pelagic fish schools during the passage of an
acoustic survey vessel including, for example, Misund and
Aglen,3 using the SIMRAD SM600 sonar, with operating
frequency of 34 kHz, and Gerlottoet al.4,5 and Soriaet al.,6

using a RESON SeaBat 6012, with operating frequency of
455 kHz. The behavior of pelagic fish schools during trawl-
ing has also been observed with the SM600.3 The swimming
speed of fish has been measured using the Doppler function
of the same sonar.7 Migration of schools of herring~Clupea

harengus! in the North Sea has been observed, with con-
comitant measurements of swimming speed, by both the
Simrad SR240 and SA950 sonars, with operating frequencies
of 24 and 95 kHz, respectively.8 Migration behavior of
schools of capelin~Mallotus villosus! in the Barents Sea has
also been observed with the SR240.8 Some other applications
of multibeam sonar to fish, as well as limitations in the use of
the sonar, have been summarized by Reid.9

The three-dimensional nature of multibeam sonar data
has also encouraged application of modern visualization
techniques, allowing the complex behavior of mid-water tar-
gets to be explored interactively and in three dimensions.10

The advantage of using multibeam sonar for mid-water target
identification is also being explored by the military.11

Predator-prey interactions are being studied by means of
multibeam sonar. The movements of schools of herring in-
duced by killer whales~Orcinus orca! have been measured,12

as have the interactions between juvenile herring and the
Atlantic puffin ~Fratercula arctica!.13 In both of these stud-
ies, the RESON SeaBat 6012 sonar was used, with respective
operating frequencies of 455 and 150 kHz. The behavior of
Hawaiian spinner dolphins~Stenella longirostris! and pelagic
prey has been studied with the new SIMRAD MS2000 sonar,
with 200-kHz operating frequency and 128 1.5-deg beams
spanning a 150-deg sector.14

The several fisheries applications mentioned here have
succeeded because of the qualitative imaging capability of

2013J. Acoust. Soc. Am. 117 (4), Pt. 1, April 2005 0001-4966/2005/117(4)/2013/15/$22.50 © 2005 Acoustical Society of America



the multibeam sonar in a high-signal, low-noise environ-
ment, supplemented by registration of the echo magnitude.
Calibration is generally important for imaging applications,
for example, to define the limits of performancevis-à-vis the
signal-to-noise ratio and to ensure consistent, distortionless
performance at high signal-to-noise ratios. In other desired
applications beyond those of visualization,10 a quantitative
capability, hence calibration, is essential. This is true for nu-
merical determination of concentration densities of fish and
other biological organisms. It is also true for measurement of
bubble populations15 and particulate concentrations near hy-
drothermal vents,16 for example.

There are additional advantages to calibrating multi-
beam sonars. For example, sonar performance can be moni-
tored, with the ready possibility of detecting changes in this.
While a multibeam sonar may be calibrated by the manufac-
turer prior to shipping to a customer, the owner may want to
confirm its compliance with the specifications. Also, the user
needs to be able to check the state of the instrument at or
near to the time of application.

There are well-established procedures for calibrating so-
nars. A dozen different basic approaches to measuring the
frequency response function of sonar receivers were listed in
1983 by Urick.17 Given the complexity of multibeam sonar,
particularly the large number of beams, use of any of these
approaches must be time consuming. At the same time, these
calibration procedures require measurements of parts of the
sonar, with the inevitable compounding of errors, and use of
secondary standards, such as hydrophones, themselves re-
quiring calibration.

Fortunately, there is an alternative procedure available
for multibeam sonar, namely that of the standard target.18–20

This is widely used for calibrating scientific echo sounders at
ultrasonic frequencies, and has already been used for mea-
suring certain performance measures, including the overall
system directionality, of the SIMRAD SM2000/200-kHz
multibeam sonar21,22 and SM2000/90-kHz multibeam
sonar.23

Recognizing the importance of developing simple and
straightforward calibration procedures for multibeam sonar, a
project has been conducted with the aim of developing con-
venient calibration protocols for multibeam sonars used for

water-column measurement. Development of new protocols
has already been described in a series of preliminary
publications.21,23,24 This development work is summarized,
and the protocols are documented. It is believed that these
are sufficiently detailed to serve as guides for the interested
user. It is believed further that the protocols collectively will
enable multibeam sonars configured for water-column mea-
surement to be used as an integrated set of scientific echo
sounders.

In the following, the test multibeam sonars and calibra-
tion targets are described, as are the seawater and freshwater
facilities and associated instrumentation used in developing
the calibration protocols. Methods involving acoustic mea-
surements are reviewed, and results of the development work
are summarized in the form of protocols. Some outstanding
problems in multibeam sonar calibration are briefly dis-
cussed.

II. MULTIBEAM SONARS AND TARGETS

Essential to the development of calibration protocols for
multibeam sonar was identification of appropriate sonar sys-
tems and specification of standard targets. Both subjects are
addressed.

A. Sonars

Three sonar systems were selected for their routine pro-
vision of the water-column signal, which is otherwise the
exception in most commercial multibeam sonar systems. In
this section, details are given on the transducer array geom-
etries. While this information is not usually regarded as be-
ing commercially confidential, it is not generally published
either, not even in proprietary literature provided to owners
of such sonars. The information is valuable in several ways,
e.g., for use in beamforming based on individual element
signals~Sec. V A! and for other processing or analytical op-
erations, as in calculating nearfield–farfield transition char-
acteristics~Sec. V G!.

Some transducer specifications are compared in Table I.
Differences in particular configurations are sufficient to re-
quire further elaboration in the text.

TABLE I. Comparison of three different multibeam sonars used in the calibration exercises.

Parameter SM2000/90 kHz SM2000/200 kHz RESON Seabat 8101

Operating frequency~kHz! 90 200 240
Receiving array

No. of channels 80 80 176
Radius~cm! 38.7 20.0 15.6
Angular span~deg! 94.8 88.16 150

Displayed beams
No. of beams 128 128 101
Angular resolution~deg! 1.5 1.5 1.5

Displayed-beam signals
No. of bits 8 8 8
Dynamic range~dB! 48 48 48

Individual-channel signals
No. of bits 12 12 8
Dynamic range~dB! 72 72 48
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Transducer-mounting convention: In all cases, the trans-
ducers were mounted with their active surfaces in the vertical
plane, as indicated in Fig. 1. Thus, the acoustic axis of each
was horizontally oriented.

Terminology: As indicated below, the elements of each
receiving array used in this study are arranged in a single
row along a circular arc. The plane of this arc is called the
equatorial plane. The perpendicular planes containing the ro-
tational axis of the transducer are called the polar planes.
Each particular polar plane is distinguished by its azimuthal
orientation, which may define an acoustic axis if the beam-
forming is done through postprocessing.

1. SIMRAD SM2000 Õ200-kHz multibeam sonar

The SM2000 has two separate operating modes, referred
to as imaging and echo-sounding. In the imaging mode, the
same transducer array is used in both signal transmission and
echo reception. This array consists of 80 elements positioned
with equal spacing on a circular arc~Fig. 2!, thus defining
the equatorial plane. Each element is rectangular, 2.54 by
19.05 mm. Two versions are fabricated. For that of nominal
span 120 deg, the radius to the outer faces of the elements is
20.00 cm, and the interelement spacing is 1.12 deg, hence
spanning a total angular sector of 88.16 deg as measured
between the centers of the end elements. For that with nomi-
nal span 150 deg, the radius to the outer faces of the ele-
ments is 10.85 cm, and the interelement spacing is 1.13 deg,
spanning a total sector of 155 deg. In the associated digital
signal processor, a total of 128 receive beams are formed,
each with beamwidth 1.5320 deg in the respective horizon-
tal and vertical planes.

In the echo-sounding mode, the described transducer ar-
ray is used only in reception. Transmission is effected by an

FIG. 2. Schematic diagrams of transducer-mounting plates for the SeaBat
8101 240-kHz multibeam sonar, SM2000/200-kHz multibeam sonar, and
SM2000/90-kHz multibeam sonar. The black rectangular areas designate the
protective coverings of the external transmitter. The black curved areas des-
ignate the same for the receiving arrays. In the case of the SM2000 models
in the imaging mode, the external transmitter is not used, and the curved
arrays are used both for transmission and reception. In the case of the
SM2000 models in the echo-sounding mode, the external transmitter is used.

FIG. 1. Schematic diagram of the sea well as configured for calibration. For the transducer mountings, as indicated in Fig. 2, the equatorial plane is that plane
running through the arc of the receiving elements, withu50 or equivalentlyh50, thus coinciding with the horizontal plane. The polar planes are
perpendicular to the equatorial plane and contain the rotational axis of the transducer; for the particular configuration, they are vertical planes.
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external line array of 50 elements of total length 27.6 cm
oriented along the vertical, thus in the central polar plane
perpendicular to the equatorial plane of the receiving array
~Fig. 2!, and thence forming a Mills cross.17 Each transmit-
ting element is a narrow band of width 2.1 mm spanning 177
deg of a circular arc of radius 44.45 mm. The entire array
appears to be a half-cylinder. The elements are stacked with
a center-to-center distance of 5.6 mm. They are weighted in
amplitude, i.e., amplitude shaded.17 The computed nearfield
distance is 11 m.25 Through digital signal processing, 128
receive beams are formed for the display, with nominal
beamwidths 1.531.5 deg. The number of beams that can be
formed on an external processor is arbitrary.

The distinction between the two modes is recognized by
a particular naming convention, which is adhered to in this
work. For the general system, with optional use of either
mode, reference is made to the SM2000 multibeam sonar.
For the particular configuration in which the external trans-
mitter is used, reference is made to the SM2000 multibeam
echo sounder.

The transmitted signal in both modes is typically a finite,
or pulsed, sinusoid at 200 kHz. The duration may be speci-
fied directly by the user or indirectly based on the specified
range. For target ranges of order 5–25 m, which are typical
in standard-target calibrations of high-frequency sonars, a
pulse duration of 100ms was generally used. The pulse rep-
etition frequency was determined automatically in accor-
dance with the range, typically about 1 Hz or 1 ping/s. Not-
withstanding the appearance of user control over the settings,
the sonar itself is configured internally with certain con-
straints that cannot be exceeded. In addition, the sonar can
neither accept nor generate an external trigger signal, which
may be regarded as highly inconvenient in many applica-
tions.

The sonar displays echoes as received on 128 beams
over the total angular sector of 120 or 150 deg. Significantly,
the sonar can record either the raw complex echo signals
from each of the 80 elements or the 128 beamformed signals.
Beamforming performed within the sonar digital signal pro-
cessor~DSP! uses a Hamming-type amplitude-weighting.26

Beamforming performed through postprocessing external to
the sonar DSP uses Chebyshev-type amplitude-weighting.17

Other shading schemes may be implemented when using the
individual element outputs, and other apertures may also be
defined.

The data are digitized with 8-bit resolution for display
and with 12-bit resolution for recording purposes. The nomi-
nal dynamic range of the recorded data is thus 72 dB.

2. SIMRAD SM2000 Õ90-kHz multibeam sonar

The architecture of this sonar, which operates at 90 kHz,
is similar to that of the 200-kHz sonar described above.
Similarly to the 200-kHz sonar, the 90-kHz sonar operates in
both imaging and echo-sounding modes. The collocated im-
aging array~Fig. 2! also consists of 80 identical elements
spaced at intervals of 1.20 deg along a circular arc of radius
38.74 cm measured to the outer face of the element and

spanning 94.8 deg as measured between the centers of the
end elements. The dimensions of the individual rectangular
elements are 5.08364.8 mm.

The external transmitter is a linear array 86.6 cm in
length oriented perpendicularly to the equatorial plane of the
receiving array~Fig. 2!. This consists of 12 pairs of ele-
ments. Each element is rectangular with dimensions 3.8
364.8 mm. The center-to-center distance between elements
in a pair is 17.8 mm. The center-to-center distance between
pairs, aligned end-on, is 65.3 mm.

The digital signal processor forms 128 beams for dis-
play. The nominal beamwidths are 1.5320 deg in the imag-
ing mode, without use of the external transmitter, and 1.5
31.5 deg in the echo-sounding mode, with use of the exter-
nal transmitter.

Transmit signals are pulsed sinusoids with a center fre-
quency of 90 kHz. For nominal target ranges of order 5–25
m, which are used in standard-target calibrations, a pulse
duration of 300ms was typically selected.

As with the 200-kHz sonar, the 90-kHz sonar provides
both the beamformed signals and individual element signals,
but only one at a time depending on operator choice. Thus,
the user can choose to perform the beamforming indepen-
dently of the sonar processor.

As with the 200-kHz multibeam sonar, the digitized data
are displayed with 8-bit resolution, but recorded with 12-bit
resolution. Thus, the nominal dynamic range of the recorded
data is 72 dB.

3. RESON SeaBat 8101 multibeam sonar at 240 kHz

This sonar consists of separate transmitting and receiv-
ing transducer arrays~Fig. 2!. The transmitting array is a
linear array of 36 elements conforming to a slender cylinder
of radius 2.5 mm, each 5.28 mm in length and separated by
a gap of 0.7 mm, hence with total length 21.46 cm. The
transmitting array is oriented perpendicularly to the equato-
rial plane of the receiving array. A swath exceeding 150 deg
is insonified. Shading is employed to reduce the on-axis
transmit signal strength, as this typically corresponds to the
nadir in bathymetric mapping exercises. The same shading
achieves a one-way, received sidelobe level of about220
dB, as computed.

The receiving array is composed of 176 elements evenly
spaced on a circular arc of radius 15.6 cm. Each receiving
element is rectangular, with height 16.88 mm and width 3.1
mm. The center-to-center distance subtends an arc of 1.5
deg. The system forms 101 1.531.5-deg beams over an an-
gular sector of 150 deg.

In contrast to the SM2000, the SeaBat 8101 operates in
only one mode, with separate transmitting and receiving ar-
rays. Thus, it functions like the SM2000 multibeam echo
sounder, but is referred to in this work as a multibeam sonar,
consistent with the manufacturer’s own naming convention.

Although the SeaBat 8101 does not support external-
trigger operation, it does accept a synchronized clock signal
from another computer. The computer that transmits the syn-
chronization signal can also accept motor-position informa-
tion from the motor controller. The beamformed data are
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digitized and stored with 8-bit resolution. The nominal dy-
namic range is thus 48 dB.

B. Standard targets

A number of standard targets were selected or devised.
In every case these were based on the spherical form. Prin-
ciples of optimization of the diameter for both narrow-band
and broadband sonars18,27–29were not applied in the present
work. Rather, for reasons of convenience, a number of sub-
optimal targets were chosen based on ready availability.
These included spheres made of electrolytic-grade copper
with diameters 23 and 60 mm, tungsten carbide with 6%
cobalt binder with diameters 20 and 38.1 mm, aluminum
with diameter 60 mm, and titanium with diameter 47 mm.

To achieve substantially higher target strengths, several
focusing spheres30–33 were fabricated.34 Two of these were
based on spherical shells made of high-silicon bronze with
external diameters 101.6 mm and shell thickness 3 mm. One
was outfitted with a movable piston plug, diameter 14.22
mm, and the other with a simple shallow screw. Another
focusing sphere was fabricated from a hollow rubber ball of
diameter 88.9 mm, with thickness varying from 1.7 to 2.1
mm ~average 1.9 mm!. The three hollow spheres were
vacuum-filled with the fluorocarbon liquid FS-5, also known
by the tradename Fluorlube.35

In some cases, the target strengths of the several spheres
were either computed according to the respective theories for
solid elastic spheres,36,37 noting corrections,18 or the appro-
priate limiting case as given by Goodman and Stern,38 or for
spherical shells,38 assuming accepted values for the material
properties. In other cases, the target strengths were deter-
mined according to comparative measurements. The results
are shown in Table II.

III. CALIBRATION FACILITIES AND THEIR
INSTRUMENTATION

Both seawater and freshwater facilities were instru-
mented for the work of developing calibration protocols.
Earlier preliminary reports34,39,40 are summarized and up-
dated.

A. Sea well

Iselin Dock at the Woods Hole Oceanographic Institu-
tion is a large dock supported by concrete pilings. Large
reinforced concrete blocks have been removed from a par-
ticular area, exposing a sea well with rectangular opening 6
313 m2 ~Fig. 1!. The hard bottom beneath this opening
slopes from about 15 to 20 m. Another area approximately
22–24 m from the transducer mounting apparatus is also
easily accessible for mounting equipment such as calibration
targets.

The sea well is within about 700 m of the Woods Hole
passage. Because of its high-tidal-current velocities,41 strati-
fication is at most weak. Because of the performance of sea-
well calibrations over quite short ranges, effects of such
stratification are negligible.

Interestingly, the tidal current at Iselin Dock is rectified.
The flood occurs with substantial current towards the south-
east, typically of the order of 1.5 knots. During the ebb,
however, the water level falls or settles with very slight and
variable current. The tidal range is typically of order 0.8 m. It
has been possible to perform measurements during both tidal
states, with those made during the flood being less variable.

The sea well was equipped with a variety of instruments
and gear for deploying and rotating sonar transducers and for
suspending and controlling targets at known positions in the
transducer beam. Because of the wide range of uses of the
sea well, all mountings were made in a provisional manner,
but with drilled holes or markings for future reassembly of
the facility.

A standard, 6-m-long shipping container was provided
or configured as a laboratory for the electronic instruments
and computers during each calibration trial. Mains power of
both 110 and 220 V at 60 Hz was supplied by cable. The
laboratory was placed immediately beside the sea well for
operational convenience, specifically to minimize the cable
distance to the transducers and rotation apparatus and to fa-
cilitate communication among the various participants.

1. Transducer-mounting system

During calibration trials, a 6-m-long steel-trussed ta-
pered antenna tower weighing 150 kg was affixed to a mas-

TABLE II. Nominal target strength~TS! values of standard targets as computed and as inferred at 200 kHz by
means of the SM2000 multibeam echo sounder. The TS values shown in the parentheses have been computed
at precisely 200 kHz according to the single-frequency theory36 based on tabulated values for the physical
properties of the respective target and applicable conditions of temperature and salinity. The inferred TS values
have been calculated relative to the average target strength of the 38.1-mm tungsten carbide sphere~WC38.1!.

Target
Diameter

~mm!
Relative TS

~dB!
Inferred TS

~dB!
Computed TS

~dB!

AL60 60 96.5261.83 235.31 234.46
96.4161.02 235.42 234.46

WC38.1 38.1 92.4360.76 239.38 239.36
92.4760.87 239.34 239.36

WC20 20.0 88.9960.23 242.84 244.99
High-silicon bronze 25.4 94.8760.17 236.96
Focusing sphere 1 101.6 96.7460.95 235.09
Focusing sphere 2 88.9 93.4761.28 238.36
Stainless steel 50.8 93.4061.47 238.43
Titanium 47 84.8860.60 246.95
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sive I-beam spanning the sea-well opening at the northwest
end. The tower was held securely in place by a mechanical
lock under gravity. The tower was strapped to the lower part
of the I-beam mounting plate to resist the bending moment
caused by the flooding tide when acting on the tower and
transducer submerged at nominal 3-m depth.

An aluminum pipe is centrally mounted in the tower to
serve as a shaft for holding and rotating the transducer. The
shaft is guided by holes in the steel endplates and an inter-
mediate plate added to reduce flexure. Low-friction bearings
are mounted at each hole.

The shaft is held by the rotation apparatus, described in
the next section. A flange with six bolts is mounted on the
lower end to serve as a universal coupling joint for the trans-
ducer plate.

Given significant differences in the shape and size of
each of the multibeam sonar transducers, a separate mount-
ing plate was fabricated in aluminum to hold the respective
transducer in a secure manner. Longer mounting plates for
holding separate transmitting and receiving arrays were gen-
erally braced with aluminum angle-brackets for stiffness un-
der flooding conditions. Examples of mounting plates with
attached transducers are shown in Fig. 2.

In the case of separate transmitting and receiving trans-
ducer arrays, alignment of the several beams could be ef-
fected by shimming one of the arrays relative to the other.
This was done for the SM2000/90-kHz multibeam echo
sounder to reduce effects of parallax given the relatively
short range of the target.

2. Rotation apparatus

A commercial antenna motor made by M2-Antenna Sys-
tems, the MT1000 antenna azimuth positioner, was adapted
to serve as a precision rotator. The apparatus was mounted
atop the central shaft of the tower, supporting both thrust and
radial loads.

In the course of adapting the rotator, the central gear was
replaced by one made of marine bronze. The original dc-
motor was also replaced with an ac-motor with 14-bit abso-
lute encoder and counter. The rotator can turn about a 360-
deg arc, thus achieving a nominal precision of60.01 deg,
well within the design goal of60.05 deg.

The accuracy of the rotator was established by measur-
ing the deflection of the beam of a laser pointer mounted
atop the central transducer-rotation shaft. Under commanded
rotations, the position of the center of the red laser spot on
the bridge platform, for example, was determined to within
65 mm at a nominal range of 11.7 m. This was found to be
repeatable over a period of days, hence with demonstrable
accuracy to within60.025 deg.

The alignment of the transducer at the end of the 6.5-m
shaft with the rotator was confirmed by attaching an outrig-
ger to the rotator and dropping a plumb line from the outrig-
ger to a corresponding outrigger affixed to the shaft imme-
diately above the transducer plate, while the transducer tower
was held vertically by a mobile crane. The distance from the
shaft centerline to the plumb bob centerline was 47.1 cm.
Very small adjustments could be made to the alignment by
exploiting the small degree of play in the flange coupling. It

is estimated that the transducer could be aligned to within
60.5 mm over 4 m, or to within60.007 deg.

Rotator positions were sent in ASCII format via serial
link, RS232, to the SM2000 and were recorded with the
SM2000 raw data files. There was a five-ping delay between
the actual rotator position and the ping that recorded the
position.

3. Target-suspension and -positioning systems

A number of systems were procured or assembled for
suspending standard targets and controlling their positions in
the transducer beam. One system was adapted from that cur-
rently used on board fisheries research vessels.19,20The target
was held by each of three monofilament nylon lines con-
nected to motorized fishing reels, with outriggers mounted
on barrier timbers, two on one side of the sea well and one
on the opposite side. The position of the target was con-
trolled by means of joysticks from the electronics laboratory.

In a second system, indicated schematically in Fig. 1,
the target was suspended by a central monofilament line
spooled on a motorized fishing reel. A second monofilament
nylon line was attached to the central line and threaded
through a block resting on the bottom of the sea well directly
below the target to a second block. This was attached to a
safety beam bordering the well, with lead weight suspended
at the submerged end of the line to maintain constant tension,
whatever the tidal state.

A third system was derived from the second by attaching
four additional lines to the target.34 Each of these was ten-
sioned by running the respective line through a block to an
attached weight. Each block was supported by the sea well
bulkhead mounted along the long sides. The four blocks
were arranged at the corners of a square. This additional
tensioning was obliquely upwards, offering stability against
lateral, tidally induced currents.

The second system was most used in the trials. The ver-
tical suspension line was run through a block mounted on a
platform bridging the sea well to a motorized fishing reel
~Fig. 1!. A variable voltage motor was used to control the
fishing reel. The line was run directly over a meter ruler,
allowing depth adjustments to within60.5 mm. At a range
of 11.7 m, this corresponds to an angular uncertainty of
60.003 deg.

B. Freshwater tank facility

The Chase Ocean Engineering Laboratory at the Univer-
sity of New Hampshire~UNH! has a freshwater tank that is
nominally 12 by 18 m in plan view, with 6-m water depth.
Modifications were made to this tank to facilitate the re-
quired acoustic measurements. These modifications funda-
mentally concerned the placement and control of the trans-
ducer under test in the tank. There were three fundamental
issues to consider in achieving this goal:X-Y-Z transducer-
positioning, rotation, and system integration.

1. X-Y-Z transducer-positioning system

The X-Y positioning in the plan view of the tank was
accomplished through the addition of an industrial crane-rail
system spanning the 12-m width of the tank, and moving
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along the longer, 18-m dimension~Fig. 3!. The span accom-
modated a carriage, which moved across the 12-m span and
was designed to secure the rotator. The rotator was mounted
on the carriage and held the transducer under test, while
controlling the incremental rotation about the vertical orZ
axis. The rotator held a carbon fiber pole to which the trans-
ducer under test was attached~Fig. 4!. The Z depth of the
transducer was adjusted by securing the pole in the three-jaw
chuck at the appropriate location.

2. Rotator

Rotation was accomplished using a Yuasa International,
three-jaw chuck rotator~SUDX-320! with a programmable
controller~UNDC-100!. This rotator was selected due to the
zero-backlash claim, and the ability to effect small incre-
ments of angular rotation, 0.1 deg. The rotator was readily
mounted on the carriage. The transducer-mounting pole and
rotation shaft was placed in the three-jaw chuck. A universal
transducer-mounting flange was attached to the bottom of the
pole. The pole was fabricated from carbon fiber, and the
length was adjusted by adding sections outfitted with locally
fabricated centering couplings.

The rotator performance was verified by means of a ma-
chinist dial indicator to measure the arc length traveled due
to an incremental angular input. Two-degree arcs were ran-
domly selected around the circumference. Each 2-deg arc
was traversed with 0.1-deg increments in both directions.
Precision control over the angle and the ability of the rotator
to return to the place where it began, to within the accuracy
limit of 60.1 deg, were both demonstrated. Details of this
system development are reported in Baldwinet al.40

3. System integration

System integration was achieved using LabView© soft-
ware. An interpreter program was acquired which enabled
LabView to communicate with the rotator controller. Subse-
quently other code was developed to facilitate the tasks re-
quired to perform a beam pattern measurement. Transmit sig-
nal generation, receive signal acquisition, transmit-receive-
rotation coordination, and beam-pattern plotting were the
basic functions. The specific linking of these functions was
an artifact of the particular source-receiver-target or hydro-
phone configuration.

4. Target suspension and positioning

Target suspension and positioning were effected with a
single line of monofilament nylon deployed through a block
at the end of an outrigger. The line was attached to a motor-
ized fishing reel, allowing fine control of the target depth, as
described in more detail above in Sec. III A 3.

IV. METHODS

A number of procedures preparatory to calibrating so-
nars have already been described in the previous section.
These include alignment of the transducer and rotator and
possible shimming of separate transmitting and receiving ar-
rays.

Another general preparatory measure is that of measur-
ing the hydrographic state of the calibration environment.
Vertical temperature and salinity profiles should be taken at
intervals. Additionally, time series of temperature and salin-
ity might be recorded at the transducer depth. During the
particular calibration trials in the sea well, vertical
conductivity-temperature-depth~CTD! profiles were taken,
indicating that the seawater was well mixed. At other times,
the CTD sensor was placed at the depth of the transducer to
collect time series of temperature and salinity. The average
temperature, salinity, and sound speed measured throughout
one trial were 2.8860.02 °C, 31.6060.25 PSU, and 1457.5
60.4 m/s, respectively.

Methods involving acoustic measurements are described
in this section. Some of these are common to calibration of
both scientific echo sounders and multibeam sonars; they are
included here for the sake of completeness.

Implicit in the measurements for the SM2000 multibeam
echo sounders are real-time storage and rapid retrieval of the
echo signals from the individual receiving transducer ele-
ments and availability of operational software for beamform-

FIG. 3. Schematic diagram of the freshwater tank as configured for calibra-
tion.

FIG. 4. Configuration of the transducer and its mounting system in the
freshwater tank.
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ing. Algorithms for beamforming have been described in
some detail for multibeam sonar.21,22 These follow the gen-
eral method.17,42

A. Target positioning and mapping central polar
beam pattern

A standard target can be placed at an essentially arbi-
trary position in the sonar beam by purely geometrical con-
siderations. Not all positions are equally favorable, it must be
emphasized. It is generally desirable to avoid reverberation
from surfaces and possible extraneous scatterers in the water
column, e.g., fish and underwater moorings. It is also desir-
able, if not absolutely necessary, to make measurements in
the transducer farfield.

In practice it is easier to perform relative positioning of
the target in the transducer beam by placing the target at the
approximate depth of the centered transducer, then finding
the coincident horizontal and equatorial planes of maximum
sensitivity by moving the standard target systematically
through a series of depths and making multiple measure-
ments at each target depth. Beamforming is then performed,
and the resulting data are fit in a least-squares sense by a
quadratic or other nonlinear function. The beamformed data
describe the central polar beam pattern.

Examples of resulting data derived from measurements
with the SM2000/90-kHz multibeam echo sounder are
shown in Fig. 5. In the first example, taken from the sea-well
facility, a standard target at 23-m range was lowered, and
then raised, systematically at constant increments of 10 cm
or 0.25 deg. In the second example, taken from the
freshwater-tank facility, the same standard target at 11.7-m
range was used and the procedure was repeated, but at 2-cm
increments, hence with nominal resolution of 0.10 deg.

B. Measurement of system response and choosing
receiver gain function

The performance of a system is considered to be linear if
a change in the amplitude of an input signal results in a
linearly proportional change in the amplitude of the output
signal. While there is no need for a system to perform lin-
early for it to be used quantitatively, given that it performs
monotonically, the system response needs to be determined.
Among other reasons, the sonar will be most useful if its
gain function enables both weak and strong echo signals
from interesting targets to be registered without loss due to
inadequate sensitivity or saturation, with clipping, due to in-
adequate dynamic range. The general effect of clipping may
be hard, with abrupt change in any amplitude exceeding a
threshold value to the threshold value itself, orsoft, with
gradual approach to the threshold value, where the exact re-
lationship is nonlinear. The general case has been treated
under the name of band-pass limiting.43 The importance of
choosing the gain function is evident from practical consid-
erations of dynamic range: the test multibeam sonars used in
this study have rather limited dynamic ranges, especially
relative to those of modern scientific echo sounders.44

Multibeam sonars generally have a number of available
transmit-power settings. In keeping with the aim of develop-

ing convenient and useful protocols, the transmit power of
each sonar was set at that level most often used in field
applications.

Measurement of the system response is performed by
observing the change in echo amplitude due to changing the
receiver gain function of the sonar. It is effected conveniently
by observing the change in echo amplitude from a standard
target under systematic changes in the receiver gain function.
This is illustrated for the SM2000/90-kHz multibeam echo
sounder in Fig. 6, where the full range of gain settings has
been exercised. A linear function has been fit to the echo-
intensity data by means of a least-squares-regression
analysis.45 On the basis of the data and their analysis, the
gain function 20 logr12ar was chosen, wherer is the range
and a50.0157 dB/m. In the case of the SM2000/90-kHz
multibeam echo sounder, the system sensitivity was ex-
pressed through a numerical value. This was determined
from the equation

FIG. 5. Directionality of the SM2000/90-kHz multibeam echo sounder in
the vertical plane, as determined by changing the depth of the rubber-walled
focusing sphere~a! at 23-m range in 4-cm increments in the sea well and
~b! at 11.7-m range in 2-cm increments in the freshwater tank. The direc-
tionality is expressed through the beam pattern in normalized intensity units.
The maximum intensity value is that observed in a spatial window consist-
ing of five contiguous beams and five range cells centered on the respective
beam and range of nominal greatest sensitivity. The mean is that of all echo
values within the window. A Gaussian function has been fitted to the maxi-
mum intensity values.
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TS510 log10~G~r 0!uVrecu!120 log10~r 0!12ar 0 , ~1!

where TS5234.40 dB denotes the target strength of the 60-
mm-diam aluminum sphere~Sec. II B! at 90 kHz for the
particular hydrographic conditions,r 0511.7 m, Vrec is a
relative digitized real number that is proportional to the re-
ceived voltage level, anda50.0157 dB/m. It is emphasized
that Vrec also depends on the instrument settings, including
transmit power level, pulse duration, sampling rate, and as-
sumed absorption coefficient value, which in the present case
was 0.0068 dB/m. Substituting forVrec and solving, the sen-
sitivity coefficient is G(r 0)53.6831026. Multiplying the
raw echo amplitude due to an arbitrary target or targets at the
same 11.7-m range, with the same gain function, yields back-
scattering units of square meters. For other gain functions at
the same range, the relationship defined in Fig. 6 may be
used. Since the calibration was performed in the transducer
nearfield, Eq.~1! must be modified for use at other ranges.

C. Measurement of system stability

There is little reason to suspect instabilities in perfor-
mance of multibeam sonars designed for scientific use, al-
though their possible occurrence at high pulse repetition fre-
quencies might be entertained. Ultimately, it is only
measurement that can decide the matter or quantify the de-
gree of stability.

Measurement of the system stability is straightforward.
The target is held at a fixed position in the transducer beam,
and echo measurements are performed over a relatively long
period of time. This might last from minutes to hours or days
or weeks, the longer period corresponding to potential use on
fisheries survey cruises.

An example of a measurement of system stability is pre-
sented in Fig. 7. This shows the time series of echo ampli-
tude from the SM2000/200-kHz multibeam echo sounder
due to repeated insonification of the standard target WC38.1.

D. Measurement of equatorial-plane sensitivity

For conventional imaging purposes, the equatorial-plane
sensitivity function is very important. The value of this func-
tion for a small target at a given angle is the peak echo
amplitude from among all beams where the target is de-
tected. It is advantageous in imaging applications that the
function be relatively flat over the full angular span of the
sonar.

The equatorial-plane sensitivity function must vary over
the angular span, for it is defined by a finite series of beams
of fixed orientation. Adjacent beams meet at a level that de-
pends on the number of beams, their total angular span, the
respective aperture size, and the shading of individual ele-
ments. For the 128 displayed beams of the SM2000, this
level is roughly 2 dB less than peak levels, thus defining a
measure of ripple.

For scientific imaging purposes, knowing the sensitivity
function and how it varies is important, for it enables com-
pensation to be effected and distortions removed.

The equatorial-plane sensitivity function can be deter-
mined by measuring the echo response of the sonar at closely
separated, discrete angles over the full angular span. This
was done for the SM2000 multibeam echo sounders and the
RESON SeaBat 8101 multibeam sonar. Exemplary resulting
functions are shown in Fig. 8.

E. Measurement of central-region directionality in two
dimensions

As mentioned in the previous section, there is particular
interest in the equatorial-plane sensitivity function. This is a
one-dimensional slice of the more general two-dimensional
sensitivity function. Implicit in this description is a rather
broad width of the beam in the transverse direction, nomi-
nally 20 deg in the vertical plane for the imaging mode of the
SM2000. In the echo-sounding mode, the nominal beam-
width is 1.5 deg in the vertical plane.

Again, there is no substitute for measurement of the di-
rectionality. This has been done in two dimensions by repeat-

FIG. 6. Measured dependence of the echo intensity from the standard target
AL60 on the gain function of the SM2000/90-kHz multibeam echo sounder.
The target was measured at 11.7-m range in the sea well, with pulse duration
of 300ms. For an explanation of maximum and mean values, see the caption
to Fig. 5.

FIG. 7. Echo amplitudes from an on-axis standard target, WC38.1, as mea-
sured at 11.7-m range in the freshwater tank by the SM2000/200-kHz multi-
beam echo sounder over a time period of 175 s.
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ing the one-dimensional measurements, with the standard
target moved systematically through a series of discrete ver-
tical positions.

Exemplary results of this measurement for the SM2000/
90-kHz multibeam echo sounder are shown in Fig. 9. Mea-
surements are shown of the central region of directionality.

F. Measurement of directionality of individual beams

An envisioned major use of multibeam sonar in fisheries
survey work is quantification of fish density. For measure-
ments of resolved single fish by echo counting, this requires

knowledge of the acoustic sampling volume,46 which de-
pends on the individual beam patterns, i.e., the beam patterns
of individual apertures used in the quantification. For mea-
surements of unresolved fish aggregations by means of echo
integration,1 measurement of the area backscattering coeffi-
cient requires knowledge of the equivalent beam angle. This
is the integral of the product of transmit and receive beam
patterns, each expressed in the intensity domain, over all
angles.17 For directional beams, this angular measure can be
determined with high accuracy from the characteristics of the
main lobe alone.

Data collected in the measurement of the central-region
directionality in two dimensions, described in the previous
section, are sufficient to determine this function. Individual-
aperture beam patterns can also be derived by approximation
from measurement of the equatorial-plane sensitivity func-
tion, and assumption that the beamwidth in the vertical plane
is that measured in the central polar beam pattern~Sec.
IV A !. In either case, the individual beam patterns are formed

FIG. 9. Measured central-region directionality in two dimensions of the
SM2000/90-kHz multibeam echo sounder at~a! 23-m nominal range in the
sea well and~b! 11.7-m nominal range in the freshwater tank. The dark
brown color represents echo levels extending from21 to 0 dB.

FIG. 8. Measured equatorial-plane sensitivity function of the~a! Seabat
8101 240-kHz multibeam sonar,~b! SM2000/200-kHz multibeam echo
sounder, and~c! SM2000/90-kHz multibeam echo sounder. The target range
was 11.7 m. In~b!, only part of the central section of greatest sensitivity was
measured.
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without further selection or reduction, as in the operation of
selecting peak values.

Results from the second procedure are shown in Fig. 10
for a single aperture and in Fig. 11 for a set of apertures.
Individual beam patterns are shown in the horizontal, equa-
torial plane together with fitted functions. The inferred
equivalent beam angle for the central beam in Fig. 10 is 7.76
1024 sr or, logarithmically,231.1 dB. The theoretical pre-
diction based solely on the geometry of the transducer array
is 6.46 1024 sr or 231.9 dB.

G. Measurement of system axial sensitivity
in transducer nearfield

It is often advantageous to make measurements of beam
patterns in the transducer farfield. At the so-called farfield
distance, the radiated field in terms of pressure or particle
velocity amplitude decreases inversely as the ranger. This
farfield distance is conventionally defined as one-half of the
square of the maximum transducer dimension divided by the
wavelength.25 When the maximum measurement range avail-
able for calibration is less than the farfield distance, it may be
convenient or necessary to make measurements in the trans-
ducer nearfield. Such measurements can be productive if the
transducer nearfield characteristics can be modeled success-
fully, then extrapolated to the farfield.

An illustration is provided by calibration of the
SM2000/90-kHz multibeam echo sounder with external
transmitting transducer in the freshwater tank. Given the
standard array length, 86.6 cm, the farfield distance is about
23 m, which can be achieved without significant interference
in the sea well but not in the freshwater tank. Measurements
were therefore performed of the system axial response in the
transducer nearfield.23 These are documented in Fig. 12. The
modeled results are superimposed, suggesting the possibility
of making angular measurements at nearfield ranges as close
as 6 m, then extrapolating these by means of modeling to the
ordinary farfield.

V. PROTOCOLS

Protocols are developed for each of the several measure-
ment methods, with the intention of describing how to per-
form these in the form of prescriptions. The protocols are
preceded by a description of preparatory procedures to be

FIG. 10. Equatorial-plane beam patterns, measured and estimated, of a
single aperture of the SM2000/90-kHz multibeam echo sounder. The mea-
sured value of the beamwidth BW and the estimated value of the equivalent
beam angleC are attached to the respective function.

FIG. 11. Equatorial-plane beam pat-
terns, measured and estimated, of a set
of individual apertures of the SM2000/
90-kHz multibeam echo sounder.
Measured values of the beamwidth
BW are shown.
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carried out in advance of the acoustic measurements. Imme-
diately following a review of the acoustic target-positioning
operation, which also accomplishes mapping of the central
beam pattern, measurement of the system response and sta-
bility, and choice of the receiver gain function, are described.
Measurement of system directionality in each of several di-
mensions is then addressed. Measurement of the noise envi-
ronment and system gain are also reviewed.

A. Preparations

In the case of multibeam sonars consisting of separate
transmitting and receiving arrays, it may be necessary or
advantageous to orient the arrays so that their acoustic axes
intersect at the target range. This is particularly important for
reducing effects of parallax in the case of nearfield calibra-
tion measurements to be applied in the transducer farfield.
An easy method for adjusting the relative array orientations
is to place shims between the bolts and mounting plate at the
far end of one of the transducer arrays.

Another, essential operation in preparing for a calibra-
tion exercise is wetting the transducer faces and target to
preclude formation of air bubbles on the respective
surfaces.47 This can be done by washing with a surfactant,
for example, a simple household liquid detergent.

Recording the hydrographic state over the range of
depths spanned by the transducer and target is essential in
any calibration exercise. This is important for excluding
stratification and other inhomogeneities in the water column
as a cause of refractive effects during a calibration. At suffi-
ciently near ranges, the effect of these on the propagation
path between transducer and target may be entirely negli-
gible, but they may be a limiting factor in others. In field
applications over longer ranges, especially with horizontal or
near-horizontal orientations, refractive effects, which are de-
termined by the hydrography, may be substantial.

Beamforming is essential for the rapid and timely analy-
sis of data. If desired or necessary, it may be performed
digitally by software on the basis of the full set of individual

element echo signals and detailed knowledge of the receiv-
ing aperture geometry. Alternatively, the output signals from
the sonar beamformer may be recorded and used directly in
the data analyses.

B. Target positioning and measurement of central
polar beam pattern

The basic procedure for relative positioning of the target
in the transducer beam has already been outlined in Sec.
IV A. It is reduced to a prescription in the following, assum-
ing that the echo measurements are made in or close to the
horizontal plane.

The standard target is suspended at a fixed distance from
the centered transducer at the nominal transducer depth, spe-
cifically, the depth of the center of the transducer array or
arrays. The target echo is registered. The target is now low-
ered by a fixed increment corresponding to some fraction of
the nominal beamwidth of the transducer, say one-tenth. The
echo measurement at this new position is repeated. The tar-
get is lowered again by the same fixed increment and its echo
is recorded. This process is repeated until the first null is
passed, which can be determined by observing a rise in the
echo amplitude immediately following a steady decrease.
The target is returned to the first measurement depth and the
original measurement is repeated. The target is now raised by
the fixed increment, and the echo is recorded. This process is
repeated until the first null is again passed.

Beamforming is performed, if necessary, and the peak
amplitude from the full set of beams is selected and plotted.
The central equatorial plane of sensitivity is defined gener-
ally by the maximum in the plotted function. This may be
determined by simple visual inspection if unambiguous, oth-
erwise by fitting a quadratic or other nonlinear function to
the data.

The exact position of the central axis can now be deter-
mined by rotating the transducer and observing the peak
echo in the vicinity of the mechanically determined central
axis. If the signal-to-noise ratio is sufficiently high, phase
differences can be used to determine the angle of greatest
sensitivity, which defines the central axis.48 In either case,
this refined determination of the central axis can reveal pos-
sible mechanical or electrical offsets in the central acoustic
axis of the sonar. If the central axis deviates very much from
the assumed axis, the measurements of polar directionality
can be repeated to ensure their precision.

In the course of finding the central equatorial plane, the
central polar beam pattern is measured. Noncentral polar
beam patterns can be determined in a similar way.

C. System response, stability, and choosing receiver
gain function

Having found the central plane of sensitivity, the system
response can be determined for particular array orientations
by observing the echo. By relating the measured output, e.g.,
amplitude, to the corresponding input signal and backscatter-
ing properties of the standard target, the transfer function of
the system can be measured. This may involve analyzing the

FIG. 12. Dependence of the axial response of the SM2000/90-kHz multi-
beam echo sounder on range in the transducer nearfield, as measured in the
freshwater tank. Superimposed on the data is the response as modeled from
the transducer geometry.
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frequency content of the transmitted signal and frequency
dependence of the target backscattering cross section.

By repeating the measurements for the same transducer
orientation and target position over a period of time, the
stability of the system can be gauged. This can be quantified
by a conventional time-series analysis, with observation of
possible changes in the mean and variance over time.

By repeating the measurements with different receiver
gain functions, the dependence of the system response on
this function can be determined. By fitting a linear function
to the echo intensity data, a suitable time-varied-gain func-
tion for the measurements can be determined. The system
performance at the selected gain function can be related to
other gain functions by means of the repeated measurements
of system response.

D. Equatorial-plane sensitivity

Given knowledge of the location of the central plane of
sensitivity, the equatorial-plane sensitivity function can be
determined by rotating the transducer array or arrays over the
angular span of interest. At each individual orientation, the
several beam outputs are examined and the peak amplitude is
selected. This process is repeated over the full angular span.
The function defined by the peak output versus angle consti-
tutes the equatorial-plane sensitivity.

E. Central-region directionality in two dimensions

The measurements of the equatorial-plane sensitivity
function are now repeated at each of a succession of target
depths. As in the target-positioning operation~Sec. V B!, the
target is moved systematically from the central plane past the
first null below the plane, then from the central plane past the
first null above the plane. Knowing the full target depth
range spanning the main lobe, the measurements can also be
performed in a single direction from one null to the other. By
measuring the sensitivity function at each of these discrete
target depths, the central-region directionality can be mapped
in two dimensions.

F. Directionality of individual beams

The directionality of individual beams is measured in
the central plane of sensitivity, as in Sec. V D, and over the
central region of sensitivity, as in Sec. V E. The basic beam-
formed outputs are identical. Instead of selecting peak am-
plitudes from the range of beams for each transducer orien-
tation, the amplitudes are associated with the respective
individual beam. The individual beam patterns can thus be
mapped. Individual beams are conveniently identified by
their order in the series or by their nominal angle of peak
sensitivity.

G. Nearfield response along acoustic axis

In cases where the multibeam sonar is to be used in the
transducer nearfield or where the sonar is to be used in the
farfield but can only be calibrated in the nearfield, the
nearfield response should be measured. This is done by mov-
ing either the transducer or standard target along the acoustic

axis and measuring the echo response at discrete positions.
The beamformed results are plotted against the transducer-
target range.

The measurements are used for comparison against com-
putations based on the transducer geometry and transmit fre-
quency. Confirmation of the computational results provides
support for the model, which can then be used to extrapolate
either to greater or lesser ranges, depending on the intended
sonar application.

H. Noise measurements

In all of the foregoing protocols, the echo from a stan-
dard target was generally measured. These measurements
should be accompanied by similar measurements made in the
absence of the target, hence of volume reverberation.

The reverberation measurements might be performed
conveniently immediately before or immediately after a se-
ries of measurements with a standard target. While echoes
from transient targets such as schools of juvenile fish passing
through the sea well might not be recorded, the general level
of background reverberation would be. Such measurements
are important for describing the reverberation background
and for quantifying the signal-to-noise ratio present during
the target measurements. If the reverberation level is suffi-
ciently high, another target with greater target strength might
be chosen to ensure a better signal-to-noise ratio.

I. Electronic measurements

While purely electronic measurements are inadequate
for determining the overall transmit-receive sensitivity, be-
cause of neglect of the transducer, they are nonetheless very
useful for determining how signals are transferred in the re-
ceiver. The basis of the measurements is that of the time-
amplitude-frequency measurement method.49

The transducer is decoupled from the receiver. Signals
of known amplitude and time delay are introduced into each
channel, and the output is observed over a range of ampli-
tudes sufficient to test the dynamic range and application of
gain to each signal. The measurement sequence is repeated
for each transducer element.

A complication with this simple notion is that of multi-
plexing of the individual transducer element signals before
transmission to the beamforming processor, i.e., beamformer.
Introduction of a signal of known amplitude and time delay
is thus made to a multiplexer, with reception at the end of a
cable. A special manufacturer-built unit can be entertained
for measurement of the overall receiver sensitivity function
with decoupled transducer. Such a capability would allow
measurement of the electronic system to be undertaken inde-
pendently of that of the combined acoustic and electronic
system.

VI. DISCUSSION

By means of the calibration protocols described here,
which have been developed through actual testing in nearly
every instance, the performance of multibeam sonars can be
defined. The general system sensitivity can be expressed
through transfer characteristics and measures of directional-
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ity. In addition, the stability can be quantified, and the con-
nection between nearfield and farfield characteristics can be
established.

The standard-target calibration method, which has been
extended to multibeam sonar, is useful for its absolute char-
acter. Multibeam sonars calibrated in this way can be used in
quantitative applications, for example, to estimate the nu-
merical density of fish aggregations through echo-counting
or echo-integration techniques. Visualization of fish aggrega-
tions by multibeam sonar, which is more often accomplished
by uncalibrated systems, also benefits from a standard-target
calibration, for variations in angular sensitivity can be com-
pensated, giving a more accurate impression of the relative
concentration densities.

Another practical advantage of calibration is making
possible intercomparability of measurements with different
multibeam sonars. Whether the several systems operate at
the same or different frequencies, the measurements can be
performed in an absolute sense. Given knowledge of the
backscattering properties of the target, including the fre-
quency dependence of target strength, if necessary the sev-
eral acoustic measurements can be converted to biological or
other physical measures of density, opening the possibility of
direct comparison.

While the present work is directed to the calibration of
multibeam sonars used for water-column measurements, it
can also be applied to bathymetric multibeam sonars. In ad-
dition to measuring the range to the seafloor over a swath,
the backscattering properties of the same can be measured
and expressed in absolute units of surface scattering. Such
measurements are essential for characterizing the seafloor
and detecting changes in this, for example, to observe pos-
sible changes to the seafloor over time, as due to natural or
man-made disturbances.

By quantifying the performance of multibeam sonar,
conformity of manufactured units to their specifications can
be confirmed. In addition, the performances of different so-
nars can be compared.

A number of outstanding problems in multibeam sonar
calibration are identified. One is to generalize Eq.~1! to ar-
bitrary operating conditions and ranges spanning the
nearfield–farfield transition region of the sonar transducer.
Another is to identify the causes of variability, for example,
those encountered in measurements of system stability, al-
ready noted in Sec. IV C and observed in Fig. 8, as well as in
Ref. 50. A third problem is to realize the electronic measure-
ments described in Sec. V I in a rapid, automated manner.
This could be done through a computer-controlled time-
amplitude-frequency device. Another problem is extending
the calibration protocols to multibeam sonars as configured
for use, for example, as mounted within a sonar dome on the
hull of a research vessel or on a fixed structure.

It is appreciated that rigorous calibration of multibeam
sonars as configured for use may be difficult. In such cases,
confirmation of the performance rather than measurement of
the performance can be entertained. The problem of valida-
tion is thus identified. Derivative procedures, possibly with
relaxed tolerances, could be very useful.

VII. SUMMARY

The goal of the project documented here was to develop
convenient protocols for the calibration of multibeam sonar.
The protocols that have been developed, based on the
standard-target method, will enable absolute physical mea-
surements to be made with the sonar. Addressing identified
outstanding issues will enable the protocols to be extended
efficiently to sonars as configured for use. It will also enable
the overall accuracy of echo signal processing in the receiver
to be quantified.
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Lamb wave tomography has been shown to be an effective nondestructive evaluation technique for
platelike structures. A series of pitch-catch measurements between ultrasonic transducers can be
taken from different orientations across the sample to create a map of a particular feature of interest
such as plate thickness. Most previous work has relied solely on the first arriving mode for the
time-of-flight measurements and tomographic reconstructions. The work described here
demonstrates the capability of the Lamb wave tomography system to generate accurate
reconstructions from multiple modes. Because each mode has different through-thickness
displacement values, each is sensitive to different types of flaws, and the information gained from
a multi-mode analysis can improve understanding of the structural integrity of the inspected
material. However, one of the problems with the extraction of multi-mode arrival times is that
destructive interference between two modes may cause one of the modes to seemingly disappear in
the signal. The goal of the sorting algorithm presented in this work is to try and counteract this
problem by using multiple frequency scans—also known as frequency walking—to sort the arrival
times into their correct mode series. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1867792#
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I. INTRODUCTION

Lamb waves are useful for the inspection of a variety of
platelike structures. If Lamb wave measurements are made
for a large number of specific pitch-catch transducer posi-
tions surrounding a region of interest, then an image of that
region can be reconstructed tomographically. The reconstruc-
tion is an easily interpretable quantitative map of a parameter
of interest, e.g., thickness loss due to corrosion.

Key to any practical Lamb wave tomography~LWT!
scheme is a suite of robust and reliable algorithms that auto-
matically interprets the digitized Lamb waveforms. In bulk
wave ultrasonics gating and peak-detection schemes are usu-
ally adequate. With guided waves, however, sophisticated
signal processing is required in order to identify the various
Lamb wave modes in the digitized waveforms and then to
extract the feature~s! of interest from each mode as input for
the reconstruction algorithm. Fairly small errors in this mode
extraction step usually spoil the reconstruction completely.
Also, for a practical nondestructive evaluation~NDE! system
these algorithms must run in real time on portable hardware,
and must be able to deal with millions of digitized wave-
forms per minute.

Early Lamb wave tomography work by Hutchins
et al.,1–5Achenbach,6 and Degertekin7 used a parallel projec-
tion geometry with the velocity and/or attenuation of Lamb
waves as input for the tomographic reconstructions. McKeon
and Hinders8–12 implemented this also, and then investigated
a ‘‘crosshole’’ tomographic scheme similar to a preliminary
pipe inspection study done by Hilderbrandet al.13 that has
many practical advantages for aircraft NDE. Malyarenko and
Hinders14 subsequently compared fan beam and double
crosshole geometries, and found the latter to be superior. A
secondary conclusion of that work is that the iterative recon-
struction algorithms from the seismological literature seem

to be better suited to Lamb wave NDE applications than are
the convolution-backprojection type of algorithms from the
medical imaging literature. Malyarenkoet al.15–17 have
implemented a curved ray tracing technique that accounts for
scattering or refractive media and improves the technique’s
accuracy in sizing flaws.

Reconstructions that only use the time-of-flight informa-
tion for the first arriving mode at a predetermined frequency
may be discarding a wealth of information in the rest of the
signal. The various Lamb wave modes interact with flaws
differently because of their different through-thickness dis-
placement properties, and certain modes only interact weakly
with certain flaws. Therefore, delineating the different mode
arrivals could significantly enhance the capabilities of the
LWT system.

II. EXPERIMENTAL SETUP

In our current laboratory system we use a pair of inde-
pendently scanning pitch-catch transducers that are attached
to linear slider screws and are moved back and forth by
computer controlled stepper motors. The data acquisition
equipment and scanning system consist of a Matec TB-1000
toneburst pulser-receiver board and a Gage CS8012A 12-bit
A/D board contained within a PC running Linux. The stepper
motors are under computer control via a Velmex 9000 con-
troller. Figure 1 shows a schematic of the scanning system.
For the results presented in this work, a pair of 0.5-in.-diam,
1-MHz longitudinal contact transducers are used for both
transmission and reception of the Lamb wave signals. The
total scanned area is 20320 cm2, and the step size between
scanning locations is 2 mm. As the sample is scanned, the
waveforms for each projection are digitized, stacked into a
data file and stored for subsequent data analysis. For each
tomographic projection, the transmitting transducer steps
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along one edge of the perimeter of a rectangular region of
interest while the receiving transducer steps through all the
positions on a different edge. This gives us the large number
of crisscross ray paths necessary for tomographic reconstruc-
tion, and mimics a situation where a four-legged ‘‘picture-
frame’’ array of multiplexed transducers is used to surround
the area to be inspected.

In order to evaluate the effectiveness of the arrival time
extraction algorithm, an intermediate representation of the
tomographic data is needed. We have found that arrival time
scatter plots work well for this purpose. For example, Fig.
5~a! is an arrival times scatter plot for a complete projection
of a flawless aluminum plate. Thex axis is called the pitch-
catch, or waveform, number. In the LWT scanner, the trans-
mit transducer remains stationary while the receive trans-
ducer steps through the 100 scan positions~the total scan
area is 20320 cm2 and the step size for both the transmit and
receive transducers is 2 mm!. Once the receive transducer
has stepped through all the positions the transmit transducer
steps a single position. The receive transducer then steps
through its 100 positions in reverse until it reaches its origi-
nal starting position. Again, the transmit position steps once
and the receive transducer then steps through all of its posi-
tions. This process is repeated until the transmit transducer
has stepped through all 100 positions. Therefore, the pitch-
catch number—or waveform number—is
(transmit–position-1)* 1001receive–position. This
also explains why the arrival times as a whole seem to de-
crease and then increase again in a symmetrical pattern. This
occurs as the transmit transducer moves through all of its

scanning positions. For a clean plate, this pattern should be
symmetrical and regular as shown. Flaws appear in these
representations as deviations from the symmetrical flawless
patterns. This intermediate representation allows us to make
sure that the data were recorded properly and it also can
serve as a measure of the performance of different time ex-
traction algorithms since errors in the arrival times show up
as extreme deviations from the expected pattern.

III. WAVELET ANALYSIS AND ARRIVAL TIME
EXTRACTION

The method used previously to extract the arrival times
of the fastest Lamb wave modes is based on enveloping the
signal and is described in previous work.10–12,14–20It is a
straightforward and computationally inexpensive method,
which has been shown to perform better than other more
complicated and computationally expensive time-frequency
methods.16 However, even though the simple thresholding
arrival time extraction algorithm is effective, certain limita-
tions still exist. For instance, if the amplitude of the mode of
interest drops below the threshold level—as it often does
after it interacts with a flaw—then the extraction algorithm
will pick up a later mode. Furthermore, it is incapable of
providing arrival time information for multiple modes.

Malyarenko16 explored various time-frequency methods
to try and improve the arrival time extraction methods. How-
ever, Wigner-Ville distributions, short-time Fourier trans-
forms ~STFTs!, and positive distributions did not sufficiently
improve the accuracy of the arrival times. In work recently
done by Houet al.,21,22 wavelet analysis was explored as a
better solution to the current arrival time extraction problem.
Wavelets have become popular in many different types of
signal and image processing techniques. They are particu-
larly advantageous for both the denoising and compression
of signals.23

The continuous wavelet transform is defined as:

Wg~a,b!5
1

Aa
È`

x~ t !ga,b~ t !dt,

~1!

where ga,b~ t !5g* S t2b

a D .

Wg(a,b) is the wavelet coefficient for the translationb and
the scalea. ga,b is the scaling function which is calculated
from the mother waveletg(t). By varying the translation and
scale parameters, one can inspect the signal from different
time and scale representations. This flexibility is a great ad-
vantage over the traditional Fourier analysis and STFT.

In our case, the signals being processed are discrete sig-
nals. The discrete wavelet transform~DWT! implements the
CWT for discrete signals. Conceptually, the DWT can be
viewed as a series of filters where the input signal is broken
down into a low frequency approximation and a high fre-
quency detail signal. The approximation signal can then be
broken down further through the same process. The result
will be an approximation signal with a number of detail sig-
nals. Each of the detail signals is a set of wavelet transform
coefficients at the next finer scale. Denoising and compres-

FIG. 1. Schematic of the Lamb wave tomography~LWT! scanner.
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sion are accomplished by setting a threshold value for the
resulting coefficients. For most signals, the majority of infor-
mation is contained within only a few coefficients. Further-
more, because the details are the high frequency compo-
nents, by removing these coefficients, one can also reduce
the noise in the signal—which is often higher in frequency
and smaller in scale. This allows one to eliminate the noise,
while keeping the information that is desired.

IV. SORTING ALGORITHM

The method presented here uses a version of the DWT
to generate smooth envelopes for the Lamb wave signals.
The peaks of these different envelopes are then used as the
arrival times of the multiple Lamb wave modes. One of the
problems with the extraction of multiple arrivals is that de-
structive interference between two modes may cause one of
the modes to seemingly disappear in the recorded signal~see
Fig. 4!. The goal of the sorting algorithm presented in this
section is to try and counteract this problem by using the
frequency walk information described below to sort the ar-
rival times into their correct mode series.

As discussed above, the current time extraction algo-
rithm relies on the accurate enveloping of the signal. In the
past this had been done using the peak values of each wave-

length. However, when trying to track more than just the first
arriving mode, the unsmooth nature of this type of envelope
made it difficult to detect subsequent modes. Therefore,
wavelets were used to simultaneously denoise and envelope

FIG. 2. Comparison of enveloping techniques:~a! wavelength peak envel-
oping and~b! wavelet enveloping.

FIG. 3. Arrival times for the first three peaks of a clean aluminum plate at
the first 100 receiver positions~points—peak 1; triangles—peak 2;
crosses—peak 3!. The solid lines are the fitted mode predictions. Notice that
starting at position 61, the second peak arrives closer to the expected arrival
of mode 3.

FIG. 4. The envelopes and waveforms of the recorded Lamb wave signals in
the clean aluminum plate sample for receiver positions 55–62~top to bot-
tom!. As the second and third wave packets interfere, the second peak dis-
appears while the third peak increases in amplitude.
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the signal with a pruning procedure24 based on the discrete
stationary wavelet transform.25 Naturally, other methods
could have been used to smooth the envelopes, but the fol-
lowing procedure integrates easily with the work recently
performed by Houet al.21,22 Ultimately, it is desired to com-
bine the sorting algorithm described in this work with the
wavelet detection algorithm developed by Houet al. to form
a robust multi-mode LWT system.

Matlab™ was used to compute the wavelet transform of
the Lamb wave signals using an eight-level coiflet3 decom-
position. The coiflet3 wavelet was chosen because it seemed
to most closely resemble the wave packets we were trying to
find the arrival times for. The absolute value of each signal
was decomposed using the stationary wavelet transform. The
first five levels of coefficients were zeroed and the remaining
levels were inverse transformed to provide the envelope val-
ues. The ability of the wavelet transform to separate out the

high frequency noise and oscillations of the signal into the
first five levels of detail is what makes this technique pos-
sible. Figure 2 shows a typical signal and compares the peak
enveloping and wavelet enveloping techniques. It can be
seen that the wavelet enveloping technique provides a
smoother envelope and identifies fewer ‘‘false peaks.’’

The wavelet enveloping allows us to extract the arrival
times of the envelope peaks after the first arriving mode.
Figure 3 shows the arrival times for the first three peaks in
the recorded signal for the first transmitter position in a scan
of a clean aluminum plate at 920 kHz. It can be seen that the
first peak’s arrival time is extracted cleanly, but that the sub-
sequent peak arrivals are much more scattered on the plot.
The uncertainty in the arrival times of the later arriving
peaks arises from constructive and destructive interference
between dispersive modes. Figure 4 shows the signal enve-
lopes and waveforms from receiver positions 55 to 62. At a

FIG. 5. Arrival time scatter plots for theA1 andS0 modes for a single projection of a clean aluminum plate.~a! Raw data of the first envelope peak arrival.
~b! Theoretical data for first arriving mode: Group velocity ofA153.25 mm/ms. ~c! Sorted data for the first arriving mode.~d! Raw data of the third envelope
peak arrival.~e! Theoretical data for third mode: Group velocity ofS052.85 mm/ms. ~f! Sorted arrival times for the third mode.
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frequency thickness of 2.92 MHz-mm, it is expected that the
first arriving mode will be theA1 mode with a group velocity
of 3.24 mm/ms. It will be followed by theA0 mode ~3.14
mm/ms! and then theS0 mode~2.87 mm/ms!. The sequence
of plots in Fig. 4 highlights how the envelope peaks combine
because the individual dispersive modes are spreading as
they propagate. The disappearance of the peak is less of an
issue than the intermixing of the mode series. In order to
generate a tomographic image from the later arriving mode
arrival times, they need to be separated from each other.
However, this problem becomes nontrivial because the data
series jump between modes as certain modes interfere with
each other. It is necessary to note that for accurate tomogra-
phic reconstructions, the measurements are designed to be
taken in highly dispersive regions because the change in ve-
locity due to thickness loss is the parameter of interest. Thus,
in order to use the multi-mode information, a more robust
time extraction algorithm is needed to overcome these inter-
ference problems.

For the clean plate, the arrival times can be sorted into

their correct series by fitting the individual series with a
third-order polynomial fit. This provides a guess for where
the missing points should lie and provides a measure to de-
termine whether a mode has been missed. Figure 3 shows the
arrival times for the first three envelope peaks and the poly-
nomial fit for each data series. It can be seen that the poly-
nomial fit effectively estimates where the mode should be
and also shows how at receiver position 61, the second re-
corded peak arrival is actually the arrival time for the third
mode.

In order to use the polynomial fit to sort the arrival times
into their appropriate mode numbers, we compare the times
to the fitted mode curves. For the clean plate, the arrival
times are sorted into the series that corresponds to the fitted
curve that they are closest to. If a particular mode is not
present, we store the fitted value at that waveform number
into the arrival time data as a placeholder for the tomogra-
phic reconstruction algorithms since we do not have enough
information to determine when the actual arrival time is.
Once the data has been sorted, the process can be iterated
and we can refit the mode data and sort again to further
improve the arrival times for the clean sample.

The sorting algorithm compared to both the theoretical
and predicted arrival times reduced the mean square error

FIG. 6. ~a! The first peak’s arrival times for the first 100 points of projection
1 for the flat-bottomed hole sample~solid line is the polynomial fit of the
arrival times for the first mode!. ~b! Deviations of the arrival times from the
polynomial fit. Notice that a deviation threshold of 1.5ms can be used to
differentiate between the flawed and unflawed regions of the plate.

FIG. 7. Frequency walk surface plots for the arrival times of the first trans-
mit position in a scan of a clean aluminum plate. Times recorded for ten
evenly spaced frequencies between 900 and 990 kHz.~a! Arrival times for
the first peak.~b! Arrival times for the second peak.
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~MSE! of the measurement. The MSE for the unsorted ar-
rival times compared to theoretical arrival times was 3.01,
6.32, and 8.26ms for the first three modes, respectively. Af-
ter sorting, the MSE was reduced to 3.01, 5.77, and 7.47ms.
Part of the large discrepancy between the theoretical and
experimental arrival times of the modes is due to how the
times were extracted. The arrival times are determined by the
location of the envelope’s peak. Dispersion of the mode’s
shape due to the bandwidth of the input signal can cause
variations in the peak arrival. A more effective measure of
arrival times has been found to be the location of the front of
the envelope.16 However, for later arriving modes, this posi-
tion is hard to obtain. In contrast, the MSE between the
unsorted arrival times and the predicted arrivals~the fitted
data! was 0.24, 2.24, and 3.48ms for the first three modes
and for the sorted times, the MSE was 0.24, 1.47, and 1.71
ms. Figure 5 shows the arrival time scatter plots before and
after the sorting algorithm was applied for theA1 and S0

modes. As expected, the first arrival time is fairly accurate
and is not affected by the sorting algorithm, but the third
mode is significantly improved.

The previous algorithm works well for a clean sample,
but will blur out flaws in the tomographic reconstructions
because it assumes that any deviation from the predicted

curves is due to interference. To extend the usefulness of the
sorting algorithm to flawed samples, more information is
needed to determine whether the individual arrival times are
due to a flaw, a missed mode, or a bad data point resulting
from poor coupling or digitization. Because the first arrival is
accurately detected and is not affected by the clean plate
sorting algorithm, we can use the first arrival as a measure to
see whether the subsequent arrivals can be seen as ‘‘clean’’
arrivals or need to be handled as ‘‘potential flaw’’ arrivals.

Figure 6~a! shows the first 100 points of a projection for
a 3.17-mm-thick aluminum plate with a 2.2-in.-diam off-
center flat-bottomed hole~;60% thickness loss!. From the
geometry of this sample and the scanner, the Lamb wave
data should begin to interact with the flaw around receiver
position 55 for the first transmit position. The arrival time
plot shows how the fastest mode arrives earlier in the flawed
region because the frequency-thickness product has changed.
It also should be noted that due to change in the frequency-
thickness product, the second arrival also speeds up and ar-
rives where the first mode would be located on a clean
sample. This causes the sorting algorithm to choose the sec-
ond arrival time as the first mode and thus discounts the
actual ‘‘flaw’’ arrivals. In Fig. 6~b! the deviations of the ar-

FIG. 8. ~a! Frequency walk data for the first 100 arrivals of the first arriving
mode in the flat-bottomed hole sample~see Fig. 5 for comparison with a
clean plate!. ~b! Arrival times for the ‘‘flawed’’ region between receiver
positions 55 and 80. FIG. 9. ~a! Arrival time versus frequency for the first three envelope peaks

in signal 65.~b! Arrival time versus frequency for signal 598 where only the
first frequency missed the first arriving mode.

2033J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 K. R. Leonard and M. K. Hinders: Multi-mode Lamb wave tomography



rival times from the polynomial fit in the flawed sample are
also shown. It can be seen that at position 55—where the
Lamb wave data begin to interact with the flaw—the devia-
tion in the measurement from the fitted data is greater than
1.5ms. Therefore, in order to delineate the suspected ‘‘clean’’
arrivals from suspected ‘‘flaw’’ arrivals, a deviation of 1.5ms
from the expected arrival was used as a threshold level.

Once the arrival times are able to be separated, it is still
necessary to determine which mode they belong to and
whether they are actual arrivals or erroneous data points. To
gain more information, at each pitch-catch position the fre-
quency was incremented at equally spaced intervals. The fre-
quency was changed from 900 to 900 kHz at 10 kHz steps,
and, for each frequency, the waveform was digitized and
stacked into its corresponding data file. The frequency walk-
ing technique provides an extra dimension in order to solve
the arrival time sorting problem. As the frequency is slightly
varied, the arrival times of the different lamb wave modes
should also change. By selecting a particular region on the
group velocity dispersion curves, this can provide more in-
formation about which modes are actually being recorded.
The 900- to 990-kHz region was selected because the modes’
group velocity curves were relatively well separated and be-
cause their slopes over this region were significantly differ-
ent.

Figure 7 shows the same arrival times as in Fig. 3, but

separates them by mode and has the additional frequency
walk information. The fastest mode,A1 , is a smooth distri-
bution between the different frequencies. The second peak’s
arrival time can again be seen to jump from a time consistent
with the second arriving mode,A0 , to one consistent with
the third arriving mode,S0 , at about receiver position 61. It
can then be seen to oscillate between the two values for a
period.

Figure 8~a! shows the first 100 points of the frequency
walk data for the first mode’s arrival time in the same flat-
bottomed hole sample as above. Some frequencies interact
with the flaw before the other frequencies. Also, due to either
inconsistent coupling of the moving contact transducer or
mode interference as described above, in the middle of the
flawed area the first arriving peak in the higher frequencies
can be seen to jump from the first mode to the second mode
@see Fig. 8~b!#. Thus, even within the suspected flaw regions
the data needs to be sorted so that the correct arrivals are
included in the correct mode series.

The frequency walk data actually provides enough infor-
mation to determine which mode series the arrival times
should belong to. Figure 9~a! is a plot of the first three arrival
times versus frequency number for pitch-catch position 65
~where the first peak’s arrival for the higher frequencies
seems to jump to the second mode!. From this graph it is
seen that the first arrival for the higher frequencies, along
with the second arrival for the lower frequencies, forms a
line. This shows that something is occurring to mask the first

FIG. 10. Comparison of frequency walk data for the first arriving mode
before sorting~top! and after sorting~bottom!.

FIG. 11. Tomographic reconstructions for the first three modes of a 3.17-
mm-thick plate sample with a 2.2-in.-diam flat-bottomed hole. Thickness
loss within the flaw was 60%.~a! S0 , unsorted.~b! S0 , sorted.~c! A0 ,
unsorted.~d! A0 , sorted.~e! A1 , unsorted.~f! A1 , sorted. The dashed line in
each reconstruction represents the actual location and size of the flaw.
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mode arrival and that the higher frequencies are actually lo-
cating the second mode as the first arriving peak. In the same
way, Fig. 9~b! shows a similar plot for waveform 598~the
98th receive position for the 5th transmitter position! in the
flawed sample. In this graph, it can be seen that the first
arrival for 900 kHz was missed. Therefore, the first arrival
will have been marked as a potential flaw area by the sorting
algorithm. However, the frequency data show that the first
arrival actually belongs with the second mode and can be
resorted without affecting the resulting reconstruction.

Therefore, using both the predicted mode curves and the
frequency data, the multiple peak arrival times can be sorted

into the correct mode series both inside and outside a flawed
region. First, each of the original peak arrival series is fitted
with a third-order polynomial. Then each arrival time is com-
pared with these expected mode arrivals. If the deviation
between the actual arrival and the expected arrival is greater
than 1.5ms, then the data point is marked as a potential flaw
area. After all the arrivals of each frequency scan have been
marked, the predicted mode values are updated by fitting
only the arrivals which were not marked as a potential flaw.
The nonflaw points are then sorted by the same algorithm
used above to sort the clean plate arrivals. Finally, the flaw
points are sorted using the frequency walk data. By sorting

FIG. 12. Group velocity line plots for the first three modes of a vertical line through the center of the flat-bottomed hole. The dashed line represents the mode’s
theoretical group velocity for the measured frequency-thickness product outside and within the flaw.~a! S0 , unsorted.~b! S0 , sorted.~c! A0 , unsorted.~d! A0 ,
sorted.~e! A1 , unsorted.~f! A1 , sorted.
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the frequency data into linear series as in Fig. 9, the arrival
times within a flaw region can be sorted to the correct mode
series.

Figure 10 shows the results of the sorting algorithm for
the frequency walk data of the first 100 pitch-catch positions
on the flat-bottomed hole sample. Figure 11 also shows the
effects of the sorting algorithm on the tomographic recon-
structions of the flat-bottomed hole sample for the first three
modes. These reconstructions are for only the two parallel
crosshole projections as opposed to the full six projections in
multiple crosshole tomography so there are some unavoid-
able artifacts in the reconstructed images. It can be seen that
the flaws are more accurately sized by the sorted data than
the unsorted mode data. This is also illustrated in Fig. 12
where a velocity line plot is given for a vertical line that runs
through the center of the flaw. The dashed lines in Fig. 12
represent the theoretical group velocities for the measured
frequency-thickness~fd! product both within and outside of
the flaw. The second arriving mode,A0 , is not very disper-
sive and thus its theoretical group velocity does not change
much within the flaw. However, the reconstructed data show
a higher velocity within the flaw. Why this occurs has not
been explored yet, but it is expected that this happens be-
cause of scattering, diffraction, and energy being converted
from one mode to another as the Lamb wave modes interact
with the flawed region. Similarly, thefd product within the
flaw is also below the cutoff frequency of theA1 mode.

Again, the group velocity profile most likely shows a non-
zero value because of the effects described above.

Similar results have been found for two other flawed
samples. Figure 13 shows the reconstructions for the first
three modes of a sample with a gradually dished out flat-
bottomed hole the same diameter as the flat-bottomed hole
sample above. The maximum thickness loss at the center of
this flaw was 60%. The plate’s thickness was again 3.17 mm.
Finally, Fig. 14 shows a 2-in. flat-bottomed hole with a 12%
thickness loss. It can be seen for this subtle flaw that the
sorting algorithm improved the overall shape of the flaw for
the S0 mode.

The effects of the mode sorting algorithm on the tomog-
raphic reconstruction’s quality can also be quantified with
the following image quality parameters—contrast-to-noise
ratio ~CNR!, flaw signal-to-noise ratio~FSNR!, and speckle
signal-to-noise ratio~SNR!. These image quality parameters
are similar to those defined by Beharet al.:26

CNR5~ms2mn!/sn ,

FSNR5~ms2mn!/Ass
21sn

2, ~2!

SNR5mn /sn ,

wherems is the mean of the flaw data,mn is the mean of the
noise outside of the flaw area,sn is the standard deviation of
the noise outside of the flaw, andss is the standard deviation
of the flaw data. Table I summarizes their results. In order to

FIG. 13. Tomographic reconstructions for the first three modes of a 3.17-
mm-thick plate sample with a 2.2-in.-diam, successively dished-out flat-
bottomed hole. Maximum thickness loss within the center of the flaw was
60%. ~a! S0 , unsorted.~b! S0 , sorted.~c! A0 , unsorted.~d! A0 , sorted.~e!
A1 , unsorted.~f! A1 , sorted. The dashed line in each reconstruction repre-
sents the actual location and size of the flaw.

FIG. 14. Tomographic reconstructions for the first three modes of a 3.17-
mm-thick plate sample with a 51-mm-diam circular flat-bottomed hole.
Thickness loss was only 12% within the flaw.~a! S0 , unsorted.~b! S0 ,
sorted.~c! A0 , unsorted.~d! A0 , sorted.~e! A1 , unsorted.~f! A1 , sorted.
The dashed line in each reconstruction represents the actual location and
size of the flaw.
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accurately determine the flawed region from the unflawed
region for the calculation of these parameters, the location
and size of the flaws were carefully measured and the corre-
sponding pixel values were used to select the correct areas in
the images. It can be seen that the sorting algorithm does
improve the overall image quality of the individual modes
for each sample. From this data it can be seen that the sorting
algorithm improves the contrast-to-noise ratio of the flaw for
the second two modes the best. This is an important result,
since it enhances the capability to automatically extract the
flawed region from the unflawed region computationally.

V. CONCLUSION

This work, along with Hou,21 has laid the groundwork
for the accurate extraction of multiple mode arrival times. In
addition to platelike structures, it has also been shown by
Leonard and Hinders27 that pipelike objects can be treated as
plates wrapped around upon themselves. Therefore, the same
tomographic and arrival time sorting algorithms can also be
used to inspect pipelike structures. The technique developed
by Hou has the capability to extract more accurate arrivals
and to ignore the unwanted pipe modes that exist in the more
complicated pipe signals. Combined, the two techniques
have the potential to lead to even better reconstructions that
accurately locate and size flaws in both pipes and plates.

The sorting algorithm was demonstrated on four differ-
ent plate samples. It was seen that after sorting the arrival
times, the reconstructions did a better job of sizing the flaws.
Another result from these tests was that after sorting, the
tomographic data better represented the actual velocity data
within the flawed area for the first mode and the deeper flaws
showed up better in the reconstructions. In contrast, the sort-
ing algorithm improved the quantitative accuracy—both in
size and velocity reconstruction—for the subtle flaw, but the
actual reconstructed images for theA0 andA1 modes did not
highlight the flaw as well. However, this demonstrates the
validity of the statement that the individual modes will inter-
act with the flaws differently. TheA0 is nondispersive around
the frequency-thickness product that we are operating and

thus we would not expect to see the flaw in these reconstruc-
tions unless other effects such as scattering, diffraction, or
mode conversion are occurring.

Future work needs to pursue the application of the sort-
ing and frequency compounding algorithms combined with
the DWFP technique to pipelike structures. In order for the
helical arrivals to be obtained accurately, a systematic study
needs to be conducted on pipe data in order to obtain the
correct fingerprint patterns for the different arrivals. Further-
more, as suggested by Hou,21 different wavelets need to be
studied to determine which basis is best to solve this prob-
lem.

Finally, a systematic theoretical and experimental study
of a representative flaw would be extremely beneficial. Since
the calculations of the theoretical arrival times of the various
modes in a flawed sample are nontrivial, it is hard to provide
an accurate measure of the success of the multi-mode extrac-
tion algorithms. If a systematic study was done with a simple
type of flaw that was slowly enlarged, both theoretical
simulations—such as FEM, BEM, FDTD, etc.—and experi-
mental data could be collected. This would allow for a com-
parison of the DWFP and sorting algorithms to theoretical
data and would provide a clearer understanding of how the
individual guided wave modes interact with a characteristic
flaw.
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Regularization method for measurement of structural intensity
using nearfield acoustical holography
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The regularization method for measurement of structural intensity using nearfield acoustical
holography is proposed. Spatial derivatives of normal displacement are necessary to obtain the
structural intensity. The derivative operations amplify high-wave-number components of
measurement noise. Therefore, the estimation of an appropriate wave-number filter is crucial for
implementation of the measurement of structural intensity. In conventional methods, this
wave-number filter is determined from the flexural wavelength. And the same wave-number filter is
applied to obtain all spatial derivatives. As a result, structural intensity obtained from the pressure
hologram, whose signal-to-noise ratio is low, is seriously contaminated by the noise. To overcome
this difficulty, regularization theory is applied to determine the appropriate wave-number filter for
each order of derivatives. The effectiveness of the proposed method is demonstrated by experiments.
© 2005 Acoustical Society of America.@DOI: 10.1121/1.1875652#
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I. INTRODUCTION

Measurement of power flow in structures is essential for
the vibration control and noise reduction. Many researchers
have studied the measurement techniques of this structure-
borne power flow, called structural intensity~SI!. In the
1970s, Noiseux1 and Pavic2 introduced the formulation of
the SI for thin beams and plates. To obtain the SI, spatial
derivatives of the normal displacement of structure are nec-
essary. This normal displacement is measured by various
kinds of devices such as accelerometers,1,3–5 strain gauges,6

and laser Doppler vibrometer~LDV !.7–10 Nearfield acousti-
cal holography~NAH!11 is also applied to obtain the normal
displacement.12,13

Strain gauges or accelerometers pick up the surface vi-
bration directly to yield the local SI. However, we must at-
tach many sensors on the structure if the SI is to be measured
over the whole structure, and these attached sensors signifi-
cantly affect the SI. On the contrary, noncontacting measure-
ment methods based on LDV or NAH can yield the SI over
the whole structure, and the method based on NAH enables
us to obtain SI and acoustic intensity~AI !
simultaneously.12,13 Therefore, NAH-based method is suit-
able to analyze the interrelationship between SI and AI.

Spatial derivatives of normal displacement are calcu-
lated by a finite difference~FD! approximation method1–7 or
fast Fourier transform~FFT!-based method.8–10,12–16The FD
method is appropriate to measure local SI because of the
simplicity of the FD method. However, the derivative opera-
tions of the FD method significantly magnify the noise of
higher-order spatial derivatives. To avoid this noise amplifi-
cation, the velocity or pressure data must be measured on a
finely meshed contour.6,17 On the contrary, the FFT-based

method enables us to obtain spatial derivatives over the
whole structure, and the amplification of noise is suppressed
by applying a wave number-space~K-space! filter. In this
method, the estimation of the appropriate filter is crucial. If
the filter size is too large, the noise cannot be removed and
the SI may be noisy. If the size is too small, useful informa-
tion to locate a vibration source cannot be obtained.

In conventional FFT-based methods, the K-space filter is
determined by a trial and error process,8 or determined from
the flexural wavelength only.12,15,16The same filter is used to
evaluate all derivatives. Therefore, it is difficult to obtain SI
by NAH from the low signal-to-noise ratio~SNR! measured
pressure hologram using the K-space filter estimated by the
conventional method.

In this paper, the estimation method of an appropriate
k-space filter for each order of derivatives is proposed. The
method utilizes the improved Tikhonov regularization filter18

~abbreviated as ‘‘Tikhonov filter’’ hereafter!. The regulariza-
tion parameter is determined by the modified generalized
cross validation~GCV! method. As demonstration examples,
experimental investigations are carried out to show the effec-
tiveness of the proposed method.

II. STRUCTURAL INTENSITIES OF THIN PLATE

Before discussion of the regularization for measurement
of SI, we review the basic formulas. First, let us describe the
SI of thin plate below. If a plate is located on thex-y plane,
the formulation for SI2 is
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where outer bracket̂ &T indicates time average,E is the
Young’s modulus,s is the Poisson’s ratio,h is the plate
thickness, w is the normal displacement, andD
5Eh3/@12(12s2)#. To calculate Eq.~1!, spatial derivatives
of the normal displacement are necessary. These spatial de-
rivatives are easily obtained in K-space from the following
relationship:8,12,15

]m

]xm

]n

]yn
@w~x,y,0!#5F21$~ ikx!

m~ iky!nF@w~x,y,0!#%,

~2!

whereF andF21 represent the two-dimensional forward and
inverse Fourier transforms inx andy, andkx andky are wave
numbers in thex and y direction, respectively. The normal
displacement of the plate is reconstructed by NAH11 from the
measured pressure, and SI of thin plate is calculated by Eqs.
~1! and ~2!.

We have not considered the influence of measurement
noise in these formulations of SI described in this section. In
the practical NAH experiment, the reduction of the influence
of measurement noise is crucial. In the next section, the regu-
larization method for measurement of SI is explained in de-
tail.

III. REGULARIZATION FOR SPATIAL DERIVATIVES

The Tikhonov filter for Cartesian coordinates is de-
scribed as18

Fa,1~kx ,ky ,lkx ,ky
!5

ulkx ,ky
u2

ulkx ,ky
u21a@a/~a1ulkx ,ky

u2!#2
,

~3!

where

lkx ,ky
5

rck

iAkx
21ky

22k2
e2Akx

2
1ky

2
2k2~zmea2z0! ~4!

is called the propagator,11 r is the density of medium,c is the
sound velocity,k52p f /c, f is the frequency, andz5zmea

and z5z0 are measurement and reconstruction planes, re-
spectively. Letẇ(r0)5ẇ(x,y,z0) be the normal velocity of
the structure surface andp(rmea)5p(x,y,zmea) be the holo-
gram pressure on the measurement plane. The harmonic time
dependenceeivt is suppressed throughout this paper. The
following relationship exists between them:11

w~r0!5ẇ~r0!/~ iv!5F21@F$p~rmea!%lkx ,ky

21 #/~ iv!.

~5!

This is the reconstruction equation. Here,lkx ,ky

21 is called the

inverse propagator. To suppress the amplification of noise in
high-wave-number region, the Tikhonov filter is applied.
Thus Eq.~5! is modified as

w̃~r0!5F21@F$p~rmea!%F
a,1~kx ,ky ,lkx ,ky

!lkx ,ky

21 #/~ iv!.

~6!

Here, tilde indicates the smoothed variable. To obtain spatial
derivatives of the normal displacement from the measured
pressure, Eq.~6! is substituted into Eq.~2! as

]m

]xm

]n

]yn
@w̃~r0!#

5F21$F$p~rmea!%F
a,1~kx ,ky ,lkx ,ky

!

3lkx ,ky

21 ~ ikx!
m~ iky!n%/~ iv!. ~7!

Equation~7! is a typical FFT-based method. Here, the filter
Fa,1(kx ,ky ,lkx ,ky

) is appropriate to obtain the normal veloc-

ity ẇ(r0) because the inverse propagatorlkx ,ky

21 , which de-

scribes the relationship between the measured pressure
p(rmea) and the normal velocityẇ(r0), is treated as the ei-
genvalue of the Tikhonov filter. However, this filter is not
appropriate to obtain the spatial derivative of the normal dis-
placement from the measured pressure, because (ikx)

m( iky)
n

is multiplied to the K-space representation of the measured
pressureF$p(rmea)% and this filter does not sufficiently sup-
press the growth of the high-wave-number noise which con-
taminates the reconstructed result.

To suppress the amplification of high-wave-number
noise, Morikawa15 proposed that the circ function should be
applied for thek-space filter to the normal velocity as

]m

]xm

]n

]yn
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3Fa,1~kx ,ky ,lkx ,ky
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0, kx
21kx
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2 .

~9!

Here, the cutoff wave number satisfies the relationship as
1.5kflex,kcut,1.8kflex , kflex(5@hr0(2p f )2/D#1/4) is the
flexural wave number, andr0 is the density of the plate.
Nejade16 proposed that a band-pass filter should be applied
for the K-space filter as the normal velocity as

]m
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]yn
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HereL is the width of the measurement aperture. However, if
the cutoff wave number is too small, the useful information
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cannot be obtained to calculate SI, because the resolution of
the reconstructed result is degraded. The amplification by the
lower-order spatial derivative is relatively small; therefore,
the lighter filtration is necessary to obtain the useful infor-
mation when a lower-order derivative is reconstructed. When
the cutoff wave number is too large, the amplification of
noise in the high-wave-number region seriously contami-
nates the reconstructed result. The amplification by the
higher-order derivative is relatively large; therefore, the
deeper filtration is necessary to suppress the amplification of
noise when a higher-order derivative is reconstructed. In
other words, the appropriate cutoff wave number for circ
function filter and band-pass filter are different at each fre-
quency for each derivative order, and the appropriate cutoff
wave number is not uniquely determined by conventional
methods. Therefore, conventional methods are not appropri-
ate for obtaining the SI when the SNR of the measured pres-
sure hologram is low.

Now, we introduce the modification of the Tikhonov fil-
ter for spatial derivatives. The term, which is contained in
Eq. ~7!,

lkx ,ky ,~x,m!,~y,n!
21 5lkx ,ky

21 ~ ikx!
m~ iky!n, ~11!

expresses the relationship between the measured pressure
and the spatial derivative of the normal displacement. Then,
we can treat Eq.~11! as an eigenvalue of the Tikhonov filter,
and the effect of the spatial derivative can be included in the
determination process of regularization filter. The Tikhonov
filter is modified for the spatial derivative as

Fa,1~kx ,ky ,lkx ,ky ,~x,m!,~y,n!!

5
ulkx ,ky ,~x,m!,~y,n!u2

ulkx ,ky ,~x,m!,~y,n!u21a@a/~a1ulkx ,ky ,~x,m!,~y,n!u2!#2
,

~12!

and the spatial derivative is obtained as

]m

]xm

]n

]yn
@w̃~r0!#

5F21$F$p~rmea!%F
a,1~kx ,ky ,lkx ,ky ,~x,m!,~y,n!!

3lkx ,ky ,~x,m!,~y,n!
21 %/~ iv!. ~13!

Equation~12! is a Tikhonov filter for the spatial derivative.
This filter is optimized for the order of derivative and SNR
of the measured pressure.

IV. MODEL EXPERIMENT

In this section, the SI in a thin plate is measured to
demonstrate the effectiveness of the proposed method. In
experiments, natural frequencies at which the driving point is
easily localized and other frequencies at which the localiza-
tion of the driving point is difficult~this frequency is called
as ‘‘non-natural frequency’’ hereafter! are selected. An auto-
mated scanning system was developed for measurement of
airborne sound. An experimental model is SUS 304 stainless
steel~the side is 500 mm3600 mm35 mm!. A shaker~Wil-

coxon F3/Z3/F9! that vibrates the sample plate is attached at
the center of the plate. The shaker is driven by a~300–6000
Hz! linear frequency modulation~LFM! signal. A Brüel &
Kjaer Type 4182 microphone is placed at the prescribed po-
sition with scanners. Stepwise movement of the plate thus
scans a two-dimensional measurement plane. Measured data
of the measurement aperture are taken in 20-mm steps along
x- and y-axis scanning. Thus, 64364 points data make one
hologram. The distance between the sample plate and the
measurement hologram is 3 mm. The received and amplified
signal from the microphone is digitized and transferred to a
personal computer. Sampling inception time is accurately
controlled by the computer, which acts as the reference
source for holographic interference. The ends of the plate are
sealed with rubber packing to approximate the simply sup-
ported boundary condition.

Figure 1 shows the K-space filter, K-space spectra of
measured pressure and normal velocity. The plate is vibrated
at the natural frequency of 1144 Hz at which the driving
mobility shows a peak. In this paper, all data are normalized
by the maximum value. The filter is the Tikhonov filter for
normal velocity@Eq. ~3!#. In Fig. 1~a!, circles indicate radia-
tion circles. The product of the inverse propagator and the
Tikhonov filter show that~1! the amplitude inside the radia-
tion circle is small,~2! the peak exists near the radiation
circle, and~3! the amplitude outside the radiation circle is
small. The K-space spectrum of the normal velocity is ex-
pressed as

F@ w̃̇~r0!#5F@p~rmea!#F
a,1~kx ,ky ,lkx ,ky

!lkx ,ky

21 . ~14!

FIG. 1. K-space filter and K-space spectra. The frequency is 1144 Hz.~a!
Tikhonov filter and the product of the inverse propagator and Tikhonov
filter. ~b! K-space spectra of measured pressure and reconstructed normal
velocity.
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Therefore, the K-space spectrum of the normal velocity is
wider than that of the measured pressure.

Figure 2 shows the K-space filter and K-space spectrum
of the third-order spatial derivative of normal displacement.
The frequency is 1144 Hz. Figure 2~a! shows the proposed
filter for the third-order derivative and the product of the
eigenvalue of the filter for the third-order derivative
lkx ,ky ,(x,0),(y,3)

21 @i.e., the product of the inverse propagator

and (iky)
3] and the filter. The pass-band of the filter exists

along thekx axis, and the amplitude of the product of the
eigenvalue and the filter is large near thekx axis. Here, high-
wave-number component is exponentially amplified in the
NAH reconstruction process because of the multiplication of
the inverse propagator. However, in this case, the amplifica-
tion by the spatial derivative surpasses that by multiplication
of the inverse propagator. In fact, the cube of the highest
wave number of they direction is (2p/0.04)3'3 876 000,
and the maximum amplitude of the inverse propagator is
e(2p/0.04)* 0.005'345. Therefore, the suppression of the
growth of the noise due to the spatial derivative by the
Tikhonov filter is appropriate to obtain the spatial derivative
by Eq.~13!. As the result, two peaks of the K-space spectrum
of ]3w/]y3 @Fig. 2~b!# exist at (6kx0 ,ky0) (Akx0

2 1ky0
2

5kflex), and the amplitude]3w/]y3 of the spectrum dimin-
ishes at the region which is far from thekx axis. This result
exhibits that the amplification of noise at the high-wave-
number region is sufficiently suppressed by the proposed fil-
ter.

Figure 2~c! shows the Tikhonov filter and the product of
the eigenvalue for third-order derivativelkx ,ky ,(x,0),(y,3)

21 and

the K-space filter. This Tikhonov filter is the same as that of
Fig. 1~a!. The Tikhonov filter cannot suppress the amplitude
of the eigenvalue for third-order spatial derivatives, and the
amplitude of the product of the propagator and the filter is

large at the region which is far from thekx axis. As the
result, the K-space spectrum of]3w/]y3 @Fig. 2~d!# is seri-
ously contaminated by noise. Two peaks in Fig. 2~d! marked
with a circle corresponding to peaks in Fig. 2~b! are about to
be hidden in some noise. Therefore, the Tikhonov filter for
the normal velocity is not an appropriate filter for higher-
order derivatives. To suppress this noise contamination,
Morikawa15 and Nejade16 proposed the K-space filter whose
cutoff wave number is lower. However, the size of the filter
is sometimes too small, and useful information to calculate
the SI may not be obtained.

To demonstrate the influence of K-space filters, the in-
jected power calculated from the SI of the plate obtained by
each K-space filter is compared. The injected power is given
by12

PC5 R
C
I•n̂ dl, ~15!

Here,C is the contour surrounding each point,dl is the ele-
ment of a square contourC, I is the SI vector, andn̂ is the
outward normal to the element of contourdl. Figure 3 shows
the injected power at 1144 Hz. This frequency is the natural
frequency. The SNR of the measured pressure hologram is
40 dB. The driving point is shown by a small triangle sym-
bol, hereafter. Gray-scale plots show injected power and AI,
white is positive, and black is negative, respectively. In this
figure, the horizontal and vertical axes indicatex andy axes,
respectively. Figure 3~a! represents the injected power recon-
structed by the proposed method. The peak of the injected
power corresponds to the driving point and comparison be-
tween the injected power and the AI@cf. Fig. 3~e!# shows
fairly good matching at the periphery of the plate because
PC is equal to the negative of the normal AI away from the
driver.19 Figures 3~b! and ~c! are the injected power recon-

FIG. 2. K-space filter and K-space
spectra. The frequency is 1144 Hz.~a!
The proposed filter and the product of
the eigenvalue for the third-order de-
rivative lkx ,ky ,(x,0),(y,0)

21 and the pro-
posed filter.~b! K-space spectrum of
]3w/]y3 obtained by the proposed fil-
ter. ~c! The Tikhonov filter for normal
velocity and the product of eigenvalue
for the third order derivative
lkx ,ky ,(x,0),(y,0)

21 and the Tikhonov filter.

~d! K-space spectrum of]3w/]y3 ob-
tained by the Tikhonov filter. The
circle shows local peaks that corre-
spond to the peak of~b!.
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structed by circ function filter, which is proposed by
Morikawa15 @cf. Eq. ~8!#, and Fig. 3~d! is that reconstructed
by band-pass filter, which is proposed by Nejade16 @cf. Eq.
~10!#. In Figs. 3~b!–~d!, the peak of the injected power cor-
responds to the driving point. Comparison between the in-
jected power and the AI shows fairly good matching away
from the driver in Figs. 3~b! and ~c!. However, the region
surrounding the driving point is contaminated by the ampli-
fication of noise in Figs. 3~b! and ~c!, because the cutoff
filters are not selected appropriately. In Fig. 3~d!, the injected
power is not matched by the AI away from the driver, be-
cause the filter removes useful information.

Figure 4 shows the injected power at 1144 Hz. Random
Gaussian noise was added to the measured pressure holo-
gram with a 15-dB SNR. The~AI @Fig. 4~e!# is the same as
Fig. 3~e! for comparison between reconstructed results of
injected power and AI.! Differences between Figs. 3~b! and
4~b!, Figs. 3~c! and 4~c!, and Figs. 3~d! and 4~d! are rela-
tively small, because the cutoff wave number is small and
the influence of the noise is small. Comparison between Figs.
3~a! and 4~a! shows relatively large difference, especially in
the vicinity of the driving point. However, the peak of the
injected power corresponds to the driving point, and com-
parison between the injected power and the AI shows fairly
good matching away from the driver. As a result, all methods
considered here enable us to localize the driving point at
1144 Hz, because 1144 Hz is the natural frequency of the
plate and the amplitude of the mode component in K-space
surpasses noise components. However, the injected power
reconstructed by the circ function filter shows that the region
surrounding the driving point is contaminated by the ampli-
fication of noise and the injected power reconstructed by the
band-pass filter is not matched by the AI away from the
driver. On the contrary, the injected power reconstructed by
the proposed filter shows fairly good matching with AI away
from the driver.

Figure 5 shows the injected power at 1923 Hz that is the
non-natural frequency. The SNR of the measured pressure
hologram is 40 dB. Figure 5~a! shows that the peak corre-
sponds to the driving point and local peaks at the periphery
of the plate are matched by the AI@cf. Fig. 5~e!#. Figures
5~b! and~c! show that the peak is exhibited at the upper-right
corner of the plate and does not correspond to the driving
point. The injected power at the driving point is negative.
Figure 5~d! shows that the peak corresponds to the driving
point; however, false local peaks are exhibited near the driv-
ing point and the injected power is not matched by the AI
away from the driving point. As the result, the appropriate

FIG. 3. The power injected to the plate. The frequency is 1144 Hz. SNR of
the measured pressure is 40 dB. The triangle indicates the driving point.~a!
The injected power by the proposed method.~b! The injected power by the
circ function filter. The cutoff wave number is 1.8kflex . ~c! The injected
power by the circ function filter. The cutoff wave number is 1.5kflex . ~d! The
injected power by the band-pass filter. The center wave number iskflex . ~e!
The normal component of the acoustic intensity radiated from the plate.

FIG. 4. The power injected to the plate. The frequency is 1144 Hz. SNR of
the measured pressure is 15 dB. The triangle indicates the driving point.~a!
The injected power by the proposed method.~b! The injected power by the
circ function filter. The cutoff wave number is 1.8kflex . ~c! The injected
power by the circ function filter. The cutoff wave number is 1.5kflex . ~d! The
injected power by the band-pass filter. The center wave number iskflex . ~e!
The normal component of the acoustic intensity radiated from the plate,
which is reconstructed from the measured pressure without additional ran-
dom Gaussian noise.

FIG. 5. The power injected to the plate. The frequency is 1923 Hz. SNR of
the measured pressure is 40 dB. The triangle indicates the driving point.~a!
The injected power by the proposed method.~b! The injected power by the
circ function filter. The cutoff wave number is 1.8kflex . ~c! The injected
power by the circ function filter. The cutoff wave number is 1.5kflex . ~d! The
injected power by the band-pass filter. The center wave number iskflex . ~e!
The normal component of the acoustic intensity radiated from the plate.
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filter can only be estimated by the proposed method.
Figure 6 shows the injected power at 1923 Hz. Random

Gaussian noise was added to the measured pressure holo-
gram with a 15-dB SNR except for the AI@Fig. 6~e!#. In Fig.
6~a!, the injected power shows a relatively large difference
because of the noise influence. However, the peak corre-
sponds to the driving point, and the comparison between
Figs. 6~a! and ~e! shows fairly good matching at the periph-
ery of the plate. Figures 6~b! and~c! show that the peak does
not correspond to the driving point. Comparison between
Figs. 5~d! and 6~d! shows that the difference is relatively
small, because the cutoff wave number is low. The peak
corresponds to the driving point; however, false local peaks
are exhibited near the driving point and the injected power is
not matched by the AI away from the driving point. Here
1923 Hz is the non-natural frequency, therefore the vibration
mode is not clearly shown, and the influence of the noise
inside the circ filter is serious, especially in the higher-order
spatial derivative@cf. Figs. 6~b! and~c!#. And the lack of the
high-wavenumber component induces the false local peaks
near the driving point@cf. Fig. 6~d!#. Therefore, conventional
methods cannot bring us the appropriate filtration in this
critical situation. On the contrary, the proposed method can
localize the driving point without any false local peaks@cf.
Fig. 6~a!#.

V. CONCLUSIONS

A new regularization method for measurement of SI us-
ing NAH is presented. Since the K-space filter is determined
from the flexural wavelength by conventional methods, it is
difficult to measure SI by NAH from the low-SNR pressure
hologram with the conventional filter. Therefore, the SI has
not been applied to detect the vibration source in the noisy
field, because the SNR of the measured pressure hologram is

low. To overcome this situation, the Tikhonov regularization
filter is modified for each order of derivative. The regulariza-
tion parameter for each derivative order is determined by
modified GCV method using the measured pressure. There-
fore, the K-space filter is optimized for low-SNR measured
pressure.

The effectiveness of the proposed method is demon-
strated by experiments. For comparison, the K-space filters
estimated by the conventional methods are used to measure
the SI. The experimental results of the SI in a thin plate are
as follows:

~1! The circ function filter proposed by Morikawa15 can lo-
calize the driving point at the natural frequency; how-
ever, the region surrounding the driving point is contami-
nated by the amplification of noise.

~2! The circ function filter cannot localize the driving point
at the non-natural frequency, and many false local peaks
are exhibited.

~3! The band-pass filter proposed by Najede16 can localize
the driving point whether the frequency is the natural
frequency or not; however, the injected power is not
matched by the AI away from the driver at the natural
frequency, and false local peaks are exhibited at the non-
natural frequency.

~4! The influences of noise to the reconstructed result by the
conventional filter~i.e., circ function filter and band pass
filter! are serious at the non-natural frequency.

~5! On the contrary, the proposed filter can localize the driv-
ing point without any false local peaks whether the fre-
quency is the natural frequency or not, and the influence
of the noise to the reconstructed result is relatively small.

As a result, the availability of the proposed method is
confirmed. This method may thus be recommended to apply
the detection of the vibration source in an actual noisy field.
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In this paper we present a theoretical study on the active structural acoustic control of a new smart
panel with sixteen triangularly shaped piezoelectric patch actuators, having their base edges evenly
distributed along the perimeter of the panel, and velocity sensors positioned at the vertices opposite
the base edges. The performance is assessed and contrasted with that of a conventional smart panel
using a 434 array of square piezoelectric patch actuators evenly distributed over the surface of the
panel with velocity sensors at their centers. For both systems the control effectiveness and stability
of MIMO decentralized or SISO direct velocity feedback control architectures have been analyzed.
The two control systems are arranged to generate active damping which reduces the response and
sound radiation of the panel in the lightly damped and well separated low-frequency resonances. In
particular the new control system can be seen as a set of sixteen ‘‘active wedges’’ which absorb
energy from the incident flexural waves to the borders of the panel so that the panel could be
considered anechoic. This study shows that the new arrangement with triangularly shaped actuators
can achieve better control than the corresponding system using square actuators. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1863092#

PACS numbers: 43.40.Vn, 43.50.Ki@KAC# Pages: 2046–2064

I. INTRODUCTION

In general, the low-frequency broadband sound trans-
mission through a lightly damped and lightweight panel,
such that its response is characterized by well separated reso-
nances below the critical frequency, is controlled by the re-
sponse of the panel itself at the resonance frequencies and by
the radiation efficiencies of the resonant modes.1 The sensi-
tivity to the radiation efficiencies arises from both the acous-
tical excitation and sound radiation mechanisms.1 In order to
control low-frequency sound transmission through a panel it
is therefore necessary to either move up its first few reso-
nance frequencies by stiffening the panel or to apply damp-
ing treatments to the panel in such a way as to reduce its
response at resonance frequencies.1 Both types of treatments
require substantial variations to the structure of the panel
which have several drawbacks such as, for example, the
change of geometry and weight of the partition and increase
of costs. Alternatively, active control techniques could be
used, the most attractive of which have the actuators and
sensors integrated onto the partition itself in such a way as to
create a smart panel for the implementation of active struc-
tural acoustic control~ASAC!.2–5 The control system linking
these actuators to these sensors increasingly uses a feedback
rather than feed-forward arrangement, because of its ability
to deal with broadband random or transient disturbances
without an external reference signal.6

During the past decade a lot of research work has been
carried out to develop ASAC systems to be embedded on
thin partitions in order to form compact and possibly light-
weight smart panels.2–5 Several configurations have been
studied that could be grouped into two main families: first,
single input single output~SISO! classic feedback control
systems3,7 using collocated and dual8,9 distributed sensor-

actuator pairs which are arranged in such a way as to control
radiation modes of panels2,10–12and, second, SISO or multi-
input multi-output ~MIMO ! modern feedback control
systems3,7 where H2 or H` optimum state regulators are de-
signed in a LQR/LQG framework, with a state observer
based on radiation filters.13–15 The advantage of the classic
approach is given by the possibility of implementing rela-
tively simple direct feedback control loops that produce ac-
tive damping7 and thus reduces the response of the panel at
the low resonance frequencies without sound radiation spill-
over effects.16 However, several problems have been encoun-
tered in the development of truly collocated and dual8,9 dis-
tributed sensor-actuator pairs which would guarantee
unconditionally stable feedback control loops.7,17–24 In con-
trast the modern approach uses much simpler arrays of sen-
sors and actuators but rather complicated control systems
with a state observer that inherently limits the control effec-
tiveness as well as the robustness of the controller.3,20,24–37In
summary the development of SISO classic feedback control
systems is held back by the difficulties encountered to de-
velop collocated and dual distributed sensor-actuator pairs
whose response functions have real part positive definite so
that unconditionally stable direct feedback loops could be
implemented.3,7 In contrast the development of SISO or
MIMO modern feedback control systems is held back by the
necessity of developing complicated state observers which
should be robust to changes of the response of the panel due,
for example, to variations of temperature, pressure loading,
tensioning effects, etc.

In this context Petitjean and Legrain38 have considered
the possibility of simplifying the architecture of a MIMO
feedback controller for a smart panel with a 533 array of
closely located piezoelectric patch sensor-actuator pairs by
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implementing decentralized feedback control loops with
fixed control gains. In particular they compared the control
effectiveness of the decentralized control system with that of
a fully coupled MIMO feedback controller and found com-
parable control results for the two systems. Like a number of
authors Elliottet al.39 have shown that, provided the sensors
and actuators are arranged in collocated and dual pairs, un-
conditionally stable decentralized feedback loops with fixed
gains could be implemented. They have also shown that, if
the control systems are arranged to implement active damp-
ing, for example with direct velocity feedback loops, then as
the control gains are raised up to an optimal value as the
response of the panel at resonance frequencies is damped
down so that the low-frequency broadband sound transmis-
sion is monotonically reduced. References 40 to 42 present
the development study of a smart panel with a 434 array of
decentralized MIMO direct velocity control units which are
formed by a square piezoelectric patch actuator with an ac-
celerometer sensor at its center. With this arrangement quite
good damping levels have been obtained in the low-
frequency resonances of the panel, which have produced re-
ductions of the averaged vibration of the panel between 5
and 8 dB for the third octave bands up to 1 kHz. However,
the feedback control gains had to be limited to relatively low
values since the decetralized control systems are only condi-
tionally stable as the accelerometer sensor and piezoelectric
actuator behaves as a collocated and dual pair only at low
frequencies such that the bending wavelength is larger than
the dimensions of the piezoelectric patch.42

In this paper, we present a new type of smart panel with
sixteen decentralized active damping control units which are
composed of triangularly shaped piezoelectric patch actua-
tors, with the base edges aligned along the borders of the
panel, and accelerometer sensors placed at the vertices oppo-
site to the base edges of the actuators. The sixteen control
units are evenly spaced along the four edges of the panel so
that they both look like and work like ‘‘active wedges.’’ The
triangular shape of the actuator generates bending moments
along the edges plus a transverse point force at the vertex
opposite to the base edge43 which results to be collocated and
dual with the linear velocity measured by the accelerometer
sensor. This makes the sensor actuator pair able to have bet-
ter collocation and duality features than the one with the
square piezoelectric patch actuator. As a result, larger control
gains could be implemented in a direct velocity feedback
loop which should then produce larger active damping.7

Thus, these control units can indeed be considered to be a
sort of structural active wedges whose damping effect re-
duces reflections of incident flexural waves to the edges of
the panel which could then be considered to be anechoic. In
order to better highlight the control mechanisms and control
effects of this type of smart panel with triangularly shaped
piezoelectric actuators, the theoretical study presented in this
paper contrasts its flexural response and sound radiation with
those of a smart panel with a 434 array of MIMO-
decentralized direct velocity feedback control units evenly
distributed over the panel surface which are formed by a
square piezoelectric patch actuator with an accelerometer
sensor at its center. Also, the effectiveness of simpler control

configurations is considered for both types of smart panels
where the sum of the sixteen velocity outputs is feedback to
the sixteen actuators via a fixed gain SISO controller. The
sensor-actuator response functions are studied both in fre-
quency domain and with the Nyquist plots in order to assess
the stability of the MIMO-decentralized and SISO control
configurations.

The paper is structured into four parts. In Sec. II we
present the analytical model used to predict the response and
sound transmission through the smart panel when it is ex-
cited by a plane acoustic wave. In Sec. III the implementa-
tion of MIMO-decentralized or SISO direct velocity feed-
back control loops is modeled and discussed. Finally in Secs.
IV and V the main control features of the two smart panels
are analyzed and contrasted with reference to MIMO decen-
tralized and SISO feedback control architectures, respec-
tively.

II. RESPONSE AND SOUND TRANSMISSION
THROUGH THE SMART PANELS

The steady state flexural response and sound radiation of
smart panels which, as shown in Fig. 1, are excited by a
harmonic acoustic plane wave, will be used as a model prob-
lem to illustrate the effects of the two sensor-actuator ar-
rangements and control architectures shown in Fig. 2. The
first arrangement is made by a 434 array of square piezo-
electric patch actuators with at the centers velocity sensors
evenly distributed over the surface of the panel. The second
arrangement is instead made by sixteen triangularly shaped
piezoelectric patch actuators, with the base edges evenly dis-
tributed along the perimeter of the panel, and velocity sen-
sors at the vertices opposite to the base edges. The panel is
made of aluminum, with dimensionsl xp3 l yp5278
3247 mm and thicknesshp51 mm and it is assumed to be
baffled and simply supported along the perimeter. The mate-
rial and geometrical properties of the panel are summarized
in Table I. The far-field sound radiation is determined by the
time-averaged total sound power radiated by the panel while

FIG. 1. Physical arrangement considered in a simulation study, in which the
vibration of a simply supported panel is excited by a plane acoustic wave on
one side and radiates sound into an anechoic half space on the other side of
the panel.
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its time-averaged total kinetic energy is used to represent the
near-field sound radiation which is determined by both
strong and weakly radiating modes.16

The square piezoelectric patches, which have dimen-
sionsax3ay525325 mm and thicknesshPZT50.2 mm, are
taken to be evenly distributed over the panel surface so that
the distance between the centers of two adjacent patches is
given by dsx ,dsy5 l xp/4,l yp/4569.5,61.7 mm and the dis-
tances of the centers of the external patches with the borders
of the panel are given bydsx/2,dsy/2534.8,30.9 mm. The
square piezoelectric patches, which have base and height di-
mensionsb,a540,25 mm and thicknesshPZT50.2 mm, are
instead taken to be evenly distributed along the edges of the
panel so that the distances between the centers of the base
edges aligned along they50,l yp borders of the panel are
given by dtx5( l xp22a)/5545.6 mm while the distances

between the centers of the base edges aligned along thex
50,l xp borders of the panel are given bydty5( l yp22a)/3
565.7 mm. Also, the centers of the base edges of the outer
patches aligned along they50,l yp borders of the panel are
located at a distancedty1a570.6 mm from thex50,l xp

border while the centers of the base edges of the outer
patches aligned along thex50,l xp borders of the panel are
located at a distancea525 mm from they50,l yp border. In
this way, as shown in the two bottom schemes of Fig. 2, the
vertices of the sixteen triangular patches define a rectangle of
dimensions (l xp22a)3( l yp22a). The material and geo-
metrical properties of the square and triangular piezoelectric,
PZT ~lead zirconate titanate!, patches are summarized in
Table II.

The steady state response of the panel has been derived
assuming the incident acoustic plane wave to be harmonic
with time dependence of the form Re$exp(jvt)% wherev is
the circular frequency andj 5A21. The mechanical and
electrical functions used in the model have therefore been
taken to be the real part of counterclockwise rotating com-
plex vectors, e.g., phasors, given in the formv(v)ej vt where
v(v) is the phasor att50. A harmonic acoustic wave is
assumed to excite the panel with azimuthal and elevation
angles off545° andu545° so that it excites all the struc-
tural modes of the panel. The sound pressure fieldpi(x,y,t)
in the plane of the plate is therefore given by

pi~x,y,t !5Re$pi~v!ej (vt2kxx2kyy)%, ~1!

where pi(v) is the phasor of the incident wave,kx

5k0 sin(u)cos(f) and ky5k0 sin(u)sin(f) are the acoustic
wave numbers inx-and y-directions wherek05v/c0 and
c05343 m/s are, respectively, the acoustic wave number and
speed of sound in air.

TABLE I. Geometry and physical parameters for the panel.

Parameter Value

Dimensions l xp3 l yp52783247 mm
Thickness hp51 mm

Mass density rp52720 Kg/m3

Young’s modulus Ep5731010 N/m2

Poisson ratio np50.33
Modal damping ratio zn50.02

FIG. 2. Smart panels with a 434 grid of closely located ideal velocity
sensors and square piezoelectric patch actuators or sixteen closely located
ideal velocity sensors and triangular piezoelectric patch actuators with the
base edges evenly aligned along the four edges of the panel which are
arranged either in MIMO-decentralized~type a and c! or SISO~type b and
d! direct feedback loops.

TABLE II. Geometry and physical parameters for the piezoelectric, PZT~lead zirconate, titanate!, patches.

Parameter Value

Dimensions of the square patches ax3ay525325 mm
Base and height dimensions of the triangular patches b,a540,25 mm
Distances between the centers of two square patches dsx569.5 mm,dsy561.7 mm

Distances between the centers of the base edges
aligned either along they50,l yp or x50,l xp

borders of the panel

dtx545.6 mm,dty565.7 mm

Thickness of the square and triangular patches hPZT50.2 mm
Density rPZT57600 kg/m3

Young’s modulus EPZT56.331010 N/m2

Poisson ratio nPZT50.29
d31

o 5166310212 m/V
PZT strain/charge constants d32

o 5166310212 m/V
d36

o 50
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Both the time-averaged total kinetic energy and time-
averaged total sound power radiated have been derived by
dividing the panel into a grid of quadrilateral elements whose
dimensions have been taken to bel xe5 l xp /(4N1) and l ye

5 l yp /(4N2), whereN1 andN2 are the higher modal orders
used in the calculations. The phasors of the complex trans-
verse velocities,ẇer(v), at the centers of theseR elements
have been grouped into the following column vector:

we~v![H ẇe1~v!

ẇe2~v!

A
ẇeR~v!

J . ~2!

The flexural vibration of the smart panel under study is given
by the superposition of the acoustic primary excitation gen-
erated by the incident plane wave and the structural second-
ary excitations generated by the control transducers bonded
on the panel. Thus, assuming the system is linear, and assum-
ing the radiated pressure has no effect on the panel vibration,
then the vector with the phasors of the velocities at the cen-
ters of the elements,we(v), can be derived with the follow-
ing matrix relation:

we~v!5Yep~v!pi~v!1Yec~v!vc~v!, ~3!

where vc(v) is a vector with the phasors of the complex
input voltage signals,vcs(v), to theS control piezoelectric
transducers:

vc~v![H vc1~v!

vc2~v!

A
vcS~v!

J . ~4!

The elements in the two matrices of Eq.~3! have been de-
rived with a finite modal expansion so that44

Yep
r ,1~v!5 j v (

n51

N
cn~xr ,yr !Fnp~v!

rphpl xpl yp~vn
22v21 j 2znvvn!

, ~5!

Yec
r ,s~v!5 j v (

n51

N
cn~xr ,yr !Fnc,s~v!

rphpl xpl yp~vn
22v21 j 2znvvn!

, ~6!

where rp and hp are the density and the thickness of the
smart panelzn is the modal damping ratio, which was taken
to be 0.01 for all modes in these simulations,vn and
cn(x,y) are, respectively, then-th natural frequency and
natural mode, which for a simply supported panel are given
by

vn5A Dp

rphp
F S n1p

l xp
D 2

1S n2p

l yp
D 2G , ~7!

cn~x,y!52 sinS n1px

l xp
D sinS n2py

l yp
D , ~8!

whereDp5Ephp
3/12(12np

2) is the bending stiffness of the
smart panel, withEp andnp the Young’s modulus of elastic-
ity and Poisson’s ratio, andn1 , n2 are the two modal integers
for then-th mode. FinallyFnp(v) andFnc,s(v) are the two
modal excitation terms which are due, respectively, to the
primary acoustic excitation generated by the incident plane

wave and to the secondary flexural excitations generated by
either thes-th square ors-th triangular piezoelectric patch
control actuators bonded on the panel. The modal primary
excitation terms,Fnp(v), are obtained by integrating the
pressure field generated over the panel surface, that is45

Fnp~v!5pi~v!E
0

l xpE
0

l yp
cn~x,y!e2 j (kxx1kyy)dxdy

54 pi~v!I n1I n2l xpl yp, ~9!

where, if n1pÞ6sinu cosf(vlxp/c0) and n2pÞ
6sinu sinf(vlyp/c0),

I n15
n1p b12~21!n1e2 j sin u cosf(v l xp /c0)c

@n1p#22@sinu cosf~v l xp /c0!#2 ~10a!

and

I n25
n2p b12~21!n2e2 j sin u sin f(v l yp /c0)c

@n2p#22@sinu sinf~v l yp /c0!#2 ; ~10b!

and, if n1p56sinu cosf(vlxp/c0) and n2p
56sinu sinf(vlyp/c0),

I n15~ j /2!sgn~sinu cosf! ~11a!

and

I n25~ j /2!sgn~sinu sinf!. ~11b!

The modal secondary excitation terms,Fnc,s(v), are derived
by integrating the bending excitation fields generated by the
control actuators over the panel surface. According to Ref.
46 and as shown in Fig. 3~a!, if the principal axesx8,y8,z8 of
the piezoelectric material are aligned along thex,y,z axes of
the panel, thes-th square piezoelectric patch actuator pro-
duces moment excitations,

mxs~xes1,3,yes1,3,t !56
hs

2
e32

0 vcs~ t !, ~12a!

mys~xes2,4,yes2,4,t !56
hs

2
e31

0 vcs~ t !, ~12b!

respectively along the horizontal edges 1, 3, with coordinates
xcs2 ax/2<xes1,3<xcs1 ax/2 and yes1,35ycs7ay/2 , and
along the vertical edges 2, 4, with coordinatesxes2,45xcs

6ax/2 andycs2 ay/2<yes2,4<ycs1 ay/2 . The indices 1 to
4 indicate the four edges in anticlockwise order starting from
the bottom horizontal edge and, as given in Table II,ax ,ay

are the dimensions of the patches whilexcs ,ycs are the center
coordinates of thes-th patch. Also, as shown in Fig. 3~a!,
point forces,

f z~xvs,2,4,yvs2,4,t !52 f z~xvs1,3,yvs1,3,t !5
hs

2
e36

0 vcs~ t !,

~12c!

are exerted at the four vertices of coordinates (xvs1,3,yvs1,3)
5(xcs7ax/2 ,ycs7ay/2), and (xvs2,4,yvs2,4)5(xcs

6ax/2 ,ycs7ay/2) of each patch. In Eqs.~12a!–~12c!, hs is
the total thickness of the panel and piezoelectric patch, that is
hs5hp1hPZT. The piezoelectric stress/charge parameters,
e31

0 , e32
0 ande36

0 , are derived from the following relation:46
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H e31
0

e32
0

e36
0
J 53

EPZT

~12nPZT
2 !

nPZTEPZT

~12nPZT
2 !

0

nPZTEPZT

~12nPZT
2 !

EPZT

~12nPZT
2 !

0

0 0
EPZT

2~11nPZT!

4
3H d31

0

d32
0

d36
0
J , ~13!

where the Young’s modulus of elasticity,EPZT, the Poisson’s
ratio, nPZT, and the piezoelectric strain/charge,d31

0 , d32
0 and

d36
0 , parameters of the piezoelectric PZT~lead zirconate, ti-

tanate! material considered in this paper are given in Table II.
Since the piezoelectric material considered in this paper has
e36

0 50, then there are no force excitations at the four verti-
ces. Therefore the secondary modal excitation terms for
square piezoelectric patch actuators,Fnc,s(v), are given by
the sum of the integrals along the four edges of the piezo-
electric patch of the first derivatives of the panel natural
modes in directions orthogonal to the edges, pointing outside
the square surface, multiplied by the appropriate excitation
coefficients given in Eqs.~12a!, ~12b! that is,

Fnc,s~v!5
hs

2
e32

0 H 1E
xvs1

xvs2 ]cn~x,yes1!

]y
dx

2E
xvs3

xvs4 ]cn~x,yvs3!

]y
dxJ

1
hs

2
e31

0 H E
yvs1

yvs4 ]cn~xes4 ,y!

]x
dy

2E
yvs2

yvs3 ]cn~xes2 ,y!

]x
dyJ . ~14!

The bending excitation field generated by a triangular piezo-
electric patch has been derived in Ref. 43. Considering the
triangular patches shown in Fig. 3~b!, which are bonded in
such a way as their base edges,a, are aligned with either the
x- or y-borders of the panel and assuming that the principal
axes x8,y8,z8 of the piezoelectric material are aligned in
such a way asx8 and y8 are parallel, respectively, to the
heighta and baseb of the triangular patches, then thes-th
triangular piezoelectric patch actuator produce moment exci-
tations along the base edge of ampliude,

mbs~xbs ,ybs ,t !5
hs

2
e31

0 vcs~ t !, ~15a!

and moment excitations along the two lateral edges of am-
plitude,

mls1,2~xls1,2,yls1,2,t !5
hs

2
~m2e31

0 1e32
0 !vcs~ t !. ~15b!

The positions of the triangular patches have been defined
with reference to the middle points of their base edgesxms

and yms. Thus the coordinates of the base edge of thes-th
triangular piezoelectric patch actuator are eitherxms2 b/2
<xbs<xms1 b/2 , ybs50,l yp or xbs50,l xp , yms2 b/2<ybs

<yms1 b/2 depending whether the base is aligned along the
y50,l yp or x50,l xp borders of the panel. Also, the coordi-
nates of the lateral edges of thes-th triangular piezoelectric
patch actuator with the base aligned along they50,l yp bor-
ders of the panel are, respectively,yls1,256m@xls1,22(xms

7b/2)# and yls1,257mbxls1,22(xms7b/2)c with xms2 b/2
<xls1<xms and xms<xls2<xms1 b/2 . Finally the coordi-
nates of the lateral edges of thes-th triangular piezoelectric
patch actuator with the base aligned along thex50,l xp bor-
ders of the panel are, respectively,xls1,256m@yls1,22(yms

7b/2)# and xls1,257mbyls1,22(yms7b/2)c with yms2 b/2
<yls1<yms andyms<yls2<yms1 b/2 . As listed in Table II,
b,a are, respectively, the base and high of the triangular
patch andm5b/2a is the slope of the lateral edges. Finally
as found for the square piezoelectric patcheshs5hp

1hPZT. Also three point forces are generated at the vertices
of the s-th triangular piezoelectric patch actuator,

f z~xvs1,2,yvs1,2,t !52m
hs

2
e31

0 vcs~ t !, ~15c!

f z~xvs3 ,yvs3 ,t !524m
hs

2
e31

0 vcs~ t !, ~15d!

FIG. 3. Panels with square~top! or triangular~bottom! piezoelectric patches.
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where the vertices of thes-th triangular piezoelectric patch
actuators with the base aligned along they50,l yp borders of
the panel are, respectively,xvs1,25xms7b/2 , yvs1,250,l y

and xvs35xms, yvs35a,(l y2a) while the vertices of the
s-th triangular piezoelectric patch actuators with the base
aligned along thex50,l xp borders of the panel are, respec-
tively, xvs1,250,l x , yvs1,25yms7b/2 and xvs35a,(l x2a),
yvs35yms. In summary the secondary modal excitation
terms for triangularly shaped piezoelectric patch actuators
with the base edge aligned along the perimeter of the panel,
Fnc,s(v), are given by the sum of the integrals along the
three edges of the piezoelectric patch of the first derivatives
of the natural modes in directions orthogonal to the edges,
pointing outside the triangular surface, plus the amplitudes of
the modes at the tip vertices multiplied by the appropriate
excitation coefficients given, respectively, in Eqs.~15a!,
~15b!, ~15d!, that is,

Fnc,s~v!5
hs

2
~m2e31

0 1e32
0 !H E

vs1

vs3 ]cn~x,y!

]nls1
dls1

1E
vs2

vs3 ]cn~x,y!

]nls2
dls2J

1
hs

2
e31

0 E
vs1

vs2 ]cn~x,y!

]nbs
dbs

24
hs

2
me31

0 cn~xsv3 ,ysv3!, ~16!

wherevs j5(xvs j ,yvs j) indicates the coordinates of the ver-
tices of the triangular patch as given above andnls1 ,nls2 ,nbs

are the normal unit vectors to the lateral and base edges
pointing outside the triangular surface of the actuator. Equa-
tion ~16! does not account for the two forces acting at the
base vertices of the triangular patches because the panel is
simply supported and therefore does not allows transverse
excitations along its perimeter.

The time-averaged total kinetic energy of the panel is
given by

E~v!5
rphp

4 E
0

l xpE
0

l yp
uẇ~x,y,v!u2 dx dy, ~17!

whereẇ(x,y,v) is the phasor of the transverse velocity over
the panel surface. This expression can be approximated by
the summation of the kinetic energies of each element into
which the panel has been subdivided so that

E~v!5
Me

4
we

H~v!we~v!, ~18!

where Me5rphpl xel ye is the mass of each element andH
denotes the Hermitian transpose. The time-averaged total
sound power radiation by a baffled panel can be derived by
integrating the product of the phasor of the nearfield sound
pressure,p0(x,y,v), on the radiating surface and the phasor
of the transverse velocity of the panel,ẇ(x,y,v), so that

Wr~v!5
1

2 E0

l xpE
0

l yp
Re@ẇ~x,y,v!* p0~x,y,v!#dx dy,

~19!

where* denotes the complex conjugate. For the baffled flat
plate considered in this paper, the acoustic pressure
p0(x,y,v) can be written in terms of the surface velocity
using the Rayleigh integral1

p0~x,y,v!5
j vr0

2p E
0

l xpE
0

l yp
ẇ~x8,y8,v!

e2 jk0r

r
dx8 dy8,

~20!

wherer 5A(x2x8)21(y2y8)2 is the distance between the
point (x,y) where the sound pressure is estimated and vibra-
tion velocity positions on the panel (x8,y8) and r0

51.21 kg/m3 is the density of air. Substituting Eq.~20! in
~19!, the time average total sound radiation is found to be
given by a quadruple integral:

Wr~v!5
vr0

4p E
0

l xpE
0

l ypE
0

l xpE
0

l yp
ẇ~x,y,v!* ẇ~x8,y8,v!

3
sink0r

r
dx8 dy8 dx dy. ~21!

The quadruple integral in Eq.~21! can also be approximated
by summing the radiation contributions of all the elements
into which the panel has been subdivided, so that the time-
averaged total sound power radiation can be expressed as16

Wr~v!5
Ae

2
Re@we

H~v!pe~v!#, ~22!

whereAe5 l xel ye is the area of each element andpe(v) is the
vector with the phasors of the sound pressure terms in front
of the panel at the center positions of the grid of elements:

pe~v![H pe1~v!

pe2~v!

A
peR~v!

J . ~23!

Following Ref. 16, Eq.~12! can also be written as

Wr~v!5
Ae

2
Re@we

H~v!Z~v!we~v!#

5we
H~v!R~v!we~v!, ~24!

whereZ~v! is the matrix with the point and transfer acoustic
impedance terms over the grid of points into which the panel
has subdivided:12 Zi j (v)5( j vr0Ae /2pr i j )e

2 jk0r i j , with r i j

the distance between the centers of thei -th and j -th ele-
ments. The matrixR is defined as the radiation matrix which
is given by12

2051J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 P. Gardonio and S. J. Elliott: ASAC panels with anechoic edges



R~v!5
Ae

2
Re@Z~v!#5

v2r0Ae
2

4pc0 3
1

sin~k0r 12!

k0r 12
¯

sin~k0r 1R!

k0r 1R

sin~k0r 21!

k0r 21
1

¯ ¯ ¯ ¯

sin~k0r R1!

k0r R1
1

4 . ~25!

Since the primary excitation is an acoustic wave, the ratio of
the time-averaged total sound power radiated,Wr(v), to the
time-averaged incident sound power,Wi(v), which is
termed the sound transmission ratio;

T~v!5Wr~v!/Wi~v!, ~26!

has been used to describe the sound transmission phenom-
enon. The time-averaged incident sound power due to the
plane acoustic wave is given by45

Wi~v!5upi~v!u2l xpl yp cos~u!/2r0c0 . ~27!

III. DIRECT VELOCITY FEEDBACK CONTROL

The phasors of the output error signal~s!, i ce(v), from
theE velocity error sensors can also be derived with a matrix
relation of the type

ic~v![Ycp~v!pi~v!1Ycc~v!vc~v!, ~28!

where ic(v) is the column vector with the phasors of the
error sensor signal~s!:

ic~v![H i c1~v!

i c2~v!

A
i cE~v!

J , ~29!

and vc(v) is defined in~4!. Assuming the velocity sensors
used in the smart panels of Fig. 2 to be ideal transducers that
measure the transverse velocity at the centers of the square
patches or at the tips of the triangular patches, then the ele-
ments of the two matrices in Eq.~28! could be derived with
a finite modal expansion considering the modal amplitude at
the detection points (xe ,ye)5(xcs ,ycs) or, (xe ,ye)
5(xvs3 ,yvs3), respectively, for the square and triangular ac-
tuators, so that44

Ycp
r ~v!5 j v (

n51

N
cn~xs ,ys!Fnp~v!

rphpl xpl yp~vn
22v21 j 2znvvn!

, ~30!

Ycc
r ,s~v!5 j v (

n51

N
cn~xs ,ys!Fnc,s~v!

rphpl xpl yp~vn
22v21 j 2znvvn!

. ~31!

For the two panels typesb andd in Fig. 2, where in order to
implement a SISO velocity feedback loop the sensors out-
puts are summed up and the same control signal is feed to
the control actuators, the total current output is still derived
with Eq. ~28! where the two mobility matricesYcp andYcc

are pre-multiplied by a 13E vectore of unit terms and the
matrix Ycc is also post-multiplied by anS31 vectors of unit

terms so that they become two scalar termsYcp andYcc .
The general block diagram of a multi-channel velocity

feedback control system is shown in Fig. 4. If an equal num-
ber of actuators and velocity sensors is used, the matrix of
plant responses,Ycc(v), is square and the matrix of feed-
back control filters,H( j v), is also square. Provided the con-
trol system is stable, the vector with the phasors of the sen-
sor~s! current output~s!, ic(v), is related to the phasor of the
incident plane acoustic wave,pi(v), by the expression

ic~v!5@ I1Ycc~v!H~v!#21 Ycp~v!pi~v!. ~32!

Also the vector of control inputs to the actuators,vc(v), is
given by

vc~v!52H~v!@ I1Ycc~v!H~v!#21Ycp~v!pi~ j v!.
~33!

For single input single output control~SISO! the vectors and
matrices reduce to scalars and thus the stability of the feed-
back control loop could be assessed using the classic feed-
back control theory.3,7,47In particular, Balas9 has shown that,
if the sensor-actuator pair is collocated and dual,8 then the
SISO direct velocity feedback control loop is unconditionally
stable. Indeed in this case the sensor-actuator frequency re-
sponse function is real positive definite7 so that its Nyquist
plot occupies the right hand side quadrants asv varies from
2` to 1` and thus the Nyquist instability point (21 j 0) is
never encircled whatever is the control gain.

For multi-input multi-output~MIMO ! decentralized con-
trol, Ycc(v) is a fully populated matrix of input and transfer
responses between the actuators and sensors on the panel and
H~v! is a diagonal matrix which, for direct velocity feedback
control, is assumed to have equal fixed gains so thatH(v)
5h I , whereh is the feedback gain. In this case the stability

FIG. 4. Multichannel feedback control system, which for a passive plant
response,Ycc( j v), and a passive controllerH( j v), is unconditionally
stable.
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of the MIMO decentralized control system can be deter-
mined by examining whether the locus of the determinant of
@ I1Ycc( j v)H( j v)# encloses the origin48,49asv varies from
2` to 1`. Alternatively the fact that the determinant of a
matrix is the product of its eigenvalues can be used to derive
a series of polar plots, each of which are analogous to the
single channel Nyquist criteria. As found for the SISO con-
trol case, if collocated and compatible transducers are used,8

then the real part ofYcc(v) must be positive definite and
Ycc(v) can be described as being passive. IfH~v! is also
passive, e.g., when it is equal toh I and h.0, then the
control system is unconditionally stable.39,48,49

When the SISO or MIMO decentralized velocity feed-
back control systems are implemented, the total kinetic en-
ergy and sound transmission ratio given in Eqs.~18! and~24!
can be derived after combining Eq.~3! with Eq. ~33! so that

we~v!5Yep~v!pi~v!2Yec~v!H~v!@ I1Ycc~v!H~v!#21

3Ycp~v!pi~ j v!. ~34!

It is important to underline that in the following sections the
stability properties of the MIMO and SISO control systems
in Fig. 2 will be discussed only at a qualitative level. There-
fore the control effectiveness of the studied control systems
are derived without taking into account whether it would be
possible or not to implement the necessary gains without
generating instabilities in the control loops.

IV. DECENTRALIZED MIMO DIRECT VEOCITY
FEEDBACK CONTROL

In this section the control effectiveness of the smart pan-
els with sixteen decentralized MIMO control units type~a!
and type~c! in Fig. 2, which have either sixteen square pi-
ezoelectric patch actuators or sixteen triangular piezoelectric
patch actuators, is investigated. The stability of the two de-
centralized control systems is also analyzed to some extent
by considering Bode and Nyquist plots of the sensor-actuator
frequency response function of one of the sixteen decentral-
ized control systems in the two smart panels. Although the

stability of MIMO control systems should be assessed with
reference to the locus of the determinant of@ I
1Ycc( j v)H( j v)#, for decentralized control, the stability of
each control unit could also be evaluated independently us-
ing the classic feedback control theory3,7,47 which provides
an indication of whether the decentralized MIMO control
system is to be only conditionally stable. Moreover, if the
smart panel is sufficiently damped and the control units are
well separated from each others, then an indication about the
gain or phase margins for each individual controller could
also be derived.

A. Control effectiveness

The two plots in Fig. 5 show, respectively, the total ki-
netic energy and the sound transmission ratio of the smart
panel with the 434 array of square piezoelectric patch ac-
tuators with the center velocity sensors’ MIMO decentralized
control system. The solid line on the left hand side plot for
the total kinetic energy highlights the typical response of a
panel which is characterized by a series of resonances whose
amplitudes gradually roll off as the frequency rises. In par-
ticular the peaks of the first few resonances are relatively
high and sharp because of the low damping effects at lower
frequencies. The solid line on the right hand side plot for the
sound transmission ratio shows a similar behavior, although
there are almost no peaks for the resonances due to the even-
even or even-odd natural modes of the panel which have
relatively low sound radiation efficiency.1

The dashed and dotted lines in the two plots of Fig. 5
show that as the gains of the sixteen control systems are
raised the resonance peaks are flattened down. This is due to
the active damping effect50 generated by the sixteen DVFB
control systems that indeed increase the overall damping of
the lower-frequency resonant modes of the smart panel.39,40

However when relatively higher control gains are imple-
mented this trend is inverted and, as shown by the dash–
dotted and faint lines in the two plots of Fig. 5, the total
kinetic energy and the sound transmission ratio are once
more characterized by a new set of low-frequency reso-

FIG. 5. Total kinetic energy~left! and sound transmission ratio~right! of the panel excited by a plane acoustic wave with no control~solid line! and with a
434 grid of closely located velocity sensors and square piezoelectric patches actuators~type a in Fig. 3! MIMO decentralized feedback controllers with
feedback gains of 10~dashed line!, 102 ~dotted line!, 103 ~dash–dotted line! and 104 ~faint line!.
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nances whose amplitudes are similar, if not higher, than
those of the panel with no control. This is a typical control
spillover phenomenon where, as discussed in Ref. 51, the
large control gains produces a pinning effect at the control
positions so that the response of the smart panel is rearranged
into that of a lightly damped panel which is pinned at the
sixteen control positions.

This type of behavior is summarized by the solid lines in
the two plots of Fig. 6 which show how the normalized~nor-
malized to the total kinetic energy when there is no control!
total kinetic energy and normalized~normalized to the sound
transmission ratio when there is no control! sound transmis-
sion ratio, integrated from 0 Hz to 1 kHz, vary with the
feedback gain. Indeed both plots indicate that as the control
gains are raised from zero as the frequency-averaged re-
sponse and sound radiation of the smart panel monotonically
falls down and reductions of the normalized total kinetic
energy and normalized sound transmission ratio, respec-
tively, of 17 dB and 9 dB could be achieved. If the control

gains are pushed farther up then, because of the pinning ef-
fect described above, the response of the smart panel is
brought back to the levels with no control while its sound
radiation is even increased by about 6 dB than in the case of
no control. This is due to the fact that the new resonant
modes of the smart panel generated by the pinning effects at
the sixteen control positions have relatively higher sound
radiation efficiency than the lower order modes of the uncon-
strained simply supported panel.1

The two plots in Fig. 7 show the total kinetic energy and
the sound transmission ratio of the smart panel with sixteen
triangularly shaped piezoelectric patch actuators with veloc-
ity sensors at the vertices opposite to the base edges MIMO
decentralized control system. From a qualitative point of
view these two plots indicate that the sixteen control units
with triangular actuators arranged along the perimeter of the
panel produces similar effects than the sixteen control sys-
tems with square actuators distributed over the surface of the
panel. The most important difference is found when rela-

FIG. 6. Normalized total kinetic energy~left! and sound transmission ratio~right!, integrated between 0 Hz and 1 kHz, plotted against the gain in the MIMO
detentralized velocity feedback controllers, h, for the 434 grid of closely located velocity sensors and square piezoelectric patches actuators~solid line, type
a in Fig. 2! and the 16 closely located velocity sensors and triangular piezoelectric patches actuators~faint line, type c in Fig. 2!.

FIG. 7. Total kinetic energy~left! and sound transmission ratio~right! of the panel excited by a plane acoustic wave with no control~solid line! and with 16
closely located velocity sensors and 16 triangular piezoelectric patches actuators~type c in Fig. 2! MIMO decentralized feedback controllers with feedback
gains of 10~dashed line!, 102 ~dotted line!, 103 ~dash–dotted line! and 104 ~faint line!.
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tively high control gains are implemented in which case the
resonances of the new modes of the smart panel, which are
generated by the pinning effect of the triangular actuators
scattered along the perimeter of the panel, occur at relatively
higher frequencies than those due to the pinning effect of the
square actuators distributed over the surface of the panel.

Moving to a quantitative analysis the faint lines of the
two plots in Fig. 6 indicates that the sixteen control systems
with triangular actuators evenly distributed along the perim-
eter of the smart panel generates slightly larger control ef-
fects than those due to the square actuators evenly distributed
over the surface of the smart panel. In fact the maximum
reduction of the normalized total kinetic energy is increased
from 17 dB to 19 dB while the maximum reduction of the
normalized sound transmission ratio is increased from 9 dB
to 11 dB. As for the smart panel with square actuators evenly
distributed over the surface of the smart panel, when rela-
tively large control gains are implemented, the pinning ef-
fects at the vertices of the triangular actuators generate a new
set of lightly damped resonant modes, which, however, still
produce a reduction of about 5 dB of the normalized kinetic
energy since in this case the vibrating surface of the panel is
reduced to virtual edges defined by the control positions at
the tips of the triangular actuators arranged along the edges
of the panel. The frequency-averaged sound radiation of the
panel is instead brought back to the case with no control,
probably because the reduction of the response of the smart
panel is balanced by the increased radiation efficiencies of
the new resonant modes generated by the pinning effects
along the perimeter of the smart panel.

In order to analyze in detail the different behaviors of
the two smart panels, the deflections shapes of the panels in
correspondence to the first six resonances, which as shown in
Fig. 8 are closely linked to the first four natural modes of the
panel, have been considered. Figures 9 and 10 show how
these six deflection shapes varies when either the optimal
control gains, that give the best control effects, or when very

large control gains are implemented in the smart panels with
either the sixteen decentralized control systems made by
square actuators~left hand side plots! or the sixteen decen-
tralized control systems made by triangular actuators~right
hand side plots!. Since the deflection shapes occur over a
wide range of amplitudes, the plots in Figs. 8 to 10 have
been normalized to have the same maximum deflections.

Comparing the two plots in Fig. 9 with that of Fig. 8, it
is found that, when the optimal control gains are imple-
mented, then the response of the panel at the first six reso-
nance frequencies is generally modified in such a way that
the deflection shapes of the smart panel are not anymore
controlled by the co-respective natural modes of the panel.
This confirms the active damping action which indeed tends
to reduce the contribution of the resonant modes so that the
residual response is controlled by nonresonant modes of the
panel. It is important to note that the sixteen control units
arranged along the perimeter of the smart panel produces the
damping action exactly along the borders of the panel which,
at frequencies below the critical frequency, are indeed the
portions of the panel which generates the sound radiation.1

Thus the idea of scattering the control units along the perim-
eter of the smart panel is not convenient just for control
stability issues, as discussed in the following section, or for
practical matters such as the fact that the central part of the
panel is not occupied by the control systems which are in-
stead located near the borders of the panel where it is much
easier to arrange the electronics of the sixteen control sys-
tems. On the contrary the control units located along the
perimeter of the panel generate active damping exactly over
the portion of surface of the smart panel that primarily causes
sound radiation. Thus the triangularly shaped control actua-
tors arranged along the edges of the panel could indeed be
referred as ‘‘active structural wedges’’ that reduce the reflec-
tion of incident flexural waves. It is therefore realistic to
presume that when localized structural excitations are gener-
ated on the panel then even bigger control effects should be

FIG. 8. Deflection shapes of the panel at the first six
resonance frequencies with no control.
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obtained than those found for the incident acoustic wave
disturbance.

When very large control gains are implemented in the
sixteen control loops then, as shown in the two plots of Fig.
10, the deflection shapes relative to the first six new reso-
nance frequencies clearly show the pinning actions of the
control units which, as shown on the left hand side plot,
occurs on the 434 grid of control points for the system with
the square piezoelectric patch actuators or, as shown on the
right hand side plot, are located along the perimeter of the
panel for the system with the traingular piezoelectric patch
actuators. As highlighted by Fahy,1 a periodically supported
panel better radiates sound than a one bay panel since the
periodic constraints generates new ‘‘edges’’ around which
extra sound is radiated. This is why the frequency-averaged
sound radiation of the smart panel constrained by the 434
grid of control systems with the square piezoelectric patch

actuators that implement large control gains is about 5 dB
higher than that of the unconstrained one-bay panel. In con-
trast, the sixteen control units with triangular actuators that
implement large control gains produce a pinning effect
around the edges of the panel such that the deflection shapes
are still characterized by a central part which is not con-
strained. As a result the frequency-averaged sound radiation
is about the same to that of the one-bay panel. Essentially,
the right hand side plot in Fig. 6, indicates that it is just a
little lower probably because the radiating surface of the ac-
tively constrained smart panel is smaller than that of the
unconstrained panel.

B. Control stability of a single control unit

The stability properties of the two independent control
units in Figs. 2~a! and 2~c! are examined using the classic

FIG. 9. Deflections shapes of the panel at the first six resonance frequencies when the optimal feedback control gains are implemented in the 434 grid of
closely located velocity sensors and square piezoelectric patches actuators~left, type a in Fig. 2! and the 16 closely located velocity sensors and triangular
piezoelectric patches actuators~right, type c in Fig. 2!.

FIG. 10. Deflection shapes of the panel at the first six new resonance frequencies generated by very large feedback gains in the 434 grid of closely located
velocity sensors and square piezoelectric patches actuators~left, type a in Fig. 2! and the 16 closely located velocity sensors and triangular piezoelectric
patches actuators~right, type c in Fig. 2!.
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feedback control theory for SISO feedback control
systems.3,7,47 The Bode and Nyquist plots of one sensor-
actuator feedback loop frequency response function of the
two control systems are shown in Figs. 11 and 12.

The left hand side amplitude plot in Fig. 11 highlights
the typical feature of square strain actuators which more ef-
ficiently excite the panel at higher frequencies so that the
amplitude of the sensor-actuator frequency response function
grows as the frequency rises.52 In contrast the right hand side
amplitude plot in Fig. 11 shows that the excitation generated
by a triangularly shaped piezoelectric patch is modulated in
frequency. This is probably due to a cancellation effect of the
moment excitations generated along the lateral edges of the
triangular patch in which case the actuation principally oc-
curs via the transverse force generated at the tip of the trian-
gular patch.

The left hand side phase plot of Fig. 11 indicates that the
frequency response function generated by the square piezo-
electric patch actuator with the velocity sensor at its center is

positive definite up to about 10 kHz. Thus this control sys-
tem is only conditionally stable.3,7,47Indeed, the Nyquist plot
on the left hand side of Fig. 12 suggests that this control
system would be unstable even with small feedback control
gains since the higher-frequency part of the frequency re-
sponse functions, with the larger amplitude, would encircle
the stability point211 j 0. The right hand side phase plot of
Fig. 11 indicates that the frequency response function gener-
ated by the triangular piezoelectric patch actuator with the
velocity sensor at its tip is positive definite only up to about
2.5 kHz where a sudden phase drop to about2540° occurs.
Therefore this control system is also only conditionally
stable. However in this case the Nyquist plot on the right
hand side of Fig. 12 suggests that for this control system a
relatively large gain margin is available since the left hand
side of the plot is about five times smaller than the loops on
the right hand side. This effect is due to the modulation of
the excitation in frequency which combined with the
complementary phase drops generates a Nyquist plot with

FIG. 11. Frequency response functions of a closely located velocity sensor and square piezoelectric patch actuator control unit~left, type a in Fig. 2! and a
closely located velocity sensor and triangular piezoelectric patch actuator~right, type c in Fig. 2!.

FIG. 12. Nyquist plots for the frequency response functions of a closely located velocity sensor and square piezoelectric patch actuator control unit ~left, type
a in Fig. 2! and a closely located velocity sensor and triangular piezoelectric patch actuator~right, type c in Fig. 2!.
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the left hand side squeezed towards the imaginary axis. The
modulated excitation of the triangularly shaped actuator de-
pends on the angle of the lateral edges. A trial and error
approach has been used in this study to find that the best
stability effects are generated by a triangular patch with base
b540 mm and heighta525 mm.

The design of the closely located sensor-actuator control
units is an important issue that has been briefly introduced in
this section in order to contrast the intrinsic properties of
sensor-actuator pairs made with either a square or a triangu-
lar strain actuator and an ideal velocity sensor. In practice the
local dynamics effects of the sensor should also be taken into
consideration as well as the mass and stiffening effects of the
piezoelectric patch actuator. A detailed study of these issues
is presented in Refs. 41, 53, 54 for a square piezoelectric
patch actuator with a velocity sensor at its center.

V. SISO DIRECT VEOCITY FEEDBACK CONTROL

In this section the control effectiveness of the smart pan-
els with SISO control units type~b! and type~d! in Fig. 2,
which have either sixteen square piezoelectric patch actua-
tors or sixteen triangular piezoelectric patch actuators driven
by a single input signal, is investigated. In this case the sta-
bility of the two SISO control systems is fully analyzed by
considering Bode and Nyquist plots of the sensor-actuator
frequency response function.3,7,47

A. Control effectiveness

The two plots in Fig. 13 show, respectively, the total
kinetic energy and the sound transmission ratio of the smart
panel with the SISO control system using the 434 array of
square piezoelectric patch actuators at the center velocity
sensors. As found with the MIMO control arrangement, the
dashed and dotted lines in the two plots of Fig. 13 show that
as the SISO control gain is raised up to an optimal control
gain as the active damping generated by the feedback loop
levels down most of the resonance peaks. However, in this
case the SISO control system does not damp down the reso-
nances due to natural modes of the panel which have no

volumetric vibration component since the sum of the sixteen
sensors outputs goes to zero and thus the SISO control loop
becomes ineffective. For example, no damping is introduced
on the second, third and fourth resonances which are related
to the ~2,1!, ~1,2! and ~2,2! natural modes of the panel. Be-
yond the optimal control gain, this trend is inverted and, as
shown by the dash–dotted and faint lines, a new set of low-
frequency resonances emerge whose amplitudes are similar,
if not higher, than those of the panel with no control. Also in
this case this phenomenon results from the control spillover
effect where a large control gain tends to pin the smart panel
at the control positions so that the response of the smart
panel is rearranged into that of a lightly damped panel which
is pinned at the sixteen control positions.

The two plots in Fig. 14 indicate that, as the control gain
is raised as the normalized total kinetic energy and normal-
ized sound transmission ratio, integrated from 0 Hz to 1 kHz,
monotonically fall down and reach maximum reductions, re-
spectively, of 12 dB and 8 dB. Therefore the SISO control
arrangement is not able to replicate the 17 dB reduction of
the total kinetic energy produced by the equivalent MIMO
control system. In contrast it nearly generates the 9 dB re-
duction of the sound transmission ratio produced by the
equivalent MIMO control system. This is due to the fact that
the error signal used in the SISO feedback control loop is
proportional to the volumetric vibration of the smart panel
which generates most of the sound radiation at low
frequency.12,16When relatively high control gains are imple-
mented then the pinning effect generated at the control posi-
tions brings the response of the smart panel back to the levels
with no control while its sound radiation is increased by
about 2.5 dB than in the case of no control. This is due to the
increased sound radiation efficiency of the new resonant
modes compared to that of the lower order modes of the
unconstrained simply supported panel.1

The two plots in Fig. 15 show the total kinetic energy
and the sound transmission ratio of the smart panel with the
SISO control system using the sixteen triangularly shaped
piezoelectric patch actuators, with the base edges evenly dis-

FIG. 13. Total kinetic energy~left! and sound transmission ratio~right! of the panel excited by a plane acoustic wave with no control~solid line! and with a
434 grid of closely located velocity sensors and square piezoelectric patches actuators~type b in Fig. 2! SISO feedback controller with feedback gains of 10
~dashed line!, 102 ~dotted line!, 103 ~dash–dotted line! and 104 ~faint line!.
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tributed along the perimeter of the panel, and velocity sen-
sors at the vertices opposite to the base edges. Comparing the
dashed lines in these two plots with those of Fig. 13 it can be
noticed that this SISO control system produces at the low-
frequency resonances larger damping effects than the SISO
control system using the sixteen square actuators. However it
still does not generate damping effects at the resonance fre-
quencies related to the natural modes of the panel with no
volumetric component. Also, when large control gains, well
above the optimal one, are implemented then the SISO con-
trol system with the sixteen triangular actuators generates
new resonance frequencies some of which occurs at rather
different frequencies than those obtained with the SISO con-
trol system using square actuators.

This type of behavior is confirmed by the faint lines of
the two plots in Fig. 14 which indicates that the SISO ar-
rangement with sixteen triangular actuators brings the maxi-
mum reduction of the normalized kinetic energy at 14.5 dB
and the maximum reduction of the normalized sound trans-

mission ratio at 10 dB in comparison to the 12 dB and 8 dB,
respectively, obtained with the SISO control system using
the sixteen square actuators. However, as found for the SISO
system with square actuators, the SISO arrangement with
sixteen triangular actuators is not able to replicate the 19 dB
reduction of the normalized kinetic energy obtained with the
equivalent MIMO control system. In contrast it closely gen-
erates the 11 dB reduction of the normalized sound transmis-
sion ratio produced by the equivalent MIMO control system.
Again this is due to the fact that the error signal used in the
SISO feedback control loop is proportional to the volumetric
vibration of the smart panel which generates most of the
sound radiation at low frequency.12,16 When relatively high
control gains are implemented, then the pinning effect at the
sixteen control positions close to the edges of the panel pro-
duces a response of the smart panel which is about 5 dB
lower than in the case of no control since the vibrating sur-
face has been reduced to that delimited by the sixteen control
positions. The frequency-averaged sound radiation of the

FIG. 14. Normalized total kinetic energy~left! and sound transmission ratio~right!, integrated between 0 Hz and 1 kHz, plotted against the gain in the SISO
velocity feedback controllers, h, for the 434 grid of closely located velocity sensors and square piezoelectric patches actuators~solid line, type b in Fig. 2!
and the 16 closely located velocity sensors and triangular piezoelectric patches actuators~faint line, type d in Fig. 2!.

FIG. 15. Total kinetic energy~left! and sound transmission ratio~right! of the panel excited by a plane acoustic wave with no control~solid line! and with 16
closely located velocity sensors and 16 triangular piezoelectric patches actuators~type b in Fig. 2! SISO feedback controller with feedback gains of 10~dashed
line!, 102 ~dotted line!, 103 ~dash–dotted line! and 104 ~faint line!.
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panel is instead reduced by just 2 dB, probably because the
reduction of the response of the smart panel is balanced by
the increased radiation efficiencies of the new resonant
modes generated by the pinning effects along the perimeter
of the smart panel.

Figures 16 and 17 show the deflections shapes of the
panels in correspondence with the first six resonances when
either the optimal control gain, that give the best control
effects, or when a very large control gain is implemented in
the smart panels with either the SISO control system made
with sixteen square actuators~left hand side plots! or the
SISO control system made with sixteen triangular actuators
~right hand side plots!. Also in this case, because the deflec-
tion shapes occurs over a wide range of amplitudes, the plots
in Figs. 16 and 17 have been normalized to have the same

maximum deflections which are also equal to those in Figs. 8
to 10.

Comparing the two plots in Fig. 16 with that of Fig. 8
indicates that when the optimal control gains of the SISO
control systems are implemented, then the response of the
panel at some of the first six resonance frequencies is gener-
ally modified in such a way as the deflection shapes of the
smart panel are not anymore controlled by the co-respective
natural modes of the panel. This is due to the active damping
action which, as seen for the MIMO control systems, tends
to reduce the contribution of the resonant modes. However,
as shown by the dashed lines on the left hand side plots in
Figs. 13, the SISO control system with square actuators can-
not damp down the resonances related to even-even or even-
odd modes, such as those at 167.5 and 192.5 Hz relative to

FIG. 16. Deflection shapes of the panel at the first six resonance frequencies when the optimal feedback control gain is implemented in the 434 grid of
closely located velocity sensors and square piezoelectric patches actuators~left, type b in Fig. 2! and the 16 closely located velocity sensors and triangular
piezoelectric patches actuators~right, type d in Fig. 2!.

FIG. 17. Deflection shapes of the panel at the first six new resonance frequencies generated by a very large feedback gain in the 434 grid of closely located
velocity sensors and square piezoelectric patches actuators~left, type b in Fig. 2! and the 16 closely located velocity sensors and triangular piezoelectric
patches actuators~right, type d in Fig. 2!.

2060 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 P. Gardonio and S. J. Elliott: ASAC panels with anechoic edges



the ~2,1! and~1,2! modes, and thus the deflection shapes for
these two resonance frequencies are exactly the same as
those when there is no control. A similar phenomenon is
found for the SISO system with triangular actuators arranged
along the perimeter of the panel, even though in this case the
deflection shapes relative to the resonances at 167.5 and
192.5 Hz are similar to~2,1! and ~1,2! natural modes but
rotated by an angle of 45°. This is probably due to the com-
bined effects due to the azimuthal angle of the primary
acoustic wave and the spacing of the error sensors along the
perimeter of the panel. Finally the deflection shapes relative
to the second three resonances generated by the system with
square actuators and the deflection shapes relative to the first
and sixth resoanances generated by the system with triangu-
lar actuators do not show any type of vibration pattern. This
is probably because, as show by the dotted lines on the left
hand side plots of Figs. 13 and 15, the optimal control gains
tend to move up these resonance frequencies so that the plots
in Fig. 16 show an off-resonance deflection shape.

As shown in the left hand side plot of Fig. 13, when very
large control gains are implemented in the SISO control sys-
tem with square actuators, a new set of resonance frequen-
cies is generated. This is because, as shown on the left hand
side plot of Fig. 17, the control actuators produce a 434 grid
of pinning points that slightly modify the characteristic de-
flection shapes of the first six resonance frequencies of the
unconstrained panel, which are shown in Fig. 8. The left
hand side plot in Figs. 15 shows that when very large control
gains are implemented in the SISO control system with tri-
angular actuators the new set of resonance frequencies oc-
curs at much higher frequencies. This is because the pinning
effect generated by the control actuators generates higher
order modes as one can deduce from the deflection shapes of
the first six new resonances shown on the right hand side plot
of Fig. 17.

B. Control stability

The stability properties of the two SISO control systems
which, as shown in Figs. 2~b! and 2~d!, are formed either by

a sixteen square piezoelectric patch actuator at the center
velocity sensors or by sixteen triangularly shaped piezoelec-
tric patch actuator with velocity sensors at the vertices are
investigated using the classic feedback control theory for
SISO feedback control systems.3,7,47 The Bode and Nyquist
plots of the sensor-actuator open loop frequency response
functions for the two control systems are therefore shown in
Figs. 18 and 19. As found for a single control unit with a
square actuator used in the decentralized MIMO control sys-
tem, the left hand side amplitude plot in Fig. 18 highlights
the typical rising trend due to the higher frequency excitation
efficiency of square strain actuators52 although in this case
there is a drop of the amplitude in the frequency range be-
tween 100 Hz and 1 kHz and the rising effect is less effective
above about 10 kHz. This is probably due to the fact that
between 100 Hz and 1 kHz and above 10 kHz the response
of the panel is primarily controlled by structural modes with
little or no volumetric vibration component so that the sum
of the sensor outputs from the sixteen velocity sensors is
relatively low. Also, as found for a single control unit with a
triangular actuator used in the decentralized MIMO control
system, the right hand side amplitude plot in Fig. 18 shows
that the excitation generated by the sixteen triangularly
shaped piezoelectric patches is modulated in frequency.
Moreover in this case there is not an overall rising trend of
the excitation so that the amplitude of the sensor-actuator
frequency response function in correspondence to resonances
below 1 kHz is at least equal to or much higher than those in
correspondence to the higher-frequency resonances. This is
probably due to a combination of effects where on one hand
the excitation generated by the sixteen triangularly shaped
actuators is reduced by local cancellation phenomena and on
the other hand the sum of the sixteen control signals at the
tips of the triangular actuators is also reduced by cancellation
phenomena due to the contribution of higher order modes of
the panel with a nonvolumetric vibration component.

The left hand side phase plot of Fig. 19 indicates that the
frequency response function generated by the square piezo-
electric patch actuators with the velocity sensor at their cen-

FIG. 18. Frequency response functions of the 434 grid of closely located velocity sensors and square piezoelectric patches actuators~left, type b in Fig. 12!
and 16 closely located velocity sensors and triangular piezoelectric patches actuators~right, type d in Fig. 2!.
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ters is positive definite up to about 10 kHz so that this SISO
control system is only conditionally stable.3,7,47 However,
since above 10 kHz the amplitude of the frequency response
function is about 10 dB lower than those of the first few
resonant modes and that in the frequency band between 1
kHz and 10 kHz, the left hand side of the Nyquist plot on the
left hand side of Fig. 19 is squeezed towards the imaginary
axis so that a limited range of control gains could be imple-
mented without the higher-frequency part of the frequency
response function encircles the stability point211 j 0. As
found for a single control unit used in the MIMO control
system, the right hand side phase plot of Fig. 18 indicates
that the frequency response function generated by the sixteen
triangular piezoelectric patch actuators with the velocity sen-
sors at their tips is positive definite only up to about 2.5 kHz
where a sudden phase drop to2540° occurs which also
makes this SISO control system only conditionally stable.
However, the fact that the amplitude of the sensor-actuator
frequency response function above 1 kHz is modulated in
frequency and relatively lower than at frequencies below 1
kHz gives the Nyquist plot shown on the right hand side of
Fig. 19 which suggests that for this control system a rela-
tively large gain margin is available. Indeed the left hand
side of the Nyquist plot is about twenty times smaller than
the loops on the right hand side so that large control gains
could be implanted without generating instabilities. The
small circles on the left hand side of the Nyquist plot are
again due to the combination of periodic drops of the ampli-
tude and co-respective drops of the phase of the sensor-
actuator frequency response function.

Therefore both SISO control system either with sixteen
square control actuators and sixteen velocity sensors at their
centers or with sixteen triangular control actuators and six-
teen velocity sensors at the vertices could be used to imple-
ment direct velocity feedback control. In particular, the sys-
tem with sixteen triangularly shaped actuators enables the
implementation of relatively large control gains without
causing instabilities.

VI. CONCLUSIONS

In this study the active structural acoustic control effec-
tiveness of a new smart panel with sixteen triangularly
shaped piezoelectric patch actuators having the base edges
evenly distributed along the perimeter of the panel and ve-
locity sensors at the vertices opposite to the base edges has
been assessed and contrasted with that of a conventional
smart panel made by a 434 array of square piezoelectric
patch actuators evenly distributed over the surface of the
panel at the centers velocity sensors. For both systems the
control effectiveness and stability issues of MIMO decentral-
ized or SISO velocity feedback control architectures have
been analyzed.

As summarized in Table III the MIMO system with
square actuators and velocity sensors at their centers rela-
tively large reductions of the integrated kinetic energy and
sound transmission ratio between 0 and 1 kHz can be
achieved with a maximum value of, respectively,217 and
29 dB. However the MIMO system with triangular actua-
tors and velocity sensors at the tips produces even larger
reductions, respectively, of219 and211 dB. Therefore the
new system with triangular actuators and velocity sensors at
the tips which are evenly distributed along the borders of the
panel is not just able to replicate the results of the conven-
tional smart panel with sixteen square piezoelectric patch
actuators and velocity sensors at their centers. On the con-
trary it produces larger control reductions in particular with
reference to the far field sound radiation. This is probably
due to the fact that the active damping action is generated
along the borders of the panel where indeed the sound radia-
tion occurs at low frequencies below coincidence. The same
type of behavior is obtained for the case where a SISO con-
trol architecture is implemented except that the reductions of
the integrated kinetic energy and sound transmission ratio
between 0 and 1 kHz go down, respectively, to212 and
28 dB for the system with square actuators and velocity
sensors at their centers and, respectively, to214.5 and

FIG. 19. Nyquist plots for the frequency response functions of the 434 grid of closely located velocity sensors and square piezoelectric patches actuators
~left, type b in Fig. 2! and 16 closely located velocity sensors and triangular piezoelectric patches actuators~right, type d in Fig. 2!.
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210 dB for the system with triangular actuators and velocity
sensors at the tips. Since for both control arrangements the
error sensors are evenly spaced either over the surface of the
panel or along its perimeter, then no control signal is gener-
ated in correspondence to even–even or even–odd resonant
modes which are therefore not controlled. Since the sound
radiation efficiency of these modes is relatively low, then this
phenomenon has little effect on the overall reduction of the
sound radiation but, as confirmed by the data in Table III, it
has relatively large effects on the vibration response of the
panel and thus on its near field sound radiation.

The stability of one decentralized control unit for the
two control arrangements has also been assessed by consid-
ering the Bode and Nyquist plots of the sensor-actuator fre-
quency response function. This analysis has indicated that
the triangular actuator is less effective at higher frequencies
than the square actuator. Also, the triangular shaping gener-
ates a point force at the tip of the actuator where the point
velocity sensor is placed so that a better collocation effect is
obtained than with the square actuator. These two phenom-

ena makes the system with triangularly shaped actuators and
velocity sensors at the tips to be relatively more stable so that
direct velocity feedback control loops could be implemented
up to relatively large control gains. Similar type of results
have also been obtained for the SISO control architecture in
which case the stability is even enhanced by the fact that the
sensor does not measure the vibration contribution of even–
even or even–odd resonant modes.
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Transient near-field acoustical holography~NAH! formulation is derived from the Helmholtz
equation least squares~HELS! method to reconstruct acoustic radiation from a spherical surface
subject to transient excitations in a free field. To facilitate derivations of temporal solutions, we
make use of the Laplace transform and expansion in terms of the spherical Hankel functions and
spherical harmonics, with their coefficients settled by solving a system of equations obtained by
matching an assumed-form solution to the measured acoustic pressure. To derive a general form of
solution for a temporal kernel, we replace the spherical Hankel functions and their derivatives by
polynomials, recast infinite integrals in the inverse Laplace transform as contour integrals in a
complexs-plane, and evaluate it via the residue theorem. The transient acoustic quantities anywhere
including the source surface are then obtained by convoluting the temporal kernels with respect to
the measured acoustic pressure. Numerical examples of reconstructing transient acoustic fields from
explosively expanding, impulsively accelerating, and partially accelerating spheres, and that from a
sphere subject to an arbitrarily time-dependent excitation are depicted. To illustrate the effectiveness
of HELS-based transient NAH formulations, all input data are collected along an arbitrarily selected
line segment and used to reconstruct transient acoustic quantities everywhere.@Work supported by
NSF.# © 2005 Acoustical Society of America.@DOI: 10.1121/1.1841771#
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I. INTRODUCTION

Analyses of transient acoustic radiation are often en-
countered in engineering applications because most vibrating
structures are subject to impulsive or transient force excita-
tions. In many cases, the transient excitations are unspecified
and therefore the structural vibration responses are unknown,
which makes the analysis of resultant acoustic field difficult.
It is worth noticing that there are available numerous papers
on predicting the transient acoustic1–10 and electromagnetic
fields11–15 from finite objects subject to given excitations or
boundary conditions. Of particular interest is the paper by
Hansen16 on predicting time–domain acoustic radiation us-
ing a spherical near-field scanning around an arbitrary object.
In other words, a single set of time–domain near-field mea-
surements on a scanning sphere that encloses an arbitrarily
shaped source can yield the time–domain acoustic field ev-
erywhere outside this scanning sphere.

However, the literature on the reconstruction of a tran-
sient acoustic field is very scarce. This scarceness is due to a
lack of an effective methodology to deal with an inverse
acoustic radiation problem in the time domain based on the
limited information of acoustic pressure measurements.

One possible way of tackling transient acoustic radiation
from an arbitrary object is to use the Kirchhoff–Helmholtz
integral theory,17 which correlates the field acoustic pressure
to surface acoustic pressure and normal surface velocity.
These surface acoustic quantities are governed by the
Kirchhoff–Helmholtz integral equation and must be solved
before the field acoustic pressure can be calculated. For an
arbitrary surface, this Kirchhoff–Helmholtz integral theory
can only be implemented numerically through the boundary
element method~BEM! by discretizing the surface into ele-
ments and calculating the acoustic quantities on each of the

discrete nodes. Since the acoustic quantities on these nodes
have different emission times for an observer in any fixed
coordinate system, the integrals are time dependent. Accord-
ingly, one must discretize the integrals in both time and spa-
tial domains, thus making the numerical computations ex-
tremely time consuming.5

An alternative in transient NAH is to reconstruct the
acoustic quantities in the frequency domain first and take an
inverse Fourier transform to retrieve the time domain signals.
Wang was the first to reconstruct transient acoustic radiation
from a vibrating object in this manner.18 In his Ph.D. disser-
tation, Wang demonstrated that a transient acoustic field
could be reconstructed in the frequency domain using the
Helmholtz equation least squares~HELS! method,19 and then
taking an inverse Fourier transform to recover the time his-
tory of the normal surface velocity response. The infinite
integral in inverse Fourier transform was calculated by direct
numerical integration. Needless to say, numerical computa-
tions involved in this reconstruction process were intensive.
Therefore, a direct calculation of an inverse Fourier trans-
form to reconstruct transient acoustic radiation is not advis-
able.

Hald showed another pioneering work on reconstruction
of temporal acoustic field via the so-called nonstationary
spatial transformation of sound field~NS-STSF!.20 NS-STSF
is based on time–domain holography~TDH! that processes
the acoustic pressures measured by using a two-dimensional
microphone array with the neighboring microphones sepa-
rated by a half-wavelength. TDH ‘‘can be seen as a sequence
of snapshots of instantaneous pressure over the array area,
the time separation between subsequent snapshots being
equal to the sampling interval in A/D conversion. Similarly,
the output of TDH is a time sequence of snapshots of a
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selected acoustic quantity in a calculation plane parallel to
the measurement plane.’’20 Therefore, what we see is an
acoustic pressure or intensity distribution in the frequency
domain at some fixed instants over the recorded measure-
ment time period. This is why it is called nonstationary STSF
~NS-STSF!, but not transient STSF. Note that NS-STSF is
subject to the same restrictions as STSF. Namely, it is valid
for reconstructing acoustic quantities on a planar surface in
free space only, and allows for the projection of acoustic
quantities along the microphones perpendicular to a mea-
surement plane.

The objective of this paper is to derive transient NAH
formulations using the HELS method21 to visualize acoustic
waves traveling in both space and time based on a finite
number of acoustic pressure measurements in free space. It is
worth mentioning that HELS is valid for a arbitrarily shaped
sources22 and has been used successfully to reconstruct time-
harmonic acoustic radiation from vibrating structures in both
exterior23,24 and interior regions.25,26

The difference between Hansen’s work and the present
one is that the former is a forward problem in which the
cause~sound source! is given and its effect~sound field! is
sought. On the other hand, the reconstruction of a transient
acoustic field is a backward problem in which the effect is
partially known via measurements, and the cause on a source
surface is sought. Mathematically, a backward problem may
be ill posed because the input data may be incomplete and
inaccurate. Therefore, reconstruction is much more difficult
to handle than prediction. A common approach to an ill-
posed reconstruction problem is to regularize it by suppress-
ing the small singular values that tend to inflate the errors
embedded in the input and distort the reconstructed acoustic
image.

For simplicity, our attention is focused on a spherical
surface~the extension to a nonspherical surface is shown in a
separate paper!. In Sec. II we present HELS formulations for
reconstructing transient acoustic quantities on a sphere in a
free field. In Sec. III we derive general formulations for the
temporal kernels. Stability of the solutions thus obtained is
discussed in Sec. IV. Also shown are transient formulations
via a spherical wave expansion with its coefficients deter-
mined by the orthogonality properties of the spherical har-
monics. The advantages and disadvantages of these two ap-
proaches are discussed in Sec. V. In Sec. VI we demonstrate
numerical examples of reconstructing the transient acoustic
quantities produced by explosively expanding, impulsively
accelerating, and impulsively accelerating baffled spheres, as
well as those by a sphere subject to an arbitrarily time-
dependent excitation. Conclusions are drawn in Sec. VII.

II. TRANSIENT HELS FORMULATIONS

Consider transient acoustic radiation from a sphere in a
free field of densityr0 and speed of soundc. Assume that the
sphere is excited att5t0 and prior to that the acoustic pres-
sure at any point is zero, i.e.,p(x;t)50 at t,t0 . Our objec-
tive is to reconstruct the transient acoustic quantities every-
where, including the source surface, based on acoustic

pressure signals measured on a conformal surfaceG around
the source. To this end, let us first define the Laplace trans-
form pair for a functionf (x;t) as

F~x;s!5E
0

`

f ~x;t !e2st dt and

f ~x;t !5
1

i2p E
e2 i`

e1 i`

F~x;s!est ds, ~1!

wheres is a complex variable in the Laplace ors domain,e
is a real constant that is greater than the real parts of all
singularities ofF(x;s). Note that the functionf (x;t) in Eq.
~1! satisfies the condition*0

`u f (x;t)e2studt,` for some fi-
nite real value ofs, and e is strategically placed to ensure
that the real parts of all singularities ofF(x;s) fall on the
left-half s plane so the result is bounded ast→`.27 Accord-
ingly, we can express the acoustic pressure in thes domain as
an expansion,21 which can be written under the spherical
coordinates as

P~r ,u,f;s!5 (
n50

N

(
l 52n

n

hn~b!Yn
l ~u,f!Cnl~s!, ~2!

whereb5 isr/c, hn(b) are the spherical Hankel functions of
order n of the first kind, Yn

l (u,f) represent the spherical
harmonics, andCnl(s) stands for the expansion coefficients.
To determine the values ofCnl(s), we can take acoustic
pressure measurements over an enclosure conformal to the
source atxG[$xm

G %TPG, m51 to M, whereM.J; hereJ
5(11N)2 indicates the total number of expansion terms in
~2!. In a matrix form, this can be written as

P~xG;s!5C~xG;s!C~s!, ~3!

whereP(xG;s) and C(s) represent the column vectors that
contain measured acoustic pressures and expansion coeffi-
cients, respectively, andC(xG;s) is the matrix whose ele-
ments are given by

Cnl~r m
G ,um

G ,fm
G ;s!5hn~bm

G !Yn
l ~um

G ,fm
G !.

The solution to Eq.~3! can be expressed as

C~s!5C~xG;s!†P~xG;s!; ~4!

here C(xG;s)†5@C(xG;s)HC(xG;s)#21C(xG;s)H denotes
a pseudoinversion of the transfer matrixC(xG;s) and super-
script H implies a conjugate transpose. Once theC(s)’ are
specified the acoustic pressure on the source surfacex0PS0

or anywhere else can be reconstructed,

P~x0 ;s!5Gp~x0uxG;s!P~xG;s!, ~5!

where Gp(x0uxG;s)5C(x0 ;s)C(xG;s)† is the transfer ma-
trix for reconstructing acoustic pressure.

The normal surface velocity of a source can then be
obtained via the Euler’s equation,

V~x0 ;s!5Gn~x0uxG;s!P~xG;s!, ~6!

where Gn(x0uxG;s)5F(x0 ;s)C(xG;s)† is the transfer ma-
trix for reconstructing the normal surface velocity,F(x0 ;s)
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52(r0s)21]C(x0 ;s)/]r 0 , andr0 is the density of the me-
dium. Note that since the source is a sphere, the normal
derivative becomes a derivative with respect to the radiusr 0 .

The time–domain acoustic pressure and normal compo-
nent of velocity at thejth point on the source surfacex0

[(r 0 ,u0 ,f0) is obtained by taking an inverse Laplace trans-
form of ~5! and~6!, which is expressible as a convolution in
a time domain:28

pj~x0 ;t !5 (
m51

M

gjm
p ~x0uxm

G ;t !+pm~xm
G ;t !, ~7!

n j~x0 ;t !5 (
m51

M

gjm
n ~x0uxm

G ;t !+pm~xm
G ;t !, ~8!

where xm
G PG, m51 to M, and the temporal kernels

gjm
p (x0uxm

G ;t) andgjm
n (x0uxm

G ;t) are given by

gjm
p ~x0uxm

G ;t !5
1

i2p E
e2 i`

e1 i`

Gjm
p ~x0uxm

G ;s!est ds, ~9a!

gjm
n ~x0uxm

G ;t !5
1

i2p E
e2 i`

e1 i`

Gjm
n ~x0uxm

G ;s!est ds. ~9b!

It is emphasized that general closed-form solutions for
the temporal kernelsgjm

p (x0uxm
G ;t) andgjm

n (x0uxm
G ;t) cannot

be found since measurement and reconstruction locations are
arbitrary. The reason for having a flexible measurement
scheme is because it is impractical to stipulate that acoustic
pressure measurements be taken on a fixed configuration,
say, a spherical surface.

III. TEMPORAL KERNELS

The integrands in Eqs.~9a! and ~9b! are given by
Gjm

p (x0uxm
G ;s)5C j (x0 ;s)C j (xm

G ;s)† and Gjm
n (x0uxm

G ;s)
5F j (x0 ;s)C j (xm

G ;s)†, respectively, where C j (x;s)
[Cnl(r ,u,f;s)5hn(b)Yn

l (u,f) and F j[Fnl(x;s)
52(r0s)21hn8(b)Yn

l (u,f); here the indicesj, n, and l are
related together viaj 5n21n1 l 11, with n increasing from
0 to N and l from 2n to n.

To facilitate evaluations of the temporal kernels, we re-
cast the infinite integrals in Eqs.~9! into contour integrals:29

gjm
p ~x0uxm

G ;t !5
1

i2p R
l
Gjm

p ~x0uxm
G ;s!est ds, ~10a!

gjm
n ~x0uxm

G ;t !5
1

i2p R
l
Gjm

n ~x0uxm
G ;s!est ds, ~10b!

where contourl consists of a straight line from2 i Im(s) to
1 i Im(s) and a semicircle of radiususu on the left-half
s-plane in counterclockwise direction. The contribution of
this integral along the semicircle is identically zero asusu
→`. This is obvious if we notice that the integrand in Eq.
~10! contains the factorest that decays exponentially asusu
→` and t.0.

The contour integrals in~10! can be evaluated using the
residue theory.30 To this end, we replace the spherical Hankel
functions and their derivatives inGjm

p (x0uxm
G ;s) and

Gjm
n (x0uxm

G ;s) by polynomials ofs:

hnS ir

c
sD52e2rs/c(

q50

n
~n1q!!

i n2qq! ~n2q!!
S c

r D
q11 1

sq11
,

~11a!

hn8S ir

c
sD5e2rs/c(

q50

n
~n1q!! @~rs/c!1~q11!#

i n2qq! ~n2q!!

3S c

r D
q11 1

rsq11
. ~11b!

Substitute Eq. ~11! into Gjm
p (x0uxm

G ;s) and
Gjm

n (x0uxm
G ;s), use partial expansion to recast the polyno-

mial of @s2(sjm
p )q#21, and sum them up in terms of the

distinct real and pairs of complex poles. Doing so, we obtain

Gjm
p ~x0uxm

G ;s!5e@ t01~r m
G

2r 0!/c#sF (
q50

Qjm
p

21
P jm

p ~sjm
p !q

s2~sjm
p !q

1 (
q50

Q̂jm
p

21
P̂jm

p ~ ŝjm
p !q

s222 Re~ ŝjm
p !qs1uŝjm

p uq
2G , ~12a!

Gjm
n ~x0uxm

G ;s!5e@ t01~r m
G

2r 0!/c#sF (
q50

Qjm
n

21
P jm

n ~sjm
n !q

s2~sjm
n !q

1 (
q50

Q̂jm
n

21
P̂jm

n ~ ŝjm
n !q

s222 Re~ ŝjm
n !qs1uŝjm

n uq
2G , ~12b!

where (sjm
p )q and (ŝjm

p )q denote theqth distinct real pole and
qth pair of complex poles for reconstructing the surface
acoustic pressure, respectively,P jm

p (sjm
p )q and P̂jm

p ( ŝjm
p )q

stand for the residues that correspond to (sjm
p )q and (ŝjm

p )q ,
respectively,Qjm

p and Q̂jm
p are the total numbers of distinct

real and pairs of complex poles forGjm
p (x0uxm

G ;s). Similarly,
(sjm

n )q and (ŝjm
n )q indicate theqth distinct real and complex

poles for reconstructing the normal surface velocity, respec-
tively, P jm

n (sjm
n )q andP̂jm

n ( ŝjm
n )q are the residues that corre-

spond to (sjm
n )q and (ŝjm

n )q , respectively, andQjm
n and Q̂jm

n

are the total numbers of distinct poles and pairs of complex
poles forGjm

n (x0uxm
G ;s). The general solutions for the tem-

poral kernels can be obtained by multiplying sums of the
residues byi2p:
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gjm
p ~x0uxm

G ;t !5F (
q50

Qjm
p

21

P jm
p ~sjm

p !qe2~sjm
p

!qt

1 (
q50

Q̂jm
p

21
sin~v jm,q

p t1g jm,q
p !

v jm,q
p

3P̂jm
p ~ ŝjm

p !qe2s jm,q
p tGHS t2t02

r m
G 2r 0

c D ,

~13!

gjm
n ~x0uxm

G ;t !5F (
q50

Qjm
n

21

P jm
n ~sjm

n !qe2~sjm
n

!qt

1 (
q50

Q̂jm
n

21
sin~v jm,q

n t1g jm,q
n !

v jm,q
n

3P̂jm
n ~ ŝjm

n !qe2s jm,q
n tGHS t2t02

r m
G 2r 0

c D ,

where H(t2t02r m
G 2r 0 /c) is the Heaviside step function,

andv jm , s jm , andg jm are defined as

v jm,q
p 5Im~ ŝjm

p !q , ~14a!

s jm,q
p 5Re~ ŝjm

p !q , ~14b!

g jm,q
p 5tan21@2Im~ ŝjm

p !q /Re~ ŝjm
p !q#, ~14c!

v jm,q
n 5Im~ ŝjm

n !q , ~14d!

s jm,q
n 5Re~ ŝjm

n !q , ~14e!

g jm,q
n 5tan21@2Im~ ŝjm

n !q /Re~ ŝjm
n !q#. ~14f!

Equation ~13! illustrates that the temporal kernels act
like weighting functions. The first terms in the square brack-
ets of Eq.~13! resulting from the distinct real poles (sjm

p )q

and (sjm
n )q decay exponentially in time. The second terms in

the square brackets that result from distinct complex poles
( ŝjm

p )q and (ŝjm
n )q are sinusoidal; however, their amplitudes

decay exponentially in time and decrease monotonically in
frequency. The rates of exponential decay are dictated by the
real partss jm,q

p and s jm,q
n , and the angular frequencies are

depicted by the imaginary partsv jm,q
p and v jm,q

n of ( ŝjm
p )q

and (ŝjm
n )q . By convoluting the temporal kernels with mea-

sured acoustic pressures, we can reconstruct the transient
acoustic waves that travel in space and time.

IV. STABILITY OF SOLUTIONS

As in any inverse problem, we may face an ill-posedness
difficulty in reconstructing the temporal acoustic quantities.

In time-harmonic NAH, this ill-posedness problem is dealt
with via regularization that smoothes the dependence of so-
lution on the input data.31 A common approach is to employ
Tikhonov regularization~TR!32 with a certain parameter
choice method together with singular value decomposition
~SVD!. The objective of TR is to strike a balance between
minimal residues and minimal solution norms, while SVD
enables one to expand an acoustic quantity in terms of the
principal acoustic modes and eliminate the evanescent waves
that may drop below the ambient noise level and cause dis-
tortions in reconstruction.33

In transient NAH regularization can be done conve-
niently by eliminating the poles that stay close to the imagi-
nary axis. Since the contour integral is carried out in the
left-half s plane, the real part of a distinct pole is negative
and the amplitude of the corresponding temporal kernel de-
cays exponentially in time. This guarantees a stability of a
temporal solution. However, when a pole approaches the
imaginary axis, its real part diminishes and the amplitude of
corresponding temporal kernel decays very slowly. Under
this condition, the errors embedded in the input data may
remain finite and be transferred to the reconstructed acoustic
quantities.

To circumvent this difficulty, we can design a low-pass
filter that eliminates all poles whose real parts are larger than
a tolerancee. Accordingly, we can rewrite Eq.~12! as

Gjm
p ~x0uxm

G ;s!5e@ t01~r m
G

2r 0!/c#sF (
q50

Q jm
p

21
P jm

p ~sjm
p !q

s2~sjm
p !q

1 (
q50

Q̂jm
p

21
P̂jm

p ~ ŝjm
p !q

s222 Re~ ŝjm
p !qs1uŝjm

p uq
2G , ~15a!

Gjm
n ~x0uxm

G ;s!5e@ t01~r m
G

2r 0!/c#sF (
q50

Q jm
n

21
P jm

n ~sjm
n !q

s2~sjm
n !q

1 (
q50

Q̂jm
n

21
P̂jm

n ~ ŝjm
n !q

s222 Re~ ŝjm
n !qs1uŝjm

n uq
2G , ~15b!

whereQ jm
p andQ̂jm

p are total numbers of the principal poles
for reconstructing surface acoustic pressure,Q jm

n and Q̂jm
n

are those of the principal poles for reconstructing normal
surface velocity in the time domain, and the rest poles whose
real parts are larger thane are eliminated. Thus, this low-pass
filter effectively expands an acoustic quantity in terms of the
principal acoustic modes that remain bounded in the time
domain, which is equivalent to what truncated SVD does for
time-harmonic NAH applications. Accordingly, the regular-
ized temporal kernels can be written as
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gjm
p ~x0uxm

G ;t !5F (
q50

Q jm
p

21

P jm
p ~sjm

p !qe2~sjm
p

!qt

1 (
q50

Q̂jm
p

21
sin~v jm,q

p t1g jm,q
p !

v jm,q
p

3P̂jm
p ~ ŝjm

p !qe2s jm,q
p tGHS t2t02

r m
G 2r 0

c D ,

~16!

gjm
n ~x0uxm

G ;t !5F (
q50

Q jm
n

21

P jm
n ~sjm

n !qe2~sjm
n

!qt

1 (
q50

Q̂jm
n

21
sin~v jm,q

n t1g jm,q
n !

v jm,q
n

3P̂jm
n ~ ŝjm

n !qe2s jm,q
n tGHS t2t02

r m
G 2r 0

c D .

V. SPHERICAL WAVE EXPANSION

Since in this paper we focus on a spherical surface, it is
possible to reconstruct transient acoustic quantities using the
spherical wave expansion theory. Assume that the transient
acoustic field is radiated from a sphere of radiusr 5r 0 . Then
we can write the acoustic pressure as29

P~r ,u,f;s!5 (
n50

`

(
l 52n

n

hn~ isr/c!Yn
l ~u,f!Dnl~s!, ~17!

where the expansion coefficientsD(s) can be determined by
multiplying both sides of Eq.~17! by a complex conjugate of
the spherical harmonicsYn

l (u,f)* , integrating the resultant
equation over a sphere of radiusr 5r m that enclose the
source and on which the acoustic pressures are measured,
and then using the orthogonality properties of the spherical

harmonics. OnceD(s) are specified, the surface acoustic
pressure can be written as

P~r 0 ,u,f;s!5 (
n50

`
hn~ isr0 /c!

hn~ isrm /c! (
l 52n

n

Yn
l ~u,f!

3E
Vm

E P~r m ,um ,fm ;s!

3Yn
l ~um ,fm!* dVm , ~18!

where a superscript* implies a complex conjugate and
dVm5sinumdumdfm is the solid angle of integration over
the measurement sphere.

The temporal surface acoustic pressure can now be ob-
tained by taking an inverse Laplace transform of~18!, which
is expressible as a temporal convolution in the form of Eq.
~7!:

FIG. 1. Schematic of measurements of acoustic pressures from a partially
accelerated sphere.

FIG. 2. A comparison of the recon-
structed normal surface velocity distri-
butions on the surface of an explo-
sively expanding sphere and actual
excitation. Solid line: excitation;l:
reconstructed.
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p~r 0 ,u,f;t !5 (
n50

`

An~r 0 ,r m ;t !+D̃n~r m ,u,f;t !, ~19!

whereAn and D̃n are defined, respectively, by

An~r 0 ,r m ;t !5
1

i2p E
e2 i`

e1 i` hn~ isr0 /c!

hn~ isrm /c!
est ds, ~20a!

D̃n~r m ,u,f;t !5 (
l 52n

n

Yn
l ~u,f!

3E
Vm

E p~r m ,um ,fm ;t !

3Yn
l ~um ,fm!* dVm . ~20b!

The expansion coefficientsAn can be evaluated in ex-
actly the same way as that for which the temporal kernel
gjm

p (x0uxm
G ;t) is obtained~see Sec. III!. Thus, the spherical

wave expansion is similar to HELS for a spherical surface;
however, there are major differences between the two meth-
ods, as summarized below.

~1! The spherical wave expansion is an infinite series and its
solution converges uniformly in the region outside a
sphere of radiusr 5r 0 . HELS is a finite expansion and
its solution is approximate, but nonetheless valid every-
where, even on an arbitrary source surface.22

~2! The spherical wave expansion uses the orthogonality
property to determine its expansion coefficients, whose

FIG. 3. Reconstructed 3-D transient acoustic pressure fields generated by an explosively expanding sphere.
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values are fixed and independent of the number of ex-
pansion terms. HELS determines its coefficients by
matching the assumed-form solution to the measured
acoustic pressures and employs the least squares to mini-
mize the residue norms.

~3! The spherical wave expansion requires that the acoustic
pressure measurements be taken over a spherical surface.
HELS has no restrictions whatsoever on measurement
locations.

Note that in practice it is not easy to take acoustic pres-
sure measurements on a spherical surface. The flexibility of
HELS in accommodating any measurement configuration
can make it the method of choice for NAH. In Sec. VI, we
illustrate numerical examples of reconstructing transient
acoustic radiation from spheres by taking 12 measurements
of the acoustic pressure along a straight line. Note that there
is no way of knowing how many measurements are needed,
because in general there is no prior knowledge of the source
characteristics. If measurements are severely insufficient, the
problem will be highly ill posed and the reconstructed image
be greatly distorted. On the other hand, if too many measure-
ments are taken, the reconstruction process can be too expen-
sive and costly. So we must strike a balance between accu-
racy and cost in this case.

VI. NUMERICAL EXAMPLES

In this section, we use the transient NAH formulations
~7! and ~8! derived in Sec. III to reconstruct the transient
acoustic quantities generated by a sphere. To facilitate vali-
dations of the reconstructed field, we consider a sphere of
radiusr 051 m subject to an impulsive excitation for which
the analytic solution is readily available:

n~r 0 ,u0 ,f0 ;t !5 n̂~r 0 ,u0 ,f0!H~ t2t0!, ~21!

where n̂(r 0 ,u0 ,f0) is the amplitude of the normal velocity
on the source surface.

In time-harmonic NAH it has been shown that satisfac-
tory reconstruction can be obtained by taking acoustic pres-

sure measurements on a surface conformal to the source ge-
ometry. This is especially true in transient NAH for the
microphones can capture transient signal simultaneously. To
test the effectiveness of the present formulations, we delib-
erately align the microphones along a line segment because
this is easy to implement in practice. Figure 1 illustrates 11
measurement microphones that are placed on a straight line
that intersects thex axis at 135° with a minimum distance of
d50.1 m. Apparently, under such a measurement scheme, an
acoustic signal cannot reach all microphones simultaneously,
which makes reconstruction a challenge. Accordingly, we
take a shot segment of measurements of acoustic pressures
and ensure that all microphones have received the signals,
although the amplitudes at these microphones may be quite
different. The signals thus obtained are taken as input data to
Eqs. ~7! and ~8! to reconstruct the entire acoustic field in-
cluding the source surface in the time domain.

A. Explosively expanding sphere

The first example is concerned with reconstruction of
transient acoustic radiation from an explosively expanding
sphere in free space. Since the resultant field is spherically
symmetric, the acoustic pressure is a function of the radial
distance and time only. The analytic solution for an explo-
sively expanding sphere is given by29

FIG. 4. A comparison of the recon-
structed normal surface velocity distri-
butions on the surface of an impul-
sively accelerated sphere and actual
excitation. Solid line: excitation;j:
reconstructed.

TABLE I. Comparison of coefficientsz j for a partially impulsively accel-
erating baffled sphere.

z j Reconstructed values Analytic Values

z1 16.69999E202 16.70000E202
z2 11.87500E201 11.87500E201
z3 12.70633E201 12.70633E201
z4 13.00783E201 13.00781E201
z5 12.74016E201 12.74016E201
z6 11.98730E201 11.98730E201
z7 19.34531E202 19.34529E202
z8 21.76239E202 21.76239E202
z9 21.10301E201 21.10301E201
z10 21.65869E201 21.65869E201
z11 21.75139E201 21.75140E201
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FIG. 5. Reconstructed 3-D transient acoustic pressure fields generated by an impulsively accelerated sphere.

FIG. 6. A comparison of reconstructed
normal surface velocity distributions
on the surface of an impulsively accel-
erated baffled sphere and excitation.
Solid line: excitation; l: recon-
structed withJ54; j: reconstructed
with J58; m: reconstructed withJ
511.
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p~r ;t !

r0cn
5

r 0e2~ct2~r 2r 0!!/r 0

r
HS t2

~r 2r 0!

c D . ~22!

Equation~22! is used to generate transient acoustic pres-
sures at the microphone locations. It is emphasized that the
signal level at each microphone is different because the im-
pulse cannot reach all microphones simultaneously. These
acoustic pressure signals are taken as input to Eqs.~7! and
~8! to reconstruct the transient acoustic field. In this case,
there is only one distinct pole ats52c/r 0 , whose residue is
r 0 /r G; herer G is the radial distance of a microphone to the
center of the explosively expanding sphere (r 0,r G). The

FIG. 7. Reconstructed transient acoustic pressure field from an impulsively accelerated baffled sphere.

TABLE II. Distinct poles for an impulsively accelerated baffled sphere.

No. Distinct Polessj

1 25.53363E102 2 i3.28058E103
2 21.41101E103 2 i2.46182E103
3 21.87779E103 2 i1.80707E103
4 22.16515E103 2 i1.19157E103
5 22.32467E103 2 i5.92509E102
6 22.37603E103 1 i0.00000E100
7 22.32467E103 1 i5.29509E102
8 22.16515E103 1 i1.19157E103
9 21.87779E103 1 i1.80707E103
10 21.41101E103 1 i2.46182E103
11 25.53363E102 1 i3.28058E103
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test results show that solutions thus obtained converge rap-
idly. This is no surprise since the input data are exact. Hence
perfect reconstruction of surface acoustic pressure and nor-
mal surface velocity can be obtained directly.

For brevity, we only exhibit the comparison of recon-
structed normal surface velocities with the actual excita-
tion ~see Fig. 2! and three-dimensional images of acoustic
pressure fields at arbitrarily selected time instancest

t53.24 (ms), 4.41~ms!, 5.88 ~ms!, and 7.35 ~ms! ~see
Fig. 3!.

B. Impulsively accelerated sphere

The second example is reconstruction of transient acous-
tic radiation from an impulsively accelerated sphere in free
space, whose analytic solution is given by29

FIG. 8. A comparison of exact dimen-
sionless acoustic pressure~solid line!
and reconstructed ones~dashed line!
on the surface of a partially vibrating
sphere under an arbitrarily time-
dependent excitation.~a! Distribution
at t52.529 ms withe55.87531029;
~b! time history at u520° with e
54.60231028, where e5i$prec%
2$pexact%i2 /i$pexact%i2 .

FIG. 9. A comparison of the exact nor-
mal velocity history ~solid line! and
reconstructed one~dashed line! on the
surface of a partially vibrating sphere
under an arbitrarily time-dependent
excitation at u520° with e56.262
31023, wheree5i$n rec%2$nexact%i2 /
i$nexact%i2 .
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p~r ,u;t !

r0cn
5

r 0 cosu

r
e2~ct2~r 2r 0!!/r 0HS t2

~r 2r 0!

c D
3FcosS ct2~r 2r 0!

r 0
D

2S 12
r 0

r D sinS ct2~r 2r 0!

r 0
D G , ~23!

where cosu5n"eR ; heren is the unit normal on the source
surface andeR is the unit vector in the direction of wave
propagation from the source to a receiver.

Equation~23! is used to generate the field acoustic pres-
sures in the same manner as that described in the preceding
section. These signals are substituted in Eqs.~7! and ~8!
to reconstruct the temporal acoustic quantities. In this
case, there are a pair of complex conjugate poles located
at s5(216 i )(c/r 0). The corresponding residues are
(r 0/2r G)@17(r 0 /r G21)i #.

Figure 4 displays the reconstructed normal component
of velocity, which agrees perfectly with the actual excitation.
Figure 5 depicts the reconstructed acoustic pressure distribu-
tions produced by an impulsively accelerated sphere in free
space att53.24 (ms), 4.41~ms!, 5.88 ~ms!, and 7.35~ms!.

C. Impulsively accelerated baffled sphere

In this example, a small portion of the surface is impul-
sively accelerated and the rest area is rigidly baffled. Math-
ematically, we can write the normal surface velocity as

n~r 0 ,u,t !5 n̂0~r 0 ,u!@H~u1u0!2H~u2u0!#H~ t2t0!,
~24a!

where 2u0 is the vertex angle~in this example we select
2u0560°) andn̂(r 0 ,u) is the amplitude of the normal sur-
face velocity. The normal surface velocity can be rewritten as

n~r 0 ,u,t !5(
j 50

`

z j~r 0 ,u0!Pj~cosu!H~ t2t0!, ~24b!

where Pj (cosu0) represents the Legendre functions29 and
z j (r 0 ,u0) are the expansion coefficients. The analytic solu-
tion of transient acoustic pressure can be written as an infi-
nite series.30

Table I compares the reconstructed expansion coeffi-
cients with the exact values. Because of a rich content of
high spatial frequencies around the corners atu05630°, as
it is indicated by the Heaviside step function in Eq.~24a!, a
large number of expansion functions are required to approxi-
mate a sudden rise of the normal surface velocity. Figure 6
displays a comparison of the reconstructed normal surface
velocity using different numbers of expansion functions with
the actual excitation. Results indicate that the reconstructed
normal surface velocity converges to the actual one as the
number of expansion terms increases. Theoretically, if input
data are complete and error free, the reconstructed normal
surface velocity may converge to the true value as the num-
ber of expansion terms approaches infinity. However, this
will not happen since in reality the input data are incomplete

FIG. 10. A comparison of exact dimensionless acoustic
pressure~solid line! and reconstructed ones~dashed
line! in the field produced by a partially vibrating
sphere under an arbitrarily time-dependent excitation.
~a! Distribution at r 51.1 m, t52.529 ms, ande
53.12531028; ~b! Time history atr 51.1 m, u520°,
and e51.60731028, where e5i$prec%2$pexact%i2 /
i$pexact%i2 .
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and inaccurate. Therefore, regularization is needed to trun-
cate the expansion or eliminate unstable poles so that errors
in input are not amplified in reconstruction.

Table II lists the distinct polessj , j 51 to 11, in this
case. Once these poles are identified and the corresponding
residues are obtained, the temporal acoustic pressure can be
reconstructed by the temporal kernel with measured acoustic
pressures. Figure 7 shows reconstructed 3-D transient acous-
tic pressure fields produced by an impulsively accelerated
baffled sphere att53.24 (ms), 4.41~ms!, 5.88 ~ms!, and
7.35 ~ms!.

D. A partially vibrating sphere under an arbitrarily
time-dependent excitation

Finally, we show reconstruction of transient acoustic ra-
diation from a partially vibrating sphere subject to arbitrarily
time-dependent excitations in a free field. Without loss of
generality, we express the normal surface velocity as a sum
of harmonic functions with randomly selected amplitudes,
frequencies, and phases,

n~r 0 ,u,t !5 n̂0~r 0 ,u!@H~u1u0!2H~u2u0!#

3(
j 51

4

Aj sin~2p f nt1qn!H~ t2t0!, ~25!

where A151, A250.2, A350.3, A450.3, f 150.5, f 2523,
f 3556, f 45100, q1510°, q2540°, q3530°, and q4

540°. The input data are generated by superimposing con-
tributions from a partially vibrating sphere under individual
harmonic excitation. To test the effectiveness of the formu-
lations derived, we insert 5% spatially uncorrelated Gaussian
noise to the input data and substitute them in Eqs.~7! and~8!
to reconstruct the temporal acoustic quantities. To ensure a
satisfactory reconstruction, we regularize the solutions by
eliminating the poles that are close to the imaginary axis of
the s plane.

Note that in this case the distinct poles remain un-
changed~see Table II! since they depend on source geometry
and measurement configuration. However, the residues are
different because they are not only source geometry and
measurement configuration dependent, but also excitation
dependent. Once the residues are obtained, the temporal sur-
face acoustic pressure and normal surface velocity are ob-
tained by convoluting the temporal kernels over input acous-
tic pressures. As before, excellent reconstruction is obtained.
For brevity, we illustrate the comparisons of the recon-
structed acoustic pressure and normal velocity on the source
surface in the time domain~see Figs. 8 and 9!, the recon-
structed acoustic pressure on a spherical surface of radiusr
51.1 m att52.529 (ms) versus the benchmark values@see
Fig. 10~a!#, and the time history of acoustic pressure at a
field point r 51.1 m andu50° versus the benchmark values
@see Fig. 10~b!#.

VII. CONCLUSIONS

HELS formulations are extended to the reconstruction of
transient acoustic radiation from a spherical source subject to
arbitrarily time-dependent excitations in a free field. It is

shown that HELS enables one to obtain the satisfactory re-
construction of 3-D images of transient acoustic waves as
they travel in space and time based on a few measurements
taken along a finite line segment. Since HELS imposes no
restrictions whatsoever on measurement locations and since
the nature of HELS formulations is naturally suited for tran-
sient NAH, it can become the method of choice for visual-
izing transient acoustic quantities.
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Analytical approach for sound attenuation in perforated
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The acoustic attenuation performance of perforated dissipative circular expansion chambers with
inlet/outlet extensions is investigated. The eigenvalues and eigenfunctions of the sound field are
analytically determined in the extended inlet/outlet circular ducts, upstream/downstream end
annular dissipative chambers, and the central perforated dissipative expansion chamber. Utilizing
the continuity conditions of velocity/pressure at the interfaces, the transmission loss is predicted by
a two-dimensional analytical approach. For a specific configuration, such predictions are compared
with both experiments and a three-dimensional computational solution based on the substructure
boundary element technique, showing a reasonable agreement. The analytical results for the effect
of the absorbent resistivity, duct porosity, and geometry on the acoustic attenuation performance are
discussed in detail. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1867884#

PACS numbers: 43.50.Gf, 43.20.Mv@ANN# Pages: 2078–2089

I. INTRODUCTION

Due to the relative simplicity of their flow path leading
to low backpressure and desirable sound attenuation perfor-
mance with increasing frequency, dissipative silencers have
been used increasingly in gas flows, such as heating, venti-
lation, air conditioning, and automotive exhaust systems. To
predict their acoustic behavior, both three-dimensional~3D!
finite-element ~FEM!1–3 and boundary element methods
~BEM!4,5 have been developed for complex geometries. For
silencers of axially uniform and arbitrary cross sections, vari-
ous approaches6–11 have been adopted to reduce the compu-
tational time associated with a 3D FEM/BEM. Including the
effect of mean flow and calculating the eigenvalues by FEM,
Astley and Cummings6 obtained the modal attenuation rate
in a silencer of rectangular cross section. Cummings7 further
predicted the sound transmission in a dissipative silencer of
arbitrary cross section by using a segmented Rayleigh–Ritz
method. Glav obtained the eigenvalues~wave numbers! and
eigenfunctions of an infinite cylindrical dissipative silencer
of arbitrary cross section by using the point-matching8 and
null-field approaches;9 he further expanded10 the acoustic
field in a dissipative silencer by using the eigenfunctions and
adjusted to the boundary conditions at the inlet/outlet by
mode matching, then derived the transfer matrix for a si-
lencer of arbitrary cross section, while providing numerical
results for a silencer with elliptical cross section. Kirby11

derived the eigenvalues/eigenfunctions by employing a 2D
FEM, matched the expanded acoustic pressure and velocity
fields in the expansion chamber of dissipative silencer to the
inlet/outlet pipes by using point collocation, and obtained the
transmission loss.

For a dissipative silencer of simple cross section, such as

circular, various analytical approaches have also been
developed.12–15 Cummings and Chang12 obtained the trans-
mission loss of a dissipative expansion chamber including
the mean flow by a mode-matching technique. Kirby13 inves-
tigated the acoustic attenuation of a circular dissipative si-
lencer and obtained the transmission loss by using a simpli-
fied approach. Xuet al.14 developed a 2D analytical solution
to examine the acoustic performance of dissipative expan-
sion chambers by a pressure- and velocity-matching
technique.16 Selametet al.15 further investigated the effect of
perforated ducts on the sound attenuation in dissipative si-
lencers.

The foregoing studies1–15 have demonstrated that the
acoustic performance of a dissipative expansion chamber can
be improved by the fibrous material, though usually at rela-
tively high frequencies. Due to the coupling of broadband
domes of a simple expansion chamber and the resonant
peaks of a quarter-wave resonator, the inlet/outlet extensions
can enhance the transmission loss in an expansion chamber,
particularly at low frequencies.17–21 Utilizing the mode-
matching technique, A˚ bom17 developed a general 3D analyti-
cal approach to determine the four-pole parameters including
higher order mode effects for expansion chamber mufflers
with inlet/outlet extensions. Selamet and Ji18 investigated the
acoustic attenuation performance of circular expansion
chambers with extended inlet/outlet, and employed three ap-
proaches to determine the transmission loss: a 2D axisym-
metric analytical solution, a 3D BEM, and experiments. For
a circular expansion chamber with extended end inlet and
side outlet, they19 also investigated the acoustic attenuation
and determined the transmission loss by a 1D analytical ap-
proach, a 3D BEM, and experiments. Furthermore, Selamet
et al.20 studied the acoustic behavior of a circular dual-
chamber muffler by a 2D analytical approach, FEM, and ex-
periments, and investigated the effect of rigid baffles, thea!Electronic mail: selamet.1@osu.edu
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inner radius and the axial position of the baffle, and the inlet/
outlet extensions. For extended-duct and perforated-duct
mufflers, Torregrosaet al.21 obtained the end corrections by
a 2D FEM, and validated the predictions experimentally.

Although the dissipative silencers and the expansion
chambers with inlet/outlet extensions have been investigated
in detail, the combination of the two concepts—the perfo-
rated dissipative silencers with inlet/outlet extensions—
remains to be explored. The objective of the present study is
then to: ~1! investigate the acoustic attenuation of a perfo-
rated dissipative silencer with inlet/outlet extensions by a
two-dimensional analytical approach;~2! compare such pre-
dictions with the experimental and numerical results for a
specific configuration; and~3! examine analytically the effect
of absorbent resistivity, duct porosity, and geometry on the
transmission loss. Following this Introduction, Sec. II devel-
ops a two-dimensional analytical approach for the transmis-
sion loss of the perforated dissipative silencers with extended
inlet/outlet. Section III discusses the effects of absorbent re-
sistivity, duct porosity, and geometry on the transmission
loss, and compares the analytical results with the numerical
predictions and experiments. The study is concluded with
final remarks in Sec. IV.

II. TWO-DIMENSIONAL ANALYTICAL APPROACH

Consider a cylindrical expansion chamber of radiusr 2

and total lengthL5L11LC1L2 with solid inlet ~of length
L1) and outlet~of lengthL2) extensions, a perforated duct of
radiusr 1 , lengthLC , and porosityf, and a sound-absorbing
material between radiir 1 and r 2 , as shown in Fig. 1. The
origin of the x axis is located at the end of the solid inlet
duct. The absorbing material is assumed to be homogeneous
and isotropic, and characterized by the complex speed of
soundc̃ and densityr̃ ~The expressions are deferred to Ap-
pendix A.! The air in the airway is characterized by the speed
of soundc0 and densityr0 . The extended inlet duct, the
upstream end concentric annular chamber (2L1<x<0), the
central perforated expansion chamber (0<x<LC), the
downstream end concentric annular chamber (LC<x<LC

1L2), and the extended outlet duct are denoted by domains
I, II, III ~including the central airway IIIa and the concentric
outer chamber with sound-absorbing material IIIb), IV, and
V, respectively.

A. Wave propagation in domain I

For an axisymmetric wave propagation in the extended
inlet duct~domain I in Fig. 1!, the solution of the Helmholtz
equation can be written as

PA~r ,x!5 (
n50

`

~An
1e2 jkx,A,nx1An

2ejkx,A,nx!cA,n~r !, ~1!

with j 5A21, PA being the acoustic pressure in the inlet
pipe; An

1 and An
2 the modal amplitudes corresponding to

components traveling in the positive and negativex direc-
tions, respectively;r designates the radial direction;kx,A,n

the wave number in thex direction with subscriptsx,A,n
denoting axial direction, domain I, and order of the waves,
respectively;

cA,n~r !5J0~kr ,A,nr ! ~2!

is the eigenfunction,J0 is the zeroth-order Bessel function of
the first kind, andkr ,A,n the radial wave number satisfying
the rigid wall boundary condition of

J08~kr ,A,nr 1!50, ~3!

with wave numberskx,A,n andkr ,A,n being related by

kx,A,n
2 1kr ,A,n

2 5k0
2, ~4!

wherek05v/c052p f /c0 is the wave number in air,v being
the angular velocity, andf the frequency. In view of the lin-
earized momentum equation, the particle velocity in the axial
direction may then be written as

ux,A~r ,x!5
1

r0v (
n50

`

kx,A,n~An
1e2 jkx,A,nx2An

2ejkx,A,nx!

3cA,n~r !. ~5!

B. Wave propagation in domain II

The pressure for a two-dimensional axisymmetric wave
propagation in the upstream annular duct~Fig. 1: domain II
of lengthL1 , inner radiusr 1 , outer radiusr 2 , and filled with
sound-absorbing material! is expressed as

PB~r ,x!5 (
n50

`

~Bn
1e2 jkx,B,nx1Bn

2ejkx,B,nx!cB,n~r !, ~6!

FIG. 1. Perforated dissipative circular
expansion chamber with inlet/outlet
extensions.
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with PB being the acoustic pressure;Bn
1 andBn

2 the modal
amplitudes corresponding to components traveling in the
positive and negativex directions, respectively;kx,B,n the
axial wave number with subscriptB denoting domain II. The
eigenfunction for such a circular, concentric annular duct is

cB,n~r !5J0~kr ,B,nr !

2@J1~kr ,B,nr 2!/Y1~kr ,B,nr 2!#Y0~kr ,B,nr !, ~7!

with J1 being the first-order Bessel function of the first kind;
Y0 and Y1 being Bessel functions of the second kind of
zeroth- and first order;kr ,B,n the radial wave number satis-
fying

J1~kr ,B,nr 1!2@J1~kr ,B,nr 2!/Y1~kr ,B,nr 2!#Y1~kr ,B,nr 1!50.
~8!

The axial wave number of then mode kx,B,n is related to
kr ,B,n by

kr ,B,n
2 1kx,B,n

2 5 k̃2, ~9!

with k̃52p f / c̃ being the wave number in the fibrous mate-
rial. From the linearized momentum equation, Eq.~6! yields
the particle velocity in the axial direction as

ux,B~r ,x!5
1

r̃v (
n50

`

kx,B,n~Bn
1e2 jkx,B,nx2Bn

2ejkx,B,nx!

3cB,n~r !. ~10!

C. Wave propagation in domains III a and III b

Consider the central perforated dissipative expansion
chamber of radiusr 2 ~domain III in Fig. 1! with a perforated
screen of radiusr 1 and porosityf that separates the central
airway ~domain IIIa), and the sound-absorbing material in
the outer chamber between radiir 1 andr 2 ~domain IIIb). The
pressure may then be expressed as

PC~r ,x!5 (
n50

`

~Cn
1e2 jkx,C,nx1Cn

2ejkx,C,nx!cC,n,P~r !,

~11!

with

PC~r ,x!5H PIII a
~r ,x!, 0<r<r 1

PIII b
~r ,x!, r 1<r<r 2

, ~12a!

and

cC,n,P~r !5H c III a ,n,P~r !, 0<r<r 1

c III b ,n,P~r !, r 1<r<r 2

, ~12b!

where subscriptsC, III a , III b denote domains III, IIIa , and
III b , respectively;Cn

1 andCn
2 the modal amplitudes;kx,C,n

the axial wave number for both the central airway and ab-
sorbent material. The transverse modal eigenfunction for the
pressure is given by

cC,n,P~r !55
c III a,n,P~r !5C1J0~kr ,C,nr !

1C2Y0~kr ,C,nr !, 0<r<r 1

c III b,n,P~r !5C3J0~ k̃r ,C,nr !

1C4Y0~ k̃r ,C,nr !, r 1<r<r 2

,

~13!

wherekr ,C,n and k̃r ,C,n are the radial wave numbers for the
air and fibrous material, respectively, which are related to
kx,C,n by

kr ,C,n
2 1kx,C,n

2 5k0
2, ~14a!

k̃r ,C,n
2 1kx,C,n

2 5 k̃2. ~14b!

The wave numbers can be obtained from the characteristic
equation~derived from the boundary conditions of acoustic
pressure and radial particle velocity atr 50, r 1 , andr 2! as15

r0k̃r ,C,n

r̃kr ,C,n
F J0~kr ,C,nr 1!

J1~kr ,C,nr 1!
1

j z̃pkr ,C,n

k0
G

5
J0~ k̃r ,C,nr 1!Y1~ k̃r ,C,nr 2!2Y0~ k̃r ,C,nr 1!J1~ k̃r ,C,nr 2!

J1~ k̃r ,C,nr 1!Y1~ k̃r ,C,nr 2!2Y1~ k̃r ,C,nr 1!J1~ k̃r ,C,nr 2!
,

~15!

with z̃p ~given in Appendix B! being the nondimensionalized
perforate acoustic impedance, which relates the acoustic
pressure in the inner duct and outer chamber through the
interface. The coefficientsC1–C4 can also be expressed as

C151, ~16a!

C250, ~16b!

C35
kr ,C,nr̃

k̃r ,C,nr0

3
J1~kr ,C,nr 1!Y1~ k̃r ,C,nr 2!

J1~ k̃r ,C,nr 1!Y1~ k̃r ,C,nr 2!2J1~ k̃r ,C,nr 2!Y1~ k̃r ,C,nr 1!
,

~16c!

C452
J1~ k̃r ,C,nr 2!

Y1~ k̃r ,C,nr 2!
C3

52
kr ,C,nr̃

k̃r ,C,nr0

3
J1~kr ,C,nr 1!J1~ k̃r ,C,nr 2!

J1~ k̃r ,C,nr 1!Y1~ k̃r ,C,nr 2!2J1~ k̃r ,C,nr 2!Y1~ k̃r ,C,nr 1!
.

~16d!

With the solution of the wave numbers from Eq.~15! and the
coefficientsC1–C4 from Eq. ~16!, Eq. ~13! yields the ex-
pression for the transverse modal eigenfunction of the pres-
sure as
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cC,n,P~r !5H J0~kr ,C,nr !, 0<r<r 1

C5F J0~ k̃r ,C,nr !2
J1~ k̃r ,C,nr 2!

Y1~ k̃r ,C,nr 2!
Y0~ k̃r ,C,nr !G , r 1<r<r 2

, ~17a!

with

C55

Y1~ k̃r ,C,nr 2!F J0~kr ,C,nr 1!1
j z̃pkr ,C,n

k0

J1~kr ,C,nr 1!G
J0~ k̃r ,C,nr 1!Y1~ k̃r ,C,nr 2!2J1~ k̃r ,C,nr 2!Y0~ k̃r ,C,nr 1!

.

~17b!

From the linearized momentum equation

ux,C~r ,x!55
j

r0v

]PIII a

]x
, 0<r<r 1

j

r̃v

]PIII b

]x
, r 1<r<r 2

, ~18!

Eq. ~17! yields the particle velocity in the axial direction as

ux,C~r ,x!5
1

r0v (
n50

`

kx,C,n~Cn
1e2 jkx,C,nx2Cn

2ejkx,C,nx!

3cC,n,ux
~r !, ~19!

with the transverse modal eigenfunction for the velocity be-
ing expressed as

cC,n,ux
~r !5H J0~kr ,C,nr !, 0<r<r 1

C5

r0

r̃
F J0~ k̃r ,C,nr !2

J1~ k̃r ,C,nr 2!

Y1~ k̃r ,C,nr 2!
Y0~ k̃r ,C,nr !G , r 1<r<r 2

. ~20!

D. Wave propagation in domains IV and V

The acoustic pressure and axial particle velocity in do-
mains IV and V are similar to those in domains I and II, and
can be readily expressed as

PD~r ,x!5 (
n50

`

~Dn
1e2 jkx,D,n~x2LC!

1Dn
2ejkx,D,n~x2LC!!cD,n~r !, ~21a!

PE~r ,x!5 (
n50

`

~En
1e2 jkx,E,n~x2LC!

1En
2ejkx,E,n~x2LC!!cE,n~r !, ~21b!

ux,D~r ,x!5
1

r̃v (
n50

`

kx,D,n~Dn
1e2 jkx,D,n~x2LC!

2Dn
2ejkx,D,n~x2LC!!cD,n~r !, ~21c!

and

ux,E~r ,x!5
1

r0v (
n50

`

kx,E,n~En
1e2 jkx,E,n~x2LC!

2En
2ejkx,E,n~x2LC!!cE,n~r !, ~21d!

where subscriptsD andE denote domains IV and V, respec-
tively; Dn

1 , Dn
2 , En

1 , andEn
2 the amplitudes; with both the

eigenfunctionscD,n(r ), cE,n(r ) and wave numberskx,D,n ,
kx,E,n being similar to those of domains II and I.

E. Transmission loss prediction

With the pressure and particle velocity given by Eqs.
~1!, ~5!, ~6!, ~10!, ~17!, ~19!, and~21!, transmission loss can
then be obtained by solving the unknown coefficientsAn ,
Bn , Cn , Dn , and En using the boundary conditions atx
52L1 , 0, LC , andLC1L2 . In view of Eqs.~10! and~21!,
the rigid boundary condition at the left (x52L1) and right
(x5LC1L2) endplate of the chamber

ux,B50, for r 1<r<r 2 , x52L1 , ~22a!

and

ux,D50, for r 1<r<r 2 , x5LC1L2 , ~22b!

yields

Bn
15Bn

2e22 jkx,B,nL1, ~23a!

Dn
25Dn

1e22 jkx,D,nL2. ~23b!

At the interfaces of expansion (x50) and contraction (x
5LC), the continuities of the acoustic pressure and axial
velocity give

PC5PA , for 0<r<r 1 ,x50, ~24a!

PC5PB , for r 1<r<r 2 ,x50, ~24b!
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ux,C5H ux,A , for 0<r<r 1 ,x50

ux,B , for r 1<r<r 2 ,x50
, ~24c!

and

PC5PE , for 0<r<r 1 ,x5LC , ~25a!

PC5PD , for r 1<r<r 2 ,x5LC , ~25b!

ux,C5H ux,E , for 0<r<r 1 ,x5LC

ux,D , for r 1<r<r 2 ,x5LC
. ~25c!

In view of the expressions of the pressure and velocity as
infinite series of unknown amplitudes in Eqs.~1!, ~5!, ~6!,
~10!, ~17!, ~20!, and~21!, Eqs.~24! and ~25! yield

(
n50

`

~Cn
11Cn

2!cC,n,P~r !

5 (
n50

`

~An
11An

2!cA,n~r !, for 0<r<r 1 , ~26a!

(
n50

`

~Cn
11Cn

2!cC,n,P~r !

5 (
n50

`

~Bn
11Bn

2!cB,n~r !, for r 1<r<r 2 , ~26b!

(
n50

`

kx,C,n~Cn
12Cn

2!cC,n,ux
~r !

55 (
n50

`

kx,A,n~An
12An

2!cA,n~r !, for 0<r<r 1

r0

r̃ (
n50

`

kx,B,n~Bn
12Bn

2!cB,n~r !, for r 1<r<r 2

,

~26c!

and

(
n50

`

~Cn
1e2 jkx,C,nLC1Cn

2ejkx,C,nLC!cC,n,P~r !

5 (
n50

`

~En
11En

2!cE,n~r !, for 0<r<r 1 , ~27a!

(
n50

`

~Cn
1e2 jkx,C,nLC1Cn

2ejkx,C,nLC!cC,n,P~r !

5 (
n50

`

~Dn
11Dn

2!cD,n~r !, for r 1<r<r 2 , ~27b!

(
n50

`

kx,C,n~Cn
1e2 jkx,C,nLC2Cn

2ejkx,C,nLC!cC,n,ux
~r !

55 (
n50

`

kx,E,n~En
12En

2!cE,n~r !, for 0<r<r 1

r0

r̃ (
n50

`

kx,D,n~Dn
12Dn

2!cD,n~r !, for r 1<r<r 2

.

~27c!

In order to solve Eqs.~26! and ~27!, the infinite series of
unknown amplitudes needs to be truncated to a suitable num-
ber. In solving a similar problem, the acoustic field across the
discontinuities was matched in Refs. 14 and 15 by imposing
the continuities of the acoustic pressure/velocity integral
over discrete zones at the expansion/contraction. For dissipa-
tive silencers with inlet/outlet extensions, another analytical
approach18 proves to be more suitable to match the acoustic
field across the interfaces of expansion/contraction. For the
continuities of pressure at interfaces ofx50 andLC , multi-
plying both sides of Eqs.~26a! and ~27a! by cA,sdS or
cE,sdS gives

(
n50

`

~Cn
11Cn

2!^cC,n,PcA,s&0<r<r 1

5 (
n50

`

~An
11An

2!^cA,ncA,s&0<r<r 1
, for s50,1,...,̀ ,

~28!

(
n50

`

~Cn
1e2 jkx,C,nLC1Cn

2ejkx,C,nLC!^cC,n,PcE,s&0<r<r 1

5 (
n50

`

~En
11En

2!^cE,ncE,s&0<r<r 1
, for s50,1,...,̀ ,

~29!

with ^ & being the integration over the surface. Similarly, by
multiplying cB,sdS or cD,sdS, Eqs.~26b! and ~27b! give

(
n50

`

~Cn
11Cn

2!^cC,n,PcB,s& r 1<r<r 2

5 (
n50

`

~Bn
11Bn

2!^cB,ncB,s& r 1<r<r 2
, for s50,1,...,̀ ,

~30!

(
n50

`

~Cn
1e2 jkx,C,nLC1Cn

2ejkx,C,nLC!^cC,n,PcD,s& r 1<r<r 2

5 (
n50

`

~Dn
11Dn

2!^cD,ncD,s& r 1<r<r 2
, for s50,1,...,̀ .

~31!

By multiplying both sides of Eqs.~26c! and ~27c! by
cC,s,ux

dS, the continuities of axial velocity at interfaces of
x50 andLC provide
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(
n50

`

kx,C,n~Cn
12Cn

2!^cC,n,ux
cC,s,ux

&0<r<r 2

5 (
n50

`

kx,A,n~An
12An

2!^cA,ncC,s,ux
&0<r<r 1

1
r0

r̃ (
n50

`

kx,B,n~Bn
12Bn

2!^cB,ncC,s,ux
& r 1<r<r 2

,

for s50,1,...,̀ , ~32!

(
n50

`

kx,C,n~Cn
1e2 jkx,C,nLC2Cn

2ejkx,C,nLC!

3^cC,n,ux
cC,s,ux

&0<r<r 2

5 (
n50

`

kx,E,n~En
12En

2!^cE,ncC,s,ux
&0<r<r 1

1
r0

r̃ (
n50

`

kx,D,n~Dn
12Dn

2!^cD,ncC,s,ux
& r 1<r<r 2

,

for s50,1,...,̀ . ~33!

The expressions of the integrals^ & in Eqs. ~28!–~33! are
provided in Appendix C.

To determine the transmission loss of the perforated dis-
sipative silencers with inlet/outlet extensions:~1! the incom-
ing wave is assumed to be planar and its magnitudeA0

1 is
chosen to be unity for convenience, and~2! an anechoic ter-
mination is imposed at the exit by settingEn

250. Thus, in
view of Eq. ~23!, Eqs.~28!–~33! give a large~theoretically
infinite! number of relations 6(s11) for a large number of
unknowns 6(n11). The unknowns are the magnitudes of
incident and reflected waves in domains I–V (An

2 , Bn
2 , Cn

1 ,
Cn

2 , Dn
1 , andEn

1). Since higher modes have a diminishing
effect on the solution,s andn can be truncated toN, resulting

in 6(N11) equations with 6(N11) unknowns. The value of
N needed for a converged solution depends on the dimen-
sions of the chamber, and the frequency range of interest.
Once Eqs.~28!–~33! are solved, the transmission loss may
be determined as

TL5220 log10uE0
1u, ~34!

under the assumption that all transmitted waves in the outlet
pipe are nonpropagating modes except the first mode.

III. RESULTS AND DISCUSSION

For the perforated, dissipative circular expansion cham-
ber with inlet/outlet extensions studied here~recall Fig. 1!,
the following base parameters are chosen:r 152.45 cm, r 2

58.22 cm, L5L11LC1L2525.72 cm, R54896 Rayls/m
~for a filling density of 100 g/l!, porosity of perforated duct
f58%, thickness of the perforated ducttw50.09 cm, and
diameter of the holesdh50.249 cm. With the exception of
solid inlet/outlet extensions, this choice retains consistency
with the configuration of Ref. 15.

Figure 2 presents the analytical results for the transmis-
sion loss of a perforated dissipative circular expansion cham-
ber with extensionsL15L252.4 cm. To examine the accu-
racy of the analytical approach, the results from experiments
~utilizing the two-microphone technique! and computations
~BEM5! are also provided. For the current geometry and fre-
quency range of interest, the analytical results are sufficiently
accurate forN>9; hence,N59 is used in the remainder of
the study. The analytical results agree well with those of
BEM, and show a reasonable comparison with the measure-
ments. The transmission loss of this silencer has a peak value
at the resonance frequency around 1200 Hz, and exceeds 30
dB at a relatively broad frequency range (770 Hz< f
<1650 Hz.) The difference between predictions and mea-
surements is attributed to the approximations in-

FIG. 2. Transmission loss of a perfo-
rated dissipative silencer with inlet/
outlet extensions (r 152.45 cm,
r 258.22 cm, L5L11LC1L2

525.72 cm, L15L252.4 cm,
R54896 Rayls/m, f58%,
dh50.249 cm, andtw50.09 cm).
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volved in expressions for absorbing material properties and
perforation impedance, and filling/texturization method used
in the experiment.

Analytical TL predictions for perforated dissipative ex-
pansion chambers with different lengths of inlet/outlet exten-
sions (L1 ,L2) are presented in Fig. 3, while retaining the
same total length~L!. Figure 3~a! shows results for silencers
with L250 and varyingL1 ; Fig. 3~b! with L15L2 and vary-
ing lengths; Fig. 3~c! with L1ÞL2 and varying lengths. The
no-extension (L15L250) base case is also included in these
figures for comparison. Figures 3~a!–~c! reveal that:~1! the
extensions do not influence the low-frequency behavior, as
could partially be inferred from earlier empty silencer
results;18 ~2! increasing extension lengths reduces TL at high
frequencies; and~3! relatively small extensions improve TL
in midfrequency range: Note, for example, the silencer of
Fig. 3~b! with L15L253.5 cm with improved attenuation
~40 dB at the frequency range of 980 Hz< f <1450 Hz). Fur-
ther increase in extension lengths may suppress the attenua-
tion relative to the no-extension case: Note, for example, the
L15L257.5 cm configuration in Fig. 3~b!. The results in
Figures 3~a!–~c! for filled silencers may be contrasted to
their counterparts in Figs. 4~a!–~c! with the filling and per-
forations removed, while retaining the same geometry.

Using the same pairs of inlet/outlet extensions in Fig. 3,
the attenuation performance in the absence of perforated
screen is presented in Fig. 5. The effect of extensions at low-
and high-frequency regions are qualitatively similar to Fig.
3, while the reduction in TL is smaller in the absence of
perforations. Attenuation in midrange frequencies shows
some qualitative similarity to that of Fig. 3, for example, in
terms of some augmentation with shorter extensions and de-
terioration at longer extensions@see, for example, Fig. 5~b!#.
The same midrange also exhibits the differences such as:~1!
the longer extensions in the absence of perforations do not
hinder the TL as much; and~2! the resonances tend to move
to different frequencies and length combinations.

Analytical transmission loss for perforated dissipative
silencers with different flow resistivities (R51000, 4896,
and 17 378 Rayls/m! are presented in Fig. 6, as contrasted to
the limiting case of an empty chamber. The relative behavior
is frequency dependent, with higher flow resistivity reducing
TL at low frequencies and improving at high frequencies.
The performance of the base model~with R
54896 Rayls/m) is better than the other three silencers at
frequencies below 1400 Hz.

The effect of perforation porosity (f52%, 8%, and
50%! is shown in Fig. 7, in comparison with the limiting
case of removed perforations. High porosity improves the
attenuation at relatively high frequencies, whereas the lower
porosities (f52% and 8%! introduce resonances at low to
midfrequency range, thereby improving TL. The behavior of
the silencer withf52% resembles that of a Helmholtz reso-
nator, while the one withf550% exhibits a behavior simi-
lar to that of no perforations, as expected.

IV. CONCLUDING REMARKS

The acoustic attenuation performance of a perforated
single-pass, concentric cylindrical dissipative expansion

FIG. 3. Transmission loss of perforated dissipative silencers with varying
lengths of inlet/outlet extensions (r 152.45 cm, r 258.22 cm,
L525.72 cm, R54896 Rayls/m, f58%, dh50.249 cm, and
tw50.09 cm).~a! L250 and varyingL1 ; ~b! L15L2 and varying lengths;
~c! L1ÞL2 and varying lengths.
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FIG. 4. Transmission loss of expansion chamber type silencers with varying
lengths of inlet/outlet extensions (r 152.45 cm, r 258.22 cm,
L525.72 cm).~a! L250 and varyingL1 ; ~b! L15L2 and varying lengths;
~c! L1ÞL2 and varying lengths.

FIG. 5. Effect of inlet/outlet extensions length on the transmission loss of
dissipative silencers without perforated screen (r 152.45 cm, r 258.22 cm,
L525.72 cm,R54896 Rayls/m).~a! L250 and varyingL1 ; ~b! L15L2

and varying lengths;~c! L1ÞL2 and varying lengths.
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chamber with inlet/outlet extensions has been investigated by
using a two-dimensional, closed-form analytical approach.
With the expressions of the acoustic eigenvalues and eigen-
functions in various domains of the silencer, the transmission
loss of the silencer is obtained analytically by utilizing the
continuities of the acoustic pressure and particle velocity.
The expected agreement between the analytical and BEM
results has been illustrated for a specific configuration. These
results, in turn, compare reasonably well with the measured
TL. The acoustic attenuation of dissipative silencers with
inlet/outlet extensions is also compared with their counter-
parts with the filling or perforations removed. The effects of
length extensions, absorbent resistivity, and perforation po-
rosity on the acoustic attenuation of the silencers have been
illustrated.

APPENDIX A: ACOUSTICAL PROPERTIES
OF FIBROUS MATERIAL

The acoustic properties of the fibrous material are char-
acterized by the complex-valued characteristic impedanceZ̃

5 r̃ c̃ and wave numberk̃52p f / c̃, expressed as

Z̃

Z0
5@110855~ f /R!20.754#1 j @20.0765~ f /R!20.732#,

~A1!

k̃

k
5@110.1472~ f /R!20.577#1 j @20.1734~ f /R!20.595#,

~A2!

FIG. 6. Transmission loss of perfo-
rated dissipative extended silencers
with different flow resistivities
(r 152.45 cm, r 258.22 cm,
L525.72 cm, L15L253.5 cm,
f58%, dh50.249 cm, and
tw50.09 cm).

FIG. 7. Transmission loss of perfo-
rated dissipative extended silencers
with different perforation porosities
(r 152.45 cm, r 258.22 cm,
L525.72 cm, L15L253.5 cm,
R54896 Rayls/m,dh50.249 cm, and
tw50.09 cm).
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with Z05r0c0 being the characteristic impedance of the air,
andR @mks Rayls/m# the flow resistivity.

APPENDIX B: ACOUSTIC IMPEDANCE
OF PERFORATES

In Eq. ~15!, the nondimensionalized perforate acoustic
impedancez̃p relates the acoustic pressure in the inner duct
and outer chamber through the interface. An empirical ex-
pression for the acoustic impedance of perforate holes facing
air is presented as22–24

z̃p5@0.0061 jk0~ tw10.75dh!#/f, ~B1!

with f being the porosity. In the presence of absorbent~for
perforations facing absorbing material!, Eq. ~B1! has been
modified as

z̃p5F0.0061 jk0H tw10.375dhS 11
Z̃

Z0

k̃

k0
D J G Y f.

~B2!

APPENDIX C: INTEGRALS IN EQS. „28…–„33…

From the integral relations for Bessel functions of any kind,B0(ksr ) andB0(knr )

E rB0~ksr !B0~knr !dr5H r

ks
22kn

2 @ksB1~ksr !B0~knr !2knB0~ksr !B1~knr !#, ksÞkn

r 2

2
@B0

2~ksr !1B1
2~ksr !#, ks5kn

, ~C1!

the integrals in Eqs.~28!–~33! can be obtained as

^cA,ncA,s&0<r<r 1
5H r 1

2

2
J0

2~kr ,A,nr 1! n5s,

0 nÞs,

~C2!

^cB,ncB,s& r 1<r<r 2
5H 1

2~r 2
22r 1

2! for n5s50,

1
2@r 2

2cB,s
2 ~r 2!2r 1

2cB,s
2 ~r 1!# for n5s51,2,...,

0 for nÞs,

~C3!

^cC,n,ux
cC,s,ux

&0<r<r 2

55
r 1

2

2
J0

2~kr ,C,sr 1!1
r 2

2

2 S r0

r̃ D 2

$@C3J0~ k̃r ,C,sr 2!1C4Y0~ k̃r ,C,sr 2!#21@C3J1~ k̃r ,C,sr 2!1C4Y1~ k̃r ,C,sr 2!#2%

2
r 1

2

2 S r0

r̃ D 2

$@C3J0~ k̃r ,C,sr 1!1C4Y0~ k̃r ,C,sr 1!#21@C3J1~ k̃r ,C,sr 1!1C4Y1~ k̃r ,C,sr 1!#2% for n5s

0 for nÞs,

,

~C4!

^cD,ncD,s& r 1<r<r 2
5H 1

2~r 2
22r 1

2! for n5s50,

1
2@r 2

2cD,s
2 ~r 2!2r 1

2cD,s
2 ~r 1!# for n5s51,2,...,

0 for nÞs,

, ~C5!

^cE,ncE,s&0<r<r 1
5H r 1

2

2
J0

2~kr ,E,nr 1! for n5s,

0 for nÞs,

~C6!

^cC,n,ux
cA,s&0<r<r 1

5H r 1
2@J0

2~kr ,A,sr 1!1J1
2~kr ,C,nr 1!#, for kr ,A,s5kr ,C,n

r 1@kr ,C,nJ1~kr ,C,nr 1!J0~kr ,A,sr 1!2kr ,A,sJ0~kr ,C,nr 1!J1~kr ,A,sr 1!#

kr ,C,n
2 2kr ,A,s
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I. INTRODUCTION

Noise reduction is currently a major issue, especially in
aeronautics. One possible way to handle the problem among
several others such as reducing noise production by engines
or enhancing the design of gears, and other mechanical com-
ponents, is to absorb sound close to where it is produced
~e.g., inside the turboengines of aircraft!. This approach re-
quires the development of acoustic liners made of materials
withstanding temperatures~up to 1000 K!.1

As polymers are unsuitable for those temperatures, the
remaining material classes are metals and ceramics. How-
ever, these materials are rigid with very low intrinsic damp-
ing factors. Thus, the only way to absorb sound with them is
to design a porous structure.

In this paper we deal with a particular choice of porous
structure, face centered cubic~FCC! packing of spheres, as
shown in Fig. 1. However, most of the methods presented in
this paper can be applied to other rigid porous materials with
an open porosity like metal foams and felts and particularly
to porous media with a periodic structure for which the
acoustical properties can be computed.

In this paper we begin with an introduction to the clas-
sical modeling of porous medium acoustics~Sec. II! fol-
lowed by homogenization theory, which is usually presented
as a rigorous derivation of the hypotheses required by the
classical models~Sec. III!, and is applied~Sec. IV! to predict
the acoustic properties of a FCC packing of spheres via a
numerical method. Comparisons are made with results avail-
able in the literature.

II. CLASSICAL APPROACH

Since the seminal paper of Kirchhoff,2 the underlying
physics of the phenomena of sound propagation and absorp-
tion in a porous material has been well known. It remains the

basis for the phenomenological models to which numerical
calculations can be compared. The hypothesis and the meth-
ods used in the classical approach are recalled in Sec. II A.
An applied review of the models available in the literature
for different hypothesis on the structure of the porous media
is given in Sec. II B which allows the presentation of a gen-
eral model including all those existing as special cases.

A. Fundamental hypotheses and method in the
classical approach

In Kirchhoff’s model for the propagation of sound in a
tube, the air, carrying the acoustic wave is a viscous, ther-
mally conducting, Newtonian fluid, and its thermodynamic
properties are well described as an ideal gas. The solid frac-
tion of the porous material is assumed rigid and at a uniform,
constant temperature. These hypotheses are valid for com-
mon cellular materials made of metal or ceramics for which
the stiffness of the solid skeleton is much higher than the
bulk modulus of the air and the heat capacity of the solid
fraction is much higher than that of the air.

In the present work, consideration is restricted to the
absorptive behavior of the porous material at equilibrium,
i.e., at room temperature and without any main gas stream.
Moreover, the acoustic waves are assumed to be of low am-
plitude to remain in the linear acoustics regime. It is thus
easy to work in the harmonic regime by applying a Fourier
time transform.

The previous assumptions enable focus on a precise set
of equations and boundary conditions. The density, tempera-
ture and pressure of the air at rest are denoted, respectively,
by r0 , T0 and P0 . The use of complex notations for har-
monic waves of frequency,f, is retained with theeivt time
dependence, wherev52p f is the angular frequency. The
complex amplitudes of the air speed and the fluctuating parts
of the density, temperature and pressure of the air are, re-
spectively, denoted byu, j, t andp.

The specific heats at constant volume,CV , and at con-
stant pressure,CP , and their ratiog5CP /CV will be used as

a!Current affiliation: SEGIME, 8 rue de l’hoˆtel de ville, 92200 Neuilly sur
Seine, France.
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well as the dynamic and bulk viscosities,m andl, the heat
conductivity,K, and the Prandtl number, Pr5mCP /K.

Air is assumed to follow the equation of state of a per-
fect gas:

P0

r0T0
5CP2CV . ~1!

By the use of logarithmic derivatives, one also gets a rela-
tionship between fluctuating quantities:

p

P0
2

t

T0
2

j

r0
50. ~2!

The dynamics of the fluid is governed by the Navier–Stokes
equation,3 which can be rewritten after linearization and time
Fourier transform as

r0ivu52grad p1~l1m!grad div u1mDu. ~3!

Equation~3! must be completed by boundary conditions. As
the solid fraction of the porous material is rigid, it has no
relative motion and the no-slip condition at the solid inter-
faceS is written as

uuS50 ~4!

The two previous equations are not sufficient to completely
define the fluid flow; the continuity equation3 must be in-
cluded in the discussion. After linearization and Fourier time
transform, it becomes, after Eq.~2!, used to eliminatej:

div u1 iv
j

r0
5div u1 ivS p

P0
2

t

T0
D50. ~5!

As Eq. ~5! includes the fluctuating temperature, there is a
coupling between the dynamics of the acoustic wave and its
thermal behavior. It was therefore necessary to include a heat
equation in the problem.

The heat equation, linearized and Fourier time trans-
formed, is

r0ivCVt52P0 div u1KDt. ~6!

Equation~6! can be slightly transformed by the use of~5!
and ~1! to obtain

r0ivCPt5 ivp1KDt. ~7!

As for ~3!, Eq. ~7! needs the definition of boundary condi-
tions. From the assumption of the isothermal solid fraction,
one gets

tuS50, ~8!

by assuming the continuity of the temperature at the solid
interface, which is commonly valid if the fluid is not rarefied
~see Bruneauet al.4 for more general boundary conditions!.

The set of equations,~3!, ~4!, ~5!, ~7! and ~8!, together
with the geometry of the pores in the material, define the
general mathematical problem to be solved. In principle, any
problem of linear acoustics involving porous materials could
be dealt within this formalism. However, it cannot be
handled efficiently under this formulation except for the case
of very simple pore geometries such as Kirchhoff’s cylinder.2

Therefore, in order to proceed further it is necessary to in-
troduce a simpler description of the acoustics of porous me-
dia.

An additional hypothesis of local incompressibility
greatly simplifies the problem. It is valid for small Mach
numbers and when the local length scale is negligible com-
pared to the acoustic wavelength, two hypotheses which are
fulfilled in the linear acoustic regime considered and range of
frequency of interest. This local incompressibility hypothesis
leads to the concepts of effective density and effective com-
pressibility.

Incompressibility at local scale means that the flow ve-
locity has a zero divergence. Equation~5! is now trans-
formed into

div u50, ~9!

and Eq.~3! becomes

r0ivu52grad p1mDu. ~10!

Equations~9! and~10! with their boundary condition~4! are
now fully decoupled from Eq.~7! and its boundary condition
~8!. The first set of equations defines a dynamic problem,
whereas the second defines a thermal one.

Consider first the dynamic problem: at a given fre-
quencyf, the flow is generated by a fluctuating pressure gra-
dient. This pressure gradientgrad p can be separated in a
locally constant vectorg5grad~g"x! and a corrective pres-
sure gradientgrad q. The vectorg, which therefore acts as a
macroscopic pressure gradient, will be denoted in the follow-
ing by the more explicit expressiongrad^p&, where^•& rep-
resents the local spatial average of a quantity in the pore’s
domain. By linearity of the dynamic problem, there exists a
linear relationship between the constant vectorg and the cor-
responding velocity fieldu, and thus betweeng and the av-
erage velocitŷu&. This linear relationship between two vec-
tors imposes the introduction of a second order tensor, the
effective density tensor,reff :

reffiv^u&52grad^p&. ~11!

Notice that~11! corresponds formally to an Euler equation.
The dissipative behavior is now included in the complex
character of the effective density instead of the viscosity.

If the porous medium is isotropic or presents cubic sym-
metry, however, the effective density tensor reduces to a sca-

FIG. 1. Two prismatic samples of FCC nickel hollow spheres packings~2
mm diameter beads on the left, 6 mm diameter beads on the right!.
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lar effective densityreff . For the porous materials commonly
used in acoustics, this assumption is satisfactory, and the
FCC packing of spheres considered here is, by definition, of
cubic symmetry: the consequences of anisotropy will not be
discussed in the sequel.5

The thermal problem can be treated in the same spirit:
here, the temperature field is driven by the fluctuating pres-
surep, which is nearly homogeneous at a local scale. It is
then convenient to consider the pressurep as equal to its
local averagê p&, and by linearity of the thermal problem,
the temperature fieldt and its averagêt& are proportional to
^p&. This yields the introduction of a scalar effective com-
pressibilityxeff :

^t&
T0

5S 1

P0
2xeffD ^p&. ~12!

The meaning of this complex quantity appears when~11! and
~12! are recoupled, this time at a macroscopic level. From
the original continuity equation~5!, one gets a macroscopic
relation by averaging all quantities at a local scale:

^div u&1 ivS ^p&
P0

2
^t&
T0

D50. ~13!

The first term of~13! is the mean relative increase of volume
of a fluid particle, and as the flow is assumed incompressible
at a local scale, it reduces to its macroscopic contribution
div^u&. With ~12!, Eq. ~13! thus becomes

div^u&52 ivxeff^p&, ~14!

and xeff corresponds formally to the compressibility of the
porous medium. Finally,~11! and ~14! allows the derivation
of a dissipative wave equation in the harmonic regime:

D^p&1reffxeffv
2^p&50. ~15!

The previous equations and boundary conditions constitute
the mathematical formulation of the problem, which has to
be solved for the geometry of the selected porous medium.

B. Application to model porous media proposed
in the literature

Almost all of the theoretical models proposed in the lit-
erature to describe sound propagation and absorption in rigid
porous media are successive improvements on the analytical
solution for a simple porous medium made of cylindrical
tubes. Thus, they can be also considered as simplified ver-
sions of a more general solution, which is why the most
general model has been presented. However, it is worth re-
calling the steps that led to this general model.

Kirchhoff’s paper1 dealt with the propagation of an
acoustic wave in a cylinder. From his results, a very simple
model of porous medium can be built consisting of a collec-
tion of identical parallel straight tubes of circular cross-
section. The only parameters that this model requires are the
radius of the cylinders and the fraction of cylinders in a
volume of porous material, i.e. its porosityw.

As pores are hardly straight in any realistic material, a
further step is achieved by considering tortuous tubes. Sev-
eral authors6–8 introduced a scalar parameter to take the ef-
fect of this sinuosity into account with different conventions

for each author; the present paper considers the parameter
called tortuosity after Johnsonet al.,8 denoted bya` as it is
related to the infinite frequency limit of the dynamic prob-
lem. For thin tortuous tubes of constant cross-section, it is
equal to (L/L0)2, whereL is the length of the tortuous tube
andL0 is the straight line linking both ends of the tube.

Another generalization concerns the shape of the cross
section: if the tubes are no longer circular, two different
equivalent radii can be introduced, each corresponding to
one end of the frequency spectrum. At zero frequency, the
flow is completely viscous and thus follows Darcy’s law:

w^u&52
k0

m
grad^p&, ~16!

wherek0 is permeability. For circular cylinders of radiusR, it
corresponds to a Poiseuille flow andk05wR2/8, wherew is
the porosity of the porous material. More generally, for any
geometry, a low frequency lengthl can be introduced, de-
fined byk05w l 2/8.

In contrast, for very high frequencies, the viscosity has
an effect in the vicinity of the solid, in a layer that gets
thinner with an increasing frequency. The infinite frequency
limit is an inviscid incompressible flow, and a characteristic
length L, playing the role of a high frequency radius, as
introduced by Johnsonet al.,8 defined by

2

L
5

**Su2dS

***Vu2dV
, ~17!

whereV is the fluid domain andS is its solid border. It is
customary to work withL and with a shape factorM defined
by l 25ML2/a` instead ofl.

When the cross-section does not vary along the tube,
and when its orientation varies smoothly, the speed is always
nearly axial and the dynamic problem loses its vector char-
acter. Thus, the thermal problem and the dynamic problem
have the same analytic form and the geometrical lengthsR
andL are common to both problems. The next generalization
comes when the porous medium to be considered does not
look like such tubes. Each problem thus has its own charac-
teristic lengths, and two quantitiesL8 andM 8, respectively,
a thermal characteristic length and a thermal form factor,
have to be introduced.9,10 At this point, the most general
model may be found in Allard’s classical monograph;11 ad-
ditionally, a last set of parameters, a dynamic parameter,p,
and a thermal parameter,p8, have been introduced to im-
prove the models at low frequency12,13 to let the theoretical
expressions for the effective density and compressibility
match the numerical values at the second order inv. To the
authors’ knowledge, they do not have any physical interpre-
tation. Such quantities cannot be mixed up with the pressure,
so these notations are kept in this paper.

All of these parameters~porosityw, tortuositya` , char-
acteristic lengthsL andL8, shape factorsM andM 8, supple-
mentary parametersp andp8) correspond to either the low or
high frequency limit. The general expression to interpolate to
finite frequency relies on a remark by Biot6 that for straight
tubes of several different cross-sections, the corresponding
effective densities have the same shape. The theoretical ex-
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planation was again provided by Johnsonet al.8 It is based
on the principle of causality which restricts the possible in-
terpolating functions for both the effective compressibility
and density to have their zeros and poles on the negative
portion of the imaginary axis~Champoux and Allard9!.

The general model, proposed by Prideet al.12 for the
effective density on one hand, and by Lafarge13 for the ef-
fective compressibility on the other, corresponds to an arbi-
trary choice of functions parametrized byw, a` , L, L8, M,
M 8, p andp8. The Prideet al. effective density is given by

reff5r0a`
S 12 i

8m

r0L2

12p1pS 11
M2

2p2

r0L2

8m
iv D 1/2

Mv
D , ~18!

and Lafarge’s effective compressibility is

xeff5
1

gP0 S g2
g21

12 i
8m

r0PrL82

12p81p8S 11
M 82

2p82

r0L82Pr

8m
iv D 1/2

M 8v

D . ~19!

It must be stressed that all the models presented above make
use at least implicitly of the local incompressibility hypoth-
esis. In the next section, the homogenization technique is
introduced for two reasons: first, to give a mathematically
coherent derivation of the incompressibility hypothesis and
of the introduction of the effective density and compressibil-
ity, and second to obtain an effective numerical scheme for
computing those effective quantities. As far as the general
model derivation~and all the simpler models in the litera-
ture! does not make use of homogenization, but relies on
assumptions which can be derived by homogenization, it
makes sense to compare numerical computations based on
homogenization with theoretical results using the general
model.

III. HOMOGENIZATION

The previous derivation~Sec. II! is not completely rig-
orous. For example, the incompressibility condition~9! is
used with the dynamics equation~3!, but it should not be
used with the heat equation~6!. Another important point is
that the set of PDEs~3!, ~4!, ~5!, ~7! and~8! do not define a
well-posed problem as the boundary conditions~4! and ~8!
are defined on the solid interfaceS only. As it was assumed
that the fluid percolates in the porous medium, it is not sur-
rounded by the solid, so the limits of the fluid domain are not
precisely defined and there is a lack of boundary conditions
to complete the PDEs. Finally, all the geometries on which
the models where derived have a tubular structure, and the
tubes do not form a network as the pores of an open porous
medium would. These geometries are also basically aniso-
tropic as the all tubes are directed along a same direction,
while the corresponding models intend to describe isotropic
media.

When the porous medium has a periodic structure,
a mathematical technique, known as periodic homo-
genization,14 gives a strong basis for the theory of the

previous paragraph; it ensures that the derivation of Eqs.~11!
and ~14! is coherent, and it provides a way to compute the
effective quantitiesreff and xeff . As this paper focuses on
predicting the acoustical behavior of a FCC packing of
spheres, the technique developed later is suitable.15

First, the standard homogenization scheme is introduced
~Sec. III A!, leading to its numerical application using the
finite element method~Sec. III B!.

A. Standard homogenization scheme

The periodic homogenization technique and its results
are now briefly described. The presentation of Boutinet al.14

is followed here and we refer to that paper for the details of
their derivation in order to focus on the principal hypotheses
and results.

The homogenization procedure begins by introducing a
ratio e of a characteristic length of the local scale to a char-
acteristic length of the macroscopic scale. When considering
a periodic structure, the natural choice of the small length
scale is the size of the unit cell, whereas the natural macro-
scopic length of an acoustical phenomenon is its wavelength.
Homogenized equations are expected to hold when this ratio
e is small enough.

The procedure can be split into two steps: the first is
physical, and the second is mathematical. The physical step
is a matter of estimates, and introducing dimensionless quan-
tities may help. Let us therefore make all the variables di-
mensionless. For example, the reference pressure being the
ambient pressure,P0 , the acoustic pressure,p, is replaced by
a reduced pressure,p85p/P0 . The other reference quantities
that can be chosen are the angular frequency,v, the ambient
temperature,T0 , the isothermal celerity,c05(P0 /r0)1/2 ~the
isothermal celerity is preferred to the adiabatic one to avoid
unnecessary prefactors!, a corresponding macroscopic length
l05c0 /v, and a corresponding viscositym05r0vl0

2. For
this viscosity, however, it is more convenient to chosem0e2

instead. Boutinet al.14 argue that the characteristic length
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corresponding to viscous effects is the local length rather
than the macroscopic one, and thus an additionale2 factor
coming from the second order derivatives must be intro-
duced. That homogenization scheme, which is followed in
this article, is referred to as the standard scheme.

Note also thatl0 must be used to make the differential
operators dimensionless as well as the position variablex.
Denoting the dimensionless variables and operators with a
prime symbol, Eq.~3! becomes

iu852grad8 p81e2~l81m8!grad8~div8 u8!1e2m8D8u8.
~20!

Equations~5! and ~7! become, respectively,

div8 u85 i t82 ip8 ~21!

and

i t85
g21

g
ip81

m8e2

Pr
D8t8, ~22!

where~1! was used and the thermal conductivity was incor-
porated using the Prandtl number.

The mathematical step of homogenization is actually an
asymptotic method, i.e., it provides asymptotic equations
from a family of equations parametrized by the ratioe, when
this quantity gets small. It first consists of introducing two
position variablesx andy, the former defining the position of
a given point at a macroscopic scale and the latter defining it
locally. To be clear,x can be understood as the coordinates of
the periodic cell where the point lies, andy refers to its
position inside the cell, as shown in Fig. 2.

As e tends to zero, the cell size gets smaller and smaller,
so to work on the same unit cell for anye, the local coordi-
nate,y, is made dimensionless with a local length such as
el0 , whereas the reference length forx is the macroscopic
one, l0 . The reduced coordinates,x85x/l0 and y8
5y/el0 , are thus introduced. Any physical quantity depend-
ing on position will be considered as a function of bothx8
and y8 for a given e. Moreover, its dependence upone is
expanded as a power series as the focus is on the smalle
limit. As an example, the speed field can be written as

u85u08~x8,y8!1eu18~x8,y8!1e2u28~x8,y8!1¯ . ~23!

Whene is small, the local behavior does not vary much from
one cell to its neighbors, so the dependence upony8 in ~23!
is also assumed to be periodic.

The homogenized field is then the average value, with
respect toy8, of the first order fieldu08 over the periodic cell
with respect toy8. The interesting behavior occurs only at the
macroscopic scale and higher order corrections can be ig-
nored if e is small enough. This assumption is always made
when applying homogenization.14,16

The dimensionless differential operators are then split
into their macroscopic and local components. For example,
the gradient operator is expressed as

grad85gradx8
8 1

1

e
grady8

8 , ~24!

where thee21 factor comes from the different reference
lengths used to makex and y dimensionless. When power
series such as~23! and two-scale differential operators like
~24! are introduced into the dimensionless equations~20!,
~21! and~22!, it yields expansions in increasing powers ofe.
Identifying the corresponding orders on both members of
each equation thereby leads to local equations that will be
made explicit.

The higher order in Eq.~21! is e21, and the correspond-
ing local equation reads as

divy8
8 u0850 ~25!

and the local incompressibility of the fluid speed~9! is found
at first order. Equation~20! leads at first order to

052grady8
8 p08 , ~26!

which means that the pressure is homogeneous at first order
as was assumed above for the heat equation, while at second
order one obtains

iu0852gradx8
8 p082grady8

8 p181m8Dy8y8
8 u08 , ~27!

which is the dimensionless equation corresponding to~10!
and the macroscopic gradientg introduced above~Sec. II A!
corresponds to the gradient of the pressure at first order with
respect to the macroscopic variable. A similar conclusion can
be obtained for the heat equation, showing that Eq.~7! is
valid. The mathematical coherence of the classical derivation
is thus justified by the homogenization technique.

The periodicity of any field with respect toy8 is also
useful, as it completes the boundary conditions~4! and ~8!.
Thereby, the dynamic and the thermal problems are well
posed and can be solved numerically. Thanks to the superpo-
sition principle for linear equations, only one computation
for the thermal problem and three for the dynamic problem
~one by an independent direction of the macroscopic gradi-
ent! are required at a given frequency.

A rigorous proof of the validity of the mathematical
step, especially concerning they8-periodicity and the power
series expansion~23!, making use of two-scale convergence,
can be found in Allaire’s thesis.17

FIG. 2. The macroscopic coordinatex represents the position of a unit cell,
whereas the local coordinatey represents the position of a point inside that
cell.
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B. Numerical implementation

Now that boundary conditions for the dynamic and the
thermal problems have been completed by periodic condi-
tions owing to homogenization, both problems deserve a nu-
merical resolution scheme; the authors chose to implement a
finite-element method~FEM!. Other methods have been sug-
gested in the literature, such as the collocation method18 and
the boundary element method,19 but only for the dynamic
problem. In addition, the collocation method in the paper of
Chapman and Higdon18 is based on spherical harmonics and
it seems to be suitable for sphere-based geometries but not
for more general ones.

The FEM involves a mesh of elementary polyhedra, on
which any function is approximated by simple functions. For
example, the present work considered a nonstructured tetra-
hedral mesh, with linear interpolation functions on each tet-
rahedron, plus a bubble function~i.e., the product of the four
barycentric coordinates of the tetrahedron! for speed degrees
of freedom. This last function, supplementing the set in the
so-called P1-bubble/P1 approximation,20 must be introduced
to ensure the correct convergence of the FEM when the mesh
gets thinner. The complete fluid domain of the periodic cell
must be meshed. A complementary requirement is that the
surface meshes on two bounding surfaces corresponding by
periodicity are the same so the periodic boundary conditions
can be handled.

Here a physical phenomenon already mentioned above
and of capital importance for applying FEM to the problems
analyzed here must be emphasized: as frequency increases,
the viscous dissipation occurs closer and closer to the solid
interface, in a dynamic boundary layer of thickness propor-
tional to v21/2. Heat exchanges occur as well in a thermal
boundary layer of similar thickness. To give an order of mag-
nitude, at 1 kHz their typical thickness is about 100mm.

Those boundary layers are of crucial importance to charac-
terize absorptive properties of the porous medium at high
frequency, as they concentrate the main contribution to en-
ergy dissipation. For the FEM to properly describe what hap-
pens in the vicinity of the solid, a refined mesh is thus un-
avoidable. However, it may be too costly in terms of memory
to refine the mesh everywhere, so a local refinement close to
the solid might be necessary.21

The resolution of the thermal problem by FEM, as it is a
scalar problem with one PDE only, consists simply in solving
a sparse linear system. The dynamic problem is more diffi-
cult, and Uzawa’s method22 was used to apply the incom-
pressibility condition~9! to ~10!. The authors refer the reader
to the thesis of one of them16 for the calculation of the matrix
elements for tetrahedral elements, the implementation of the
boundary conditions~including periodic conditions! and the
choice of the numerical method to solve a large sparse linear
system being complex and symmetric~but not Hermitian!.

IV. RESULTS

This strategy has been applied to a FCC stacking of
beads. Figure 3 shows the mesh that was used. The radius of
the spheres is here 1 mm, and a soldering neck of radius 150
mm binding the beads together was taken into account. The
results of the homogenization technique can be compared to
the prediction of the general model~Sec. IV A!, other nu-
merical results in the literature~Sec. IV B! and experimental
results~Sec. IV C!.

A. Comparison with the general model

The effective density and compressibility were com-
puted for several frequencies from 0 to 50 kHz: the results
are plotted in Figs. 4 through 6. The theoretical curves, ob-
tained from the general model with computed parameters,
are also plotted in these figures.

Concerning the effective density model, the porosity
was computed from the volume of the mesh, yielding
w526% as expected~the correction due to the soldering
necks volume is about 0.1%!; the tortuosity and the dynamic
lengthL were obtained from a potential flow, leading toL
51.6431024 m anda`51.66. From a steady flow, one can
compute the permeabilityk056.83310210m2, yielding M
51.29 for the dynamic shape factor. The parameterp was
obtained from a computation at a very low frequency

FIG. 3. Mesh of the elementary fluid cell. Anisotropic mesh refinement is
visible along the border of the spheres and close to the soldering necks.

FIG. 4. Real part of the effective density.
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(1023 Hz). The correlation between the computation and the
prediction of the general model~Sec. II! is satisfactory.

For the effective compressibility,L8 was obtained by a
solid surface to volume ratio9 on the mesh:

2

L8
5

**SdS

***VdV
, ~28!

yielding L852.4931024 m. The thermal shape factorM 8
and the parameterp8 were derived from computations at
very low frequencies (1023 Hz and 1022 Hz) and the values
M 851.36 andp850.4 were obtained. The general model
provides again a precise prediction of the computed values.

The numerical results at any frequency are correctly de-
scribed by the general model. Additionally, it is worth noting
that the good agreement is not the result of a parameter fit-
ting procedure, since all the parameters were obtained from
independent numerical computations at either very low fre-
quencies or at infinite frequency. It is therefore sufficient to
compute all the parameters to provide a satisfactory predic-
tion of the effective quantities for all frequencies.

B. Comparison with numerical results of the literature

To the authors’ knowledge, all the numerical work on
packed beads in the literature have been performed for the
dynamic problem. Chapman and Higdon18 considered the
three cubic lattices~SC, BCC and FCC!, with overlapping or
nonoverlapping spheres depending on the prescribed poros-
ity. In particular, they give the values of the tortuosity, of

L/R and ofk0 /R2 for spheres in contact. Zhou and Sheng23

computed the tortuosity of a SC packing and its permeability.
Finally, Maieret al.24 computed the permeability of the FCC
packing. The results are gathered in Table I. The computed
value of permeability in the present work is very close to that
of Maier et al., whereas the Chapman and Higdon value for
FCC packing is slightly superior and their tortuosity is also
close to the one presented here. The characteristic length,L,
however, is 32% lower than the value obtained in this study.
A possible explanation of this disagreement is that the geom-
etry described above takes soldering necks into account,
whereas the Chapman and Higdon geometry consists in
spheres with point contacts; as the boundary layer gets small
for high frequencies, the influence of the local details of the
geometry is stronger for physical parameters defined at high
frequencies, i.e. the tortuosity and the dynamic lengthL.
Tortuosity, however, usually shows small variations~it
hardly exceeds 2 for common geometries!, so only L is
strongly affected by the presence of the necks.

To confirm this qualitative interpretation, a direct com-
putation of a` , L and L8 was performed in the case of
straight cylindrical necks~for the sake of meshing efficiency!
of varying radiusr. Figure 7 shows the three kinds of contact
between spheres which are mentioned here~point contact,
smooth neck and cylindrical neck!. The valuesa` andL are
obtained as a result of an inviscid fluid simulation, whereas
L8 was computed as a ratio of a volume to a surface, numeri-

FIG. 6. Real part~above! and imaginary part~below! the effective com-
pressibility.

FIG. 5. Imaginary part of the effective density.

TABLE I. Computations of the acoustic properties of bead stackings in the literature.

Authors
Packing

~porosityw! Tortuositya`

Permeability
k0 /R2

Dynamic
lengthL/R

Dynamic
shape

factor M

Chapman and
Higdon ~Ref. 17!

SC ~0.48! 1.38 1.01•1022 0.324 2.24

Chapman and
Higdon ~Ref. 17!

BCC ~0.32! 1.47 2.01•1023 0.192 2.00

Chapman and
Higdon ~Ref. 17!

FCC ~0.26! 1.61 6.95•1023 0.124 2.24

Zhou and
Sheng~Ref. 23!

SC ~0.48! 1.48 9.84•1023

Maier et al. ~Ref. 24! FCC ~0.26! 6.84•1024

This paper FCC~0.26! 1.66 6.83•1024 0.164 1.29
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cally from measurements on meshes and analytically, as the
geometry is very simple:

L85
2V

S

52

~2RA2!324F4pR3

3
212S ph2S R2

h

3D2pr 2hD G
4@4pR2112~2prh22pRh!#

,

h5R2AR22r 2, ~29!

whereV is the volume of the fluid domain in a conventional
FCC cell,S its surface andh is the height of a half neck.25

The results forL/R andL8/R are shown in Fig. 8. The
computed value ofL8 is in good agreement with the analyti-
cal value and they show a substantial variation withr /R
~about 20%!. Moreover, the computed value ofL8 on the
mesh with a smooth neck is close to the curve for cylindrical
necks. ConcerningL, the numerical results show a stronger
dependence onr /R, L varying by a factor of 2. The value

provided by Chapman and Higdon~i.e., without a neck!
seems a satisfactory extension of the computed values ofL
to the case ofr 50 when meshing becomes difficult, and
practically impossible with common meshing software. The
value corresponding to the mesh with smooth necks is
slightly below theL vs r /R curve that can be estimated from
Fig. 8, indicating that the shape of the neck plays a role as
well.

The numerical simulation provides also the tortuosity.
Figure 9 describes its dependence onr /R. The effect of the
neck size becomes relevant whenr /R reaches about 0.3, the
global variation ofa` being about 35%. The value computed
by Chapman and Higdon is slightly above the plateau for
small ratiosr /R and the tortuosity obtained with a smooth-
neck mesh is slightly above as well. The gap may come from
a singular behavior of the analytical inviscid solution in the
vicinity of the contact between spheres for the former,
whereas for the latter, the disagreement is possibly due to the
shape of the neck.

The results presented here thus may be considered to be
in good agreement with previous numerical studies and it
appears that the high frequency parameters show a rather
strong dependence on the size of the soldering necks. It must
therefore be taken into account to predict the acoustic behav-
ior of a stack of beads on a broad range of frequencies.

C. Comparison with experimental results
of the literature

The numerical results can be compared to previously
published results, either experimental measurements or re-
sults from a full numerical calculation.

Several measurements of various parameters, summa-
rized in Table II, have been performed on random packings
of beads in the literature.

Allard et al.26 is the most complete measurement, as it
provides values for parameters related to the dynamic prob-
lem as well as the thermal problem. The valueM55, how-
ever, seems too large in comparison with other studies. Char-
laix et al.27 report measurements on three samples of 50%
porosity. Kojimaet al.28,29measured several samples, two of
which being made of sintered glass beads. Baker and
Rudnick30 also measured the acoustic parameters on sintered
bronze beads. Smeulderset al.31 limited their study on high

FIG. 7. Sketch of the different kinds of contact between two spheres which
are considered in this work. From left to right: point contact, smooth neck
and cylindrical neck.

FIG. 8. Characteristic lengths of the equivalent fluid approach as a function
of the normalized neck radius for different neck descriptions.~a! Thermal
length L8; ~b! dynamic lengthL. The values computed above for smooth
necks are reported on the graph, as well as the Chapman and Higdon value
~Ref. 18! for L.

FIG. 9. Tortuosity versus neck radius for cylindrical necks. The value com-
puted above for smooth necks and the Chapman and Higdon value are also
reported on the graph.
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frequency parameters for three samples. Finally, Berryman
and Blair32 measuredk0 /R252.8431023 for a 30% porosity
sample.

We made our own experimental measurements based on
a least square fit on the absorption curve of several samples
between 1000 and 5000 Hz, measured with a Kundt tube of
diameter 29 mm. To reduce the number of parameters to be
fitted, a simplified model was assumed whereM5M 85p
5p851. The samples were 3 mm high cylinders of either

hollow nickel spheres or full steel beads, in FCC or random
packing.

These experimental values provided an order of magni-
tude of each parameter. It does not seem possible to give a
simple law relating tortuosity and porosity, but an interesting
correlation can be found between the viscous characteristic
length l and the porosity, as it appears in Fig. 10. From Fig.
10, it is possible to derive the following approximate linear
relationship:

l

R
5

4

3
~w20.2!. ~30!

V. CONCLUSION

In the present contribution, the acoustic properties of a
regular FCC packing of spherical hollow beads were pre-
dicted by means of homogenization and FEM computations,
leading to an analytic description of that porous medium in
terms of the classical equivalent fluid theory. The predictions
agree with previously published numerical and experimental
data.
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riau métallique poreux mode`le àbase de sphe`res creuses de nickel,’’ Ph.D.
thesis, ONERA, 2003; translation in English: ‘‘Study of the acoustical and
mechanical properties of a model porous metallic material made of hollow
nickel spheres.’’
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With the recent emergence of surround sound technology, renewed interest has been shown in the
problem of sound field reproduction. However, in practical acoustical environments, the
performance of sound reproduction techniques are significantly degraded by reverberation. In this
paper, we develop a method of sound field reproduction for reverberant environments. The key to
this method is an efficient parametrization of the acoustic transfer function over a region of space.
Using this parametrization, a practical method has been provided for determining the transfer
function between each loudspeaker and every point in the reproduction region. Through several
simulation examples, the reverberant field designs have been shown to yield a reproduction accuracy
as good as conventional free-field designs, and better than multipoint least squares designs when
loudspeaker numbers are limited. The successful reproduction of sound over a wide frequency range
has also been demonstrated. This approach reveals the appropriate choices for fundamental design
parameters. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1863032#
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I. INTRODUCTION

A problem relevant to emerging surround sound technol-
ogy is a reproduction of a sound field over a region of space.
Using a set of loudspeakers, it is possible for listeners to
spatialize sound and fully experience what it is actually like
to be in the original sound environment. Sound field repro-
duction has been discussed since the 1960s. However, much
of the work so far does not directly address sound field re-
production in reverberant environments. In this paper, using
an efficient parametrization of the room transfer function we
extend sound field reproduction to reverberant enclosures.

Early work in sound field reproduction was performed
by Gerzon.1 With his ambisonics system, Gerzon reproduced
the first-order spherical harmonics terms of a plane wave
sound field around a point in space. Ambisonics has since
been unified with holography,2,3 both of which rely upon the
Kirchoff–Helmholtz equation. Here, sound field reproduc-
tion inside a control region is achieved by controlling the
pressure and its normal derivative over the boundary of the
control region.4 In similar work, global sound field reproduc-
tion techniques5,6 have been proposed that control sound
pressure over the boundary. By controlling sound at addi-
tional points inside the control region, these techniques ob-
viate the need for velocity microphones. Unfortunately, such
techniques require a large number of loudspeakers. For a
lesser numbers of loudspeakers, Least squares techniques
have been suggested by Kirkebyet al.7,8 Recently, using
spherical harmonic analysis, the theoretical minimum num-
ber of loudspeakers required for the accurate reproduction of
a plane wave has been established.9

The reverberant case is made difficult by the rapid varia-
tion of the acoustic transfer functions over the room.10 The

standard approach has been to equalize the transfer functions
over multiple points using least squares techniques.11,12

However, in such a case, equalization can be poor away from
the design points. In contrast, sound field reproduction would
require the equalization to extend over the whole control
region.

Alternatively, the acoustic transfer functions can be
measured and incorporated into the sound field reproduction
algorithm directly. Methods for estimating the acoustic trans-
fer functions over a region have been established by
Mourjopoulos13 and Bharitkar and Kyriakakis,14 which
sample the field at a number of points and use a spatial
equalization library. However, for sound field reproduction in
a reverberant room, these techniques do not determine trans-
fer functions with sufficient accuracy.

In this paper, we present a method of performing sound
field reproduction in a reverberant room. This method is
based on an efficient parametrization of the acoustic transfer
function in the control region, where the acoustic transfer
function is written as the weighted sum of a small number of
orthogonal basis functions. Using this parametrization, we
reconstruct a sound field accurately over the whole control
region. This approach exploits the standing wave structure of
the reverberant field generated by each loudspeaker to repro-
duce the desired sound field. We also describe a practical
method for determining the acoustic transfer function be-
tween each loudspeaker and the control region, by sampling
sound pressure at a small number of points.

This paper is structured as follows. In Sec. II we cast
sound field reproduction into a least squares framework and
introduce the basis function approach to gain insight into the
fundamental parameters of the problem. In Sec. III, we de-
scribe a method of measuring the acoustic transfer functions
from each speaker to any point within the control region,
through measurement of the transfer function parameters ofa!Electronic mail: Thushara.Abhayapala@anu.edu.au
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the acoustic transfer functions. Separate methods have been
derived for the narrow band and wide band cases. The effect
of noisy pressure samples on measurement of the parameters
has also been analyzed. Finally, in Sec. IV we demonstrate
the performance of our sound field reproduction technique
with several examples, including a comparison with the mul-
tiple point least squares technique.

II. SOUND FIELD REPRODUCTION

In this section, we devise a method of performing two-
dimensional 2-D sound field reproduction within a reverber-
ant enclosure. This 2-D technique ensures good reproduction
in the plane of the loudspeakers, provided each loudspeaker
possesses a sizable vertical dimension. It is applicable to
enclosures with highly sound-absorbing floors and ceilings.

The theory we develop in this paper is readily extended
to 3-D space. The 2-D basis functions that are described
below need only be replaced with 3-D basis functions. Un-
fortunately, in the case 3-D of reproduction over a volume,
much larger numbers of speakers are required.9 We focus on
reproduction in the plane as it is more practical.

Below we formulate the problem in the frequency do-
main. The objective is to determine the loudspeaker filter
weights required to reproduce a desired sound field in a re-
verberant room.

A. Problem definition

We aim to reproduce the pressurePd(x;v) of a desired
sound field at each pointx and angular frequencyv in the
source-free region of interestB2 using an array ofL loud-
speakers. The desired sound field could be a plane wave, a
field resulting from a monopole, a field measured in a real-
life scenario or the field of a surround sound system. For
purposes of simplifying the analysis in this paper, we choose
the control regionB2 to be the circle of radiusR centered
about the origin:

B25$xPR2:ixi<R%,

wherei•i denotes the Euclidean distance.
As shown in Fig. 1, each loudspeakerl transmits an

output signalGl(v). This signal encapsulates both the input
signal applied to loudspeakerl as well as any filtering of it.
To characterize the acoustic properties of the enclosure, de-
fine the acoustic transfer functionHl(x;v) as the frequency
response between loudspeakerl and pointx. Hl(x;v) sum-
marizes the effect of reverberant reflections from the surface
of the enclosure on any sound signal transmitted by each
loudspeaker. The sound pressure at any pointx due to loud-
speakerl is equal to

Pl~x;v!5Gl~v!Hl~x;v!. ~1!

From Fig. 1, the sound pressure in the reproduced field re-
sulting from theL loudspeakers is then equal to

P~x;v!5(
l 51

L

Pl~x;v!5(
l 51

L

Gl~v!Hl~x;v!. ~2!

The design task of sound field reproduction is to choose
filter weightsGl(v) to minimize the normalized reproduc-
tion errorT over B2,

T5
1

E EB2
uP~x;v!2Pd~x;v!u2 da~x!, ~3!

where the normalizing factorE is the energy of the desired
sound field overB2:

E5E
B2

uPd~x;v!u2 da~x!, ~4!

da(x)5x dx dfx is the differential area element atx, x
5ixi , andfx is the polar angle ofx.

The popular approach to solving this problem is to write
the least squares solution over a set of uniformly spaced
points overB2. ~Refs. 7, 8!. A better approach is to perform
the design over the whole region. This approach is proposed
by Asano and Swason15 for the related problem of equaliza-
tion. Yet by discretizing, these authors end up implementing
a multipoint method. Below we outline a model-based ap-
proach, which uses an efficient parametrization for acoustic
transfer functions to perform the design over the whole re-
gion. This model-based approach is more general than the
approach of Asano and Swason15 and Santillan,16 which as-
sume that the room is of a rectangular shape. More insight is
gained into the design requirements for an accurate reproduc-
tion through the model-based approach than through multi-
point least squares techniques.

B. Model-based approach

In the model-based approach, we express the sound
pressure variablesPd(x;v), P(x;v), and the acoustic trans-
fer functionsHl(x;v) in terms of the basis functions of the
sound field. Provided all sound sources~including image
sources produced by reflection! lie outside of B2, at any
point inside B2 the above variables can be written as a
weighted sum of the inward-propagating solutions to the
wave equation.17 We write the desired sound pressure
Pd(x;v) as

Pd~x;v!5 (
n52`

`

bn
~d!~v!Jn~kx!einfx, ~5!

FIG. 1. Use ofL loudspeakers to reproduce a desired field in a control
region B2 with loudspeaker filtersGl(v) and acoustical transfer functions
Hl(x,v) from the lth loudspeaker to a pointxPB2.
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wherebn
(d)(v) is thenth-order sound field coefficient of the

desired sound field,Jn(•) is the Bessel function of ordern
and k5v/c52p/l is the wave number,c is the speed of
sound in air, andl is the acoustic wavelength. The functions
$Jn(kx)einfx%nPZ are called the basis functions of the sound
field. An appropriate choice of sound field coefficients gen-
erate any valid sound field insideB2.

Similarly, we write the reproduced sound pressure
P(x;v) as

P~x;v!5 (
n52`

`

bn~v!Jn~kx!einfx, ~6!

where bn(v) are the coefficients of the reproduced sound
field. A reproduction of the sound pressurePd(x;v) overB2

with P(x;v) is equivalent to a reproduction of the sound
field coefficients$bn

(d)(v)%nPZ with $bn(v)%nPZ .
Because the room response is equal to the sound field

pressure generated by the unit input signalGl(v), we can
also write it as

Hl~x;v!5 (
n52`

`

an~ l ,v!Jn~kx!einfx, ~7!

wherean( l ,v) are the sound field coefficients of the room
responses for loudspeakerl. These sound field coefficients
completely characterize the reverberant sound field generated
by each loudspeaker withinB2:

Observation 1: When the sound field coefficients
an( l ,v) for each loudspeaker are known for a given room,
the acoustic transfer function Hl(x;v) between each loud-
speaker and any positionx insideB2 is also known, and is
given by Eq. (7).

Substituting Eq.~5! and Eq.~7! directly into Eq.~2!, the
coefficients of the reproduced sound field are related to
an( l ,v) through

bn~v!5(
l 51

L

Gl~v!an~ l ,v!. ~8!

The sequences of coefficients@bn
(d)(v))n , (bn(v))n

and (an( l ,v)# associated with any wave field in a source-
free region are shown to be bounded.18 ~These coefficients
are bounded in the following sense. Any field in the source-
free region can be represented as the superposition of plane
waves. The coefficients are bounded by the sum of the mag-
nitudes of these plane waves.!

A benefit of the model-based approach is the ability to
express key variables in terms of orthogonal functions. Using
the orthogonality property of exponential functions,

E
0

2p

e2 infeimf df52pdnm , ~9!

we derive an expression for the energyE and normalized
errorT of the reproduced sound field overB2 as a function of
the sound field coefficients. Starting with the field energy, we
substitute Eq.~5! into Eq. ~4! to yield

E5E
B2
U (

n52`

`

bn
~d!~v!Jn~kx!einfxU2

da~x!.

It follows that

E5E
B2 (

n152`

`

@bn1

~d!~v!#* Jn1
~kx!e2 in1fx

3 (
n252`

`

bn2

~d!~v!Jn2
~kx!ein2fx da~x!

5 (
n152`

`

(
n252`

`

@bn1

~d!~v!#* bn2

~d!~v!

3E
0

2p

e2 in1fxein2fx dfx

3E
0

R

Jn1
~kx!Jn2

~kx!x dx,

where we have appliedda(x)5x dx dfx in the second step.
Applying the orthogonality property, Eq.~9!, of the exponen-
tial functions, the field energy reduces to

E52p (
n52`

`

ubn
~d!~v!u2E

0

R

@Jn~kx!#2x dx

5K (
n52`

`

wn~kR!ubn
~d!~v!u2, ~10!

whereK52p/k2 and

wn~kR!,k2E
0

R

@Jn~kx!#2x dx5E
0

kR

@Jn~x!#2x dx. ~11!

The second step was performed with the variable substitution
x85kx. Similarly, substituting Eq.~5! and Eq.~6! into Eq.
~3!, the normalized error becomes

T5
1

E EB2
U (

n52`

`

@bn
~d!~v!2bn~v!#Jn~kx!einfxU2

da~x!.

Utilizing the orthogonality property, the normalized error re-
duces to

T5
K

E (
n52`

`

wn~kR!ubn
~d!~v!2bn~v!u2. ~12!

We shall callwn(kR) in ~12! the coefficient weighting func-
tion.

Since the summations in Eq.~5!, Eq. ~6!, and Eq.~7!
have infinite numbers of terms, it may seem that the above
parametrizations need an infinite number of coefficients.
However, in the next section, we show that for any finite
control region, they need only a finite number of coefficients
to accurately represent a sound field or a room response.

C. Active basis functions

Because of the high-pass character of Bessel functions,
not all of the basis functions make a significant energy
contribution to the sound field insideB2. Studying
Eq. ~12!, because the sequences of sound field coefficients
@bn

(d)(v)#n and @bn(v)#n are bounded while from Fig. 2,
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wn(kR) drop rapidly to zero past a threshold, the energy
contribution of each term to reproduction error is controlled
by wn(kR).

Previous work9,18 asserts that only the basis functions
of index up to N5 dkRe contribute significant energy
to the sound field insideB2. This result is supported
by Fig. 2, wherewunu(kR) is plotted againstunu. @Note
the coefficient weighting functions of negative index are
a mirror of those of positive indexw2n(kR)5wn(kR).
This can be seen by applying the Bessel function
property Jn(x)5(21)nJ2n(x).] The weighting is seen to
be small past unu.N. The 2N11 basis functions,
J2N(kx)e2 iNfx,...,JN(kx)eiNfx are referred to asactive in
B2. The remaining basis functions are referred to asinactive
in B2. Such basis functions only contribute significant energy
to the sound field outside ofB2.

An accurate sound field reproduction requires the repro-
duction of these active basis functions. Also, the acoustic
transfer functions mentioned in Observation 1 are accurately
determined just by measuring the sound field coefficients
$an( l ,v)%n52N

N of the active basis functions.

D. Least squares solution

We now derive the least squares solution for the speaker
filter weights that minimizes the reproduction error in Eq.
~12!. This solution is expressed in terms of the sound field
coefficients.

Because the weighting of terms in the normalized error
in Eq. ~12! rapidly diminish forunu>N, it can be truncated
to

TNT
5

K

E (
n52NT

NT

wn~kR!ubn~v!2bn
~d!~v!u2, ~13!

for NT>N. This truncated reproduction errorTNT
can be

written in matrix form, as follows. Defining the vector of
loudspeaker filter weightsg5@G1(v),G2(v),...,GL(v)#T,
where@•#T is the matrix transpose operator, the vector of the
coefficients of the reproduced sound fieldb

5@b2NT
(v),b2NT11(v),...,bNT

(v)#T, and the matrix of
the coefficients of the room responses of all loudspeakers,

A5F a2NT
~1,v! a2NT

~2,v! ¯ a2NT
~L,v!

a12NT
~1,v! a12NT

~2,v! ¯ a12NT
~L,v!

] ] � ]

aNT
~1,v! aNT

~2,v! ¯ aNT
~L,v!

G ,

~14!

Eq. ~8! can be rewritten asb5Ag. Additionally, define the
vectors of the coefficients of the desired sound field,bd

5@b2NT

(d) (v),b2NT11
(d) (v),...,bNT

(d)(v)#T, and the diagonal

weighting matrix,

W5F w2NT
~kR! 0 ¯ 0

0 w2NT11~kR! ¯ 0

] ] � ]

0 0 ¯ wNT
~kR!

G .

Writing the numerator of Eq.~13! in matrix form:

(
n52NT

NT

wn~kR!ubn~v!2bn
~d!~v!u25~b2bd!HW~b2bd!,

where (•)H is the matrix Hermitian operator, the truncated
reproduction error can be written as

TNT
5

~b2bd!HW~b2bd!

bd
HWbd

.

Sinceb5Ag, we expand the truncated reproduction error as
a quadratic form in the vector of loudspeaker filter weights:

TNT
~g!5

1

d
~gHBg2bHg2gHb1d!,

whereB5AHWA , b5AHWbd , d5bd
HWbd . This quadratic

form possesses it’s global minimum at15

ĝ5B21b5~AHWA !21AHWbd , ~15!

with the associated minimum in truncated reproduction error:

TNT
~ ĝ!512

1

d
bHB21b.

Once (AHWA )21AHW is computed for the acoustical envi-
ronment, the reproduced sound field can be changed easily
by modifying bd .

E. Multiple-point approach

For comparison, we describe the conventional least
squares approach, where the sound field is reproduced at
several points. Here we aim to reproduce the desired sound
field Pd(x;v) over M points x1 , x2 ,...,xM , positioned
within the region of interestB2 with M>L. Define the vec-
tor of desired sound pressure at each pointpd

5@Pd(x1 ;v),Pd(x2 ;v),...,Pd(xM ;v)#T, and the acoustic
transfer functions between the loudspeakers and control
points into the matrix,

FIG. 2. A plot of the coefficient weighting functionwunu(kR) vs unu for
control regions with radiiR5@1l,2l,...,10l#. l is the acoustic wavelength
of interest, related to the wave number byk52p/l.
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H5F H1~x1 ;v! H2~x1 ;v! ¯ HL~x1 ;v!

H1~x2 ;v! H2~x2 ;v! ¯ HL~x2 ;v!

] ] � ]

H1~xM ;v! H2~xM ;v! ¯ HL~xM ;v!

G .

The loudspeaker weights are determined from the~possibly
overdetermined! systemHg5p. The least squares solution is
then given byĝ5H†p, where @•#† is the Moore–Penrose
inverse.

In Sec. IV, the multiple-point approach has been com-
pared to the model-based approach. We shall see that since
the model-based approach targets reproduction over the
whole control region, it yields superior performance to the
multiple-point approach.

In the next section we describe a method for measuring
coefficients for the acoustic transfer function in matrixA for
the model-based approach.

III. ESTIMATION OF SOUND FIELD COEFFICIENTS

In this section we describe how to fully determine the
sound field inside a control regionB2 through measurement
of the sound field coefficients. This task is important as it is
required to calculate$an( l ,v)%nPZ that characterize the re-
verberant field generated by each loudspeaker.

We write the sound pressureP(x;v) insideB2 generated
by a loudspeaker outsideB2 in a reverberant enclosure as the
basis function expansion:

P~x;v!5 (
n52`

`

bn~v!Jn~kx!einfx, ~16!

where bn(v) is the sound field coefficient of ordern. To
determine the field pressure insideB2, we describe a simple
means of measuringbn(v).

The method used to determine the sound field coeffi-
cients varies depending on whether they are required in a
narrow range of frequencies~Sec. III A! or a wide range of
frequencies~Sec. III B!.

A. Narrow-band method

In the case that sound field reproduction is performed in
a narrow frequency range for a choice ofR, away from any
zero of Jn(kR), good sound field coefficient estimates are
obtained by sampling pressure over a single circle of radius
R.

1. Computation of sound field coefficients

The sound field coefficients are obtained from the analy-
sis equation,

bn~v!5
1

2pJn~kx!
E

0

2p

P~x;v!e2 infx dfx , ~17!

providedx is not a zero ofJn(kx). This equation is derived
by multiplying both sides of Eq.~16! by e2 in8f, integrating,
and applying the orthogonality property. Interpreting this
equation, the sound field coefficients and hence sound field
can be known in the whole ofB2 just by measuring sound
pressure on a circle of radiusx.

In this paper we sample pressure atx5R, on the bound-
ary ofB2. Now at a radiusx, only basis functions of order up
to dkxe are active. Over the boundary all of the active basis
functions ofB2 are active, while the higher-order basis func-
tions are inactive. So heuristically this choice of sampling
radius makes sense.

Approximate sound field coefficientsb̂n(v) are ob-
tained by sampling sound pressure atM evenly spaced points
(R,fm), where fm52pm/M for m50,1,...,M21. Since
Eq. ~17! showsbn(v)Jn(kR) are the Fourier series coeffi-
cients ofP(R,f;v) in variablef. Consequently, it can be
approximated with the discrete Fourier transform~DFT! re-
lationship:

b̂n~v!5
1

Jn~kR!
DFT$P~R,fm ;v!%~n!, ~18!

where DFT$ f (m)%(n) is theM-point DFT, defined by

DFT$ f ~m!%~n!5
1

M (
m50

M21

f ~m!e2 i ~2pmn/M !. ~19!

Coefficients b̂n(v) are recognized as the DFT of the
sampled field pressure around the circle
$P(R,2pm/M ;v)%m50

M21, weighted by the Bessel function
term 1/Jn(kR) @Fig. 3~a!#.

An appropriate choice forM can be deduced by noting
that the sound field inB2 is the result of 2N11 active basis
functions. Since one equation is required for each sound field
coefficient, we need at leastM52N11 pressure samples
whereN5 dkRe.

Due to the presence of 1/Jn(kR) in Eq. ~18!, if kR is
near one of the Bessel zeros, coefficient error is amplified.
This error amplification can be negated by oversampling
pressure, as is seen in the next section.

FIG. 3. Proposed methods for measuring the sound field coefficientsb̂n(v)
in ~a! the narrow band case where pressure is sampled at one radiusR and
~b! the wide band case where pressure is sampled at two radii,R1 andR2 .
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2. Approximation error

In Appendix A, we show the error in the approximated
sound field coefficientsb̂(v) is given by

b̂n~v!2bn~v!5
1

Jn~kR! (
q52`,Þ0

`

Jn1qM~kR!bn1qM~v!.

~20!

This equation reveals a type of aliasing, since the higher-
order coefficients$bn1qM(v)%q52`,Þ0

` are mapped onto
eachb̂n(v). It also shows the magnitude of the approxima-
tion error is controlled by the size of 1/Jn(kR). We shall
refer to the summation term in Eq.~20! as thealiasing error
and the preceding 1/Jn(kR) term as theerror scaling. If
Jn(kR) is small, the error scaling is large.

From Eq. ~20!, each basis function of indexn1qM
makes a termwise contribution of
@Jn1qM(kR)/Jn(kR)#bn1qM(v) for qÞ0 to the approxima-
tion error in b̂n(v). We now identify a choice ofM that
ensures the termwise scale factorJn1qM(kR)/Jn(kR) arbi-
trarily small.

Definekn as the largesttermwise scale factorin bn(v):

kn, max
q52`,... ,̀ ,Þ0

UJn1qM~kR!

Jn~kR!
U, ~21!

for n52N,2N11,...,N. In Appendix B, the largest term-
wise scale factor of all of the active basis functions is shown
to be bounded by

~22!

The first term in this bound is the maximum error scaling
that we shall denote askes. The second term is a bound on
the Bessel functionJM2N(kR) obtained from Joneset al.18

We note in Eq.~22! that the largest termwise scaling factor
decays exponentially to zero asM is increased pastN
1 dekR/2e. This observation suggests choosingM'N
1 dekR/2e. However, a better procedure for the choice ofM,
motivated by the form of Eq.~22! is presented next.

3. Conservative estimate of M

This procedure allows a more accurate choice ofM.

~a! Choose the desired bounde on the termwise scale fac-
tor; i.e., choose a bound for which maxn52N,...,N kn,e.

~b! Calculate the maximum error scaling:
kes5 max

n50,1,...,N
u1/Jn~kR!u.

~c! Determine DN5M2N to guaranteeuJN2M(kR)u is
upper bounded bye85e/kes through the relationship

1

A2p DN
F ekR

2 DNGDN

5e8. ~23!

Equation ~23! has been plotted in Fig. 4 for several
values ofe8.

~d! The required number of samplesM5N1 dDNe.
A judicious choice of radiusR ensures thatkes is minimal.
Further, such a choice will result in minimizing the number
of required pressure samples.

Interestingly, Fig. 4 shows a linear relationship between
DN andkR for largekR. Rearranging Eq.~23!:

DN5
e

2
~A2pDNe8!21/DNkR.

As DN→`, the term (A2p DNe8)21/DN→1, causing this
expression to reduce toDN'ekR/2. This relationship ex-
plains the linear section of the curves in Fig. 4 and is con-
sistent with theN1 dekR/2e rule.

In summary, we require at leastM52N11 pressure
samples to measure the sound field coefficients of the active
basis functions. An analysis of the error in approximated
sound field coefficients shows that for an accurate measure-
ment of sound field coefficients more pressure samples may
be required. The largerM is required to negate the effects of
error scaling. A conservative procedure for estimatingM is
summarized above.

B. Wide band method

In frequency ranges and sizes ofB2 of interest to prac-
tical problems, the Bessel termJn(kR) is guaranteed to be
zero at a number of frequencies. These zeros cause problems
when designing with the above method over a wide fre-
quency range. For each zero, a basis functions remains un-
measurable.

To illustrate the magnitude of the problem, consider the
asymptotic behavior~that is, the behavior for largekR) of
the Bessel function:17

Jn~kR!;A 2

pkR
cos~kR2np/22p/4!. ~24!

FIG. 4. Sample measurement parameterDN required for several values of
e8 ~in dB!. The curves show theDN required to ensure thatuJDN(kR)u is
upper bounded bye8. The total number of pressure samples required is then
N1 dDNe, whereN is the number of active basis functions.
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One can see from this equation that each of the Bessel func-
tions has zeros spaced approximatelykR5p or f 5c/2R
apart. In a regionB2 with radius R50.3 m and speed of
soundc5342 m/s, eachJn(kR) has zeros spaced 570 Hz
apart. In a 0–4 kHz frequency range there are 58 zeros
present~Fig. 5!. On average, one zero occurs every 69 Hz,
with the larger concentration of zeros at higher frequencies.

To combat this problem, we propose an alternative
method for the wide-band case. Instead of sampling over a
single radiusR we sample over two concentric circles of
radii R15R2dR andR25R @Fig. 3~b!#.

1. Computation of sound field coefficients

Multiplying both sides of Eq.~16! by basis function
Jn8(kx)e2 in8fx and integrating over the thin shell of thick-
nessdR5R22R1 , $xPR2:R1<ixi<R2%, the orthogonality
property, Eq.~9!, is used to show that

bn~v!5
1

2p*R1

R2@Jn~kx!#2x dx

3E
R1

R2E
0

2p

P~x;v!Jn~kx!e2 infxx dx dfx .

For smalldR, we can approximate the integral inx with the
zeroth-order approximation:

E
R1

R2
f ~x!dx5

1

2
@ f ~R1!1 f ~R2!#dR. ~25!

Using Eq.~25!, we expressbn(v) as a sum of two weighted
Fourier series equations. Sampling the field withM evenly
spaced sensor pairs positioned at (R1 ,fm) and (R2 ,fm), the
sound field coefficientsbn(v) are estimated with

b̂n~v!5an~v!DFT$P~R1 ,fm ;v!%~n!

1bn~v!DFT$P~R2 ,fm ;v!%~n!, ~26!

where forR1'R2 , the DFTs are weighted by

an~v!5
Jn~kR1!

@Jn~kR1!#21@Jn~kR2!#2
, ~27!

bn~v!5
Jn~kR2!

@Jn~kR1!#21@Jn~kR2!#2
. ~28!

The approximated sound field coefficients can hence be ob-
tained through taking the DFT of the pressure samples
around each circle and calculating a weighted average.

Next we analyze the error in the approximated sound
field coefficients.

2. Approximation error

For the wide band method, the error in the approximated
sound field coefficients is

b̂n~v!2bn~v!5an~v! (
q52`,Þ0

`

Jn1qM~kR1!bn1qM~v!

1bn~v! (
q52`,Þ0

`

Jn1qM~kR2!bn1qM~v!.

~29!

This expression is proven by substituting Eq.~19! into Eq.
~26! and simplifying the resulting expression in a manner
similar to that in Appendix A. In contrast to the narrow band
case in Eq.~20!, the wide band case possesses two error
scaling terms,an(v) and bn(v). Also, the presence of
@Jn(kR1)#21@Jn(kR2)#2 in the denominators of the error
scaling terms@see Eq.~27! and Eq.~28!# improves the ro-
bustness at the zeros.

The critical parameter in the wide band technique isdR.
dR controls the maximum value of the error scaling terms
an(v) andbn(v), as we will now show. When eitherkR1 or
kR2 is a zero of the Bessel function, approximation error
simplifies to the narrow band expression in Eq.~20!. In the
caseJn(kR1)50, the error scaling terms reduce toan(v)
50 andbn(v)51/uJn(kR2)u. For dR small,Jn(kR2) is also
small and the linear approximationJn(kR2)5kdRJn8(kR1)
can be made. By the derivative property of the Bessel func-
tion xJn8(x)5nJn(x)2xJn11(x), we see that Jn8(kR1)
5Jn11(kR1), so the nonzero error scaling term is

bn~v!'
1

k dRuJn11~kR1!u
.

From this equation, it seems advantageous to choosedR
large, as a largerdR implies a smaller error scaling. How-
ever,dR cannot be too large, otherwiseJn(kR2) may coin-
cide with another zero of the same Bessel function. As these
Bessel functions are regularly spaced, we can selectdR to
avoid this case. From Eq.~24! the Bessel zeros ofJn(kR) are
spacedp apart, so setkdR,p/2 or dR,l/4. An appropriate
choice of dR is hence 1/4 of the smallest acoustic wave-
length of interest.

C. Impact of measurement noise

In real rooms with background noise and sensor noise, it
is nontrivial to obtain clean measurements of the acoustical

FIG. 5. Bessel functionsJn(kR) that are active in a control region of radius
0.3 m and frequencies up to 4 kHz. Each zero of the Bessel functions is
marked with a dot~•!.
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transfer functions. In this section we study how such noise
impacts measurement of the sound field coefficients.

Model the measurement noiseh~x;v! at each sensor po-
sition x as additive white noise of zero mean and variance
s2(v). The noisy pressure is

P̃~x;v!5P~x;v!1h~x;v!. ~30!

Calculating the DFT of both sides of Eq.~30! and comparing
with Eq. ~18!, the noisy sound field coefficient estimates
b̃n(v) are shown to be related to the noiseless estimates
b̂n(v) by

b̃n~v!5b̂n~v!1
1

Jn~kR!
DFT$h~R,fm ;v!%~n!.

Inserting the definition of the DFT in Eq.~19! and rearrang-
ing:

b̃n~v!2b̂n~v!5
1

Jn~kR!

1

M (
m50

M21

h~R,fm ;v!e2 i ~2pmn/M !.

~31!

Equation~31! is used to derive the mean and variance of the
noisy sound field coefficient estimates. Taking the expecta-
tion of both sides of Eq.~31!, the zero mean property of
h(R,fm ;v) implies that

E$b̃n~v!2b̂n~v!%50,

or E$b̃n(v)%5b̂n(v). Measurement of the sound field co-
efficients remains unbiased by noise with zero mean. Multi-
plying Eq. ~31! by its complex conjugate and taking the ex-
pectation, the variance is given by

E$ub̃n~v!2b̂n~v!u2%5
1

@Jn~kR!#2

1

M2

3 (
m150

M21

(
m250

M21

E$h* ~R,fm1
;v!

3h~R,fm2
;v!%

3exp$ i2p~m12m2!n/M %.

In the case that noise is spatially uncorrelated,
E$h* (R,fm1

;v)h(R,fm2
;v)%5s2(v)dm1m2

, and the vari-
ance reduces to

E$ub̃n~v!2b̂n~v!u2%5
1

M

s2~v!

Jn~kR!2
.

The variance is influenced by error scaling factor 1/uJn(kR)u.
In the wide band case, we can use a similar derivation to
show that the sound field coefficient estimates are also unbi-
ased and have a variance given by

E$ub̃n~v!2b̂n~v!u2%5
1

M

s2~v!

@Jn~kR1!#21@Jn~kR2!#2
.

~32!

The Bessel functions in the denominators of Eq.~32! show
that similar error scaling occurs in the noise error of the wide
band case.

This error scaling of the measurement noise impacts the

measurability of the sound field coefficients. In general,
whenJn(kR) is small the error scaling causes a large ampli-
fication of measurement noise. For the inactive basis func-
tions, the Bessel termsJn(kR) are so small as to be effec-
tively zero. The resulting error scaling is so large that the
sound field coefficients are unmeasurable, even for a small
s2(v).

IV. SIMULATION EXAMPLES

In the following examples, we illustrate the sound repro-
duction of a plane wave and a single monopole source at a
single frequency~Sec. IV A and Sec. IV B! and at a range of
frequencies~Sec. III D!. Single frequency reproduction is
performed at 1 kHz. Then in Sec. IV C we examine the per-
formance of reproduction for the case that the numbers of
loudspeakers are inadequate. In Sec. IV D we demonstrate
the influence of measurement noise on reproduction error.

The reverberant room parameters and loudspeaker
placement are summarized in Fig. 6. The room is rectangular
with a wall absorption coefficient of 0.3 Unless otherwise
stated, the control region has a radius of 0.3 m. Though the
sound field reproduction design technique is applicable for
any configuration and type of loudspeaker, we perform the
sound field reproduction with a circular array of omnidirec-
tional loudspeakers. This setup yields an average direct-to-
reverberant energy ratio from each loudspeaker of24.4 dB
at the center ofB2.

The loudspeaker requirements of this scenario are gov-
erned by the control region parameterN5 dkRe56, prompt-
ing the use of 2N11513 loudspeakers. Following the con-
servative design procedure of Sec. IV A withe5220 dB, the
maximum error scaling isk525 dB, and from Fig. 4 the
dDNe corresponding tok85e/k is 14. We hence sample the
pressure atM5N1 dDNe520 points to measure the room
response coefficientsan( l ,v).

The reverberation is generated with a 2-D adaptation of

FIG. 6. Layout of loudspeakers~s! and pressure sample points~d! for
sound field reproduction in the simulations. Though loudspeakers could be
arbitrarily placed, we set them on a circle of radius 2 m centered about@3.8
m, 2.4 m#.
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the image-source method.19 Each of the room frequency re-
sponse functions is given by

H~x;v!5H0
~2!~kix2yi !1 (

n51

Ni

znH0
~2!~kix2yni !,

where H0
(2)(•) is the zeroth-order Hankel function of the

second kind,y is the source position, andzn andyn are the
position and accumulated reflection coefficient of thenth
image-source, respectively.@For the 2-D point source, or a
cylindrical source,H0

(2)(kr) gives the field at a distancer
from the source;20 for a 3-D point source, this is equal to the
more familiar expressionh0

(2)(kr)5 ie2 ikr /kr.] Image-
source positions are obtained through the repeated mirroring

about the walls of the enclosure.19 In simulations below, all
the image-sources of up to fifth order were included~totaling
Ni560 image sources!.

Sound field reproduction results are illustrated in Figs.
7–9. Here the real and imaginary parts of the complex pres-
sure of the reproduced field are displayed as density plots.
Details of the sound field reproduction in each case are de-
scribed below.

A. Reproduction of a plane wave

First, the field pressure of a plane wave is reproduced.
For a plane wave originating from directionŷ:

Pd~x;v!5e2 ikx"ŷ.

FIG. 7. The reproduction of a plane
wave with 13 speakers and 20 pressure
samples in a 0.3 m radius circle, for
~a! a free field,~b! the same free field
design in the reverberant room, and~c!
a reverberant field design in the rever-
berant room. Reproduction errors are
0.87%, 307%, and 0.85%, respec-
tively.

2108 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Betlehem and Abhayapala: Sound field reproduction in reverberant rooms



Through the Jacobi–Anger expression,20

e2 ikx"ŷ5 (
n52`

`

~2 i !ne2 infyJn~kx!einfx,

wherefy is the polar angle ofŷ, one sees that the sound field
coefficients are given by

bn
~d!~v!5~2 i !ne2 infy.

Loudspeaker filter weights are chosen using the least squares
approach of Sec. IV D.

Figure 7 illustrates the reproduction of a plane wave
approaching from an angle offy5p/6. We provide a free
field design@Fig. 7~a!#, the same free field design in the
reverberant room described above@Fig. 7~b!#, and the rever-

berant field design@Fig. 7~c!#. With a 307% reproduction
error, the reverberant performance of the free-field design is
poor. In contrast, the reverberant design performs as well
under such conditions as the free-field design does in a free
field. Since the24.4 dB direct-to-reverberant ratio here is
common in room environments, we see the importance of
reverberant field design techniques.

B. Reproduction of a phantom monopole source

The pressure field of a 2-D monopole source of unit
strength is now reproduced. For a monopole source posi-
tioned aty, the sound pressure is

Pd~x;v!5H0
~2!~kix2yi !.

FIG. 8. The reproduction of a mono-
pole in a 0.3 m radius circle of the
reverberant room with 13 speakers and
20 pressure samples. The reproduction
error is 2.12%. The position of the
monopole is marked with a ‘‘1.’’

FIG. 9. The reproduction of a plane
wave in a 0.6 m radius circle of the
reverberant room with 13 speakers and
35 pressure samples when designed
over ~a! the whole region and~b! a
region of 0.3 m radius. Reproduction
errors are 26.0% and 84.1%, respec-
tively.
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Through the addition property of the Hankel function,20

H0
~2!~kix2yi !5 (

n52`

`

Hn
~2!~ky!e2 infyJn~kx!einfx,

wherey,iyi , one sees that the sound field coefficients are
given by

bn
~d!~v!5Hn

~2!~ky!e2 infy.

Using the same design technique as for the plane wave re-
production, we simulate the reproduction of a monopole
source just outside the region of interest, at (y,fy)
5(0.35 m,3p/4). Figure 8 shows a good reproduction of this
monopole source.

C. Reproduction with an inadequate numbers
of speakers

We now illustrate the result of designs with insufficient
numbers of speakers. Again a plane wave is reproduced with
13 speakers, but over a region of interest of radius 0.6 m. At
this radius, 25 basis functions are active. For comparison, we
show the design for a radius of 0.3 m, where only the 13
lowest-order basis functions are reproduced. Because of the
larger radius, we require more pressure samples~35 samples!
for these designs.

The resulting sound fields are shown in Fig. 9. While the
0.3 m design reproduces accurately over where the 13
lowest-order basis functions are active@Fig. 9~b!#, the 0.6 m
design reproduces the sound field with better accuracy over
the whole region of interest@Fig. 9~a!#.

D. Wide band reproduction with measurement noise

Wide band sound field reproduction of a plane wave is
performed with noisy pressure samples in the frequency
range 100 Hz to 1 kHz,R150.3 m, andR250.27 m. The
reproduction error is plotted in Fig. 10 for several noise

SNRs averaged over 40 trial runs. This figure shows that at
least 30 dB SNR is required for an accurate reproduction
over the whole frequency range.

For comparison the multiple-point method has been co-
plotted. As can be seen, the model-based method, by per-
forming the least squares design over the whole region of
interest, consistently outperforms the multiple-point method,
typically up to 5 dB.

The general trend in this curve is that error increases
with frequency. This trend is due to the linear increase in
demand for loudspeakers and sensors with frequency. Our
design uses the same number of loudspeakers and pressure
samples for all frequencies. If we desire to flatten the curve,
we could use less pressure samples and loudspeakers at
lower frequencies where less basis functions are active.

Also observe the peaks in Fig. 10. These peaks occur in
the vicinity of the zeros of the Bessel functionsJ0(kR) and
J1(kR). Zeros of these Bessel functions at 460 and 730 Hz,
respectively. These peaks are hence a direct result of the
error scaling mentioned in Sec. IV C. To flatten such peaks,
more pressure sampling should be performed about these
frequencies, or the sensor pairs further separated~i.e., dR
5R12R2 should be increased!.

V. CONCLUSION

We have described a novel method of performing sound
field reproduction in reverberant enclosures. The key to this
method is an efficient parametrization of the acoustical trans-
fer functions. Using this parametrization, we have outlined a
practical technique to precisely measure the acoustical trans-
fer functions from a loudspeaker to each point in the region
of sound reproduction. This approach allows full sound re-
production without prior knowledge of the loudspeaker po-
sitions nor the transmission characteristics of each loud-
speaker. Through simulation, the reverberant field method is
shown to perform as well in a reverberant room as free-field
techniques do in a free field, and up to 5 dB better than
multipoint least squares designs. The practical implementa-
tion of this soundfield reproduction scheme and its subjective
performance remain as open questions and shall be addressed
in future research.

APPENDIX A: PROOF OF EQ. „20…

Substituting Eq.~19! into Eq. ~18! yields

b̂n~v!5
1

Jn~kR!

1

M (
m50

M21

P~R,fm ;v!e2 i ~2pmn/M !,

~A1!

where fm52pm/M . Evaluating the basis function expan-
sion of the sound field Eq.~16! at theM points (R,fm):

PS R,
2pm

M
;v D5 (

q52`

`

bq~v!Jq~kR!ei ~2pmq/M !. ~A2!

Substituting Eq.~A2! into Eq. ~A1! and interchanging sum-
mations:

b̂n~v!5
1

Jn~kR!

1

M (
q52`

`

bq~v!Jq~kR! (
m50

M21

ei @2pm~q2n!#/M.

FIG. 10. Wide band reproduction of a plane wave in a 0.3 m radius circle
with 13 speakers and using 40 pressure samples, using the model-based
method~solid lines! and multiple-point method~broken lines!. Reproduction
error curves have been averaged over 40 trial runs.
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Now the summation of the complex exponential is given by

(
m50

M21

ei @2pm~q2n!#/M5H M , if q2nuM ,

0, otherwise.

Hence

b̂n~v!5
1

Jn~kR! (
s52`

`

bn1sM~v!Jn1sM~kR!.

Rearranging,

b̂n~v!2bn~v!5
1

Jn~kR! (
s52`,Þ0

`

bn1sM~v!

3Jn1sM~kR!.
QED.

APPENDIX B: BOUND ON THE TERMWISE SCALING
FACTOR kn

For the following discussion, we viewJn(kR) as a func-
tion of its ordern. Forn>N5 dkRe, Jn(kR) is observed to be
a monotone decreasing function inn, decaying exponentially
toward zero.~This property can be observed in Fig. 5 forn
up to 20.! Similarly for n>N, uJ2n(kR)u is also monotone
decreasing inn.

From Eq. ~21!, the largest termwise scaling factor for
coefficientb̂(v) is

kn5
1

Jn~kR!
max

q52`,... ,̀ ,Þ0
uJn1qM~kR!u.

Now sinceM.2N, for n52N,2N11,...,N and q561,
62,..., we haveun1qMu.N. Each of these Bessel functions
Jn1qM(kR) is hence sampled over the above-mentioned
monotone decreasing interval. Consequently,kn is maxi-
mized whenun1qMu is minimized:

kn5H J2~M2n!~kR!/Jn~kR!, n>0,

JM1n~kR!/Jn~kR!, n,0.

Calculating now the maximumkn over the active basis func-
tions of positive index, the termwise scaling factor is
bounded by

max
n50,...,N

kn5 max
n50,...,N

UJ2~M2n!~kR!

Jn~kR!
U

< max
n50,...,N

1/uJn~kR!u3 max
n50,...,N

uJ2~M2n!~kR!u.

Again, due to the monotone decreasing property of the
Bessel function:

max
n50,...,N

kn5 max
n50,...,N

1/uJn~kR!u3uJ2~M2N!~kR!u.

Similarly, due to the Bessel function propertyJ2n(x)

5(21)nJn(x), the bound is the same for maxn52N,...,21kn .
Then applying the Bessel function bound from Ref. 18,

max
n52N,...,N

kn5 max
n50,...,N

1/uJn~kR!u

3
1

A2p~M2N!
F ekR

2~M2N!G
M2N

.

QED.

1M. A. Gerzon, ‘‘Ambisonics in multichannel broadcasting and video,’’ J.
Audio Eng. Soc.33, 859–871~1985!.

2R. Nicol and M. Emerit, ‘‘3d-sound reproduction over an extensive listen-
ing area: a hybrid method derived from holophony and ambisonic,’’ in
AES 16th International Conference on Spatial Sound Reproduction, Hel-
sinki, 1999, Vol. II, pp. 436–453.

3M. A. Poletti, ‘‘A unified theory of horizontal holographic sound sys-
tems,’’ J. Audio Eng. Soc.48, 1155–1162~2000!.

4A. J. Berkout, D. D. Vries, and P. Vogel, ‘‘Acoustic control by wave field
synthesis,’’ J. Acoust. Soc. Am.93, 2764–2778~1993!.

5S. Takane, Y. Suzuki, and T. Sone, ‘‘A new method for global sound field
reproduction based on Kirchhoff’s integral equation,’’ Acustica85, 250–
257 ~1999!.

6S. Ise, ‘‘A principle of sound field control based on the Kirchoff–
Helmholtz integral equation and the theory of inverse systems,’’ Acustica
85, 78–87~1999!.

7O. Kirkeby and P. A. Nelson, ‘‘Reproduction of plane wave sound fields,’’
J. Acoust. Soc. Am.94, 2992–3000~1993!.

8O. Kirkeby, P. A. Nelson, F. Orduna-Bustamante, and H. Hamada, ‘‘Local
sound field reproduction using digital signal processing,’’ J. Acoust. Soc.
Am. 100, 1584–1593~1996!.

9D. B. Ward and T. A. Abhayapala, ‘‘Reproduction of a plane-wave sound
field using an array of loudspeakers,’’ IEEE Trans. Speech Audio Process.
9, 697–707~2001!.

10J. Mourjopoulos, ‘‘On the variation and invertibility of room impulse re-
sponse functions,’’ J. Sound Vib.102, 217–228~1985!.

11P. A. Nelson and F. Orduna-Bustamante, ‘‘Inverse filter design and equal-
ization zones in multichannel sound reproduction,’’ IEEE Trans. Speech
Audio Process.3, 185–192~1995!.

12O. Kirkeby and P. A. Nelson, ‘‘Digital filter design for inversion problems
in sound reproduction,’’ J. Audio Eng. Soc.47, 583–595~1999!.

13J. Mourjopoulos, ‘‘Digital equalization of room acoustics,’’ J. Audio Eng.
Soc.42, 884–900~1994!.

14S. Bharitkar and C. Kyriakakis, ‘‘A cluster centroid method for room
response equalization at multiple locations,’’ inProceedings of the IEEE
Workshop on the Applications of Signal Processing to Audio and Acous-
tics, Mohonk, 2001.

15F. Asano and D. C. Swason, ‘‘Sound equalization in enclosures using
modal reconstruction,’’ J. Acoust. Soc. Am.98, 2062–2069~1995!.

16A. O. Santillan, ‘‘Spatially extended sound equalization in rectangular
rooms,’’ J. Acoust. Soc. Am.110, 1989–1997~2001!.

17E. G. Williams,Fourier Acoustics~Academic, London, 1999!.
18H. M. Jones, R. A. Kennedy, and T. D. Abhayapala, ‘‘On dimensionality

of multipath fields: spatial extent and richness,’’ inProceedings of the
IEEE International Conference on Acoustics, Speech and Signal Process-
ing, Orlando, 2002, Vol. III, pp. 2837–2840.

19J. B. Allen and D. A. Berkley, ‘‘Image method for efficiently simulating
small-room acoustics,’’ J. Acoust. Soc. Am.65, 943–950~1979!.

20D. Colton and R. Kress,Inverse Acoustic and Electromagnetic Scattering
Theory~Springer-Verlag, Berlin, 1992!.

2111J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Betlehem and Abhayapala: Sound field reproduction in reverberant rooms



Microphone array signal processing with application
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Microphone arrays are known to enhance the directionality and signal-to-noise ratio~SNR! over
single-channel sensors. This is considered beneficial in many applications such as
video-conferencing systems and hearing aids. However, this advantage comes at the price of the
sensation of spatial hearing. The spatial cues due to diffractions of the head and torso are lost if the
array is not fitted in the ears. In this paper we present a system that incorporates binaural hearing
synthesis into array signal processing, in an attempt to recover the three-dimensional sound image
that a human listener would naturally perceive. In the system, the superdirective beamformer is
exploited to estimate the direction of arrival~DOA! of the incoming sound. The spatial sound image
is restored by steering the beam to the direction found in the DOA session and filtering the array
output with the corresponding Head Related Transfer Functions~HRTF!. The algorithms have been
implemented in real-time fashion using a digital signal processor. Objective and subjective
experiments were performed to validate the proposed system. The experimental results showed that
the accurate localization of the sound source is achievable using the array system. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1853242#

PACS numbers: 43.60.Fg@EJS# Pages: 2112–2121

I. INTRODUCTION

Microphone arrays have received much research interest
as a means of acoustic pickup utilized in various applications
such as video-conferencing systems1 and hearing aids.2–5

One of the reasons for using an array is to improve signal-
to-noise ratio~SNR! that has long been a plaguing problem
of, for example, conventional single channel hearing aids.
This problem is further aggravated in the environments
where reverberations and interferences are present. In com-
parison with single-channel sensors, microphone arrays pro-
vide advantages that the SNR as well as directionality of the
sensor can be enhanced using such a system. In particular, an
array behaves like a spatial filter, enabling the listener to
focus on the signal source such as speech and at the same
time reject ambient noise and interference.6 This is an attrac-
tive feature for hearing-impaired people who may desire
low-noise hearing aids. A great number of array signal pro-
cessing methods can be found in the literature7 to design
arrays subject to individual requirements in an application.
Beamforming and estimation of direction of arrival~DOA!
are known to be two major functions of arrays. These two
functions serve to track the intended source in a particular
direction with high signal quality.

However, the above-mentioned advantages come at the
price of sensation of spatial hearing. The spatial cues due to
diffractions of the head and torso are lost if the sensors are
not fitted in ears. To address the problem, in this paper we
present a system that incorporates binaural hearing synthesis
into array signal processing, in an attempt to recover the
three-dimensional~3-D! sound image that a human listener

would naturally perceive. In order to form a very sharp
beam, the superdirective array8–13 is employed in the array
design. The thus designed beam is then electronically steered
in every direction to estimate the DOA. Once the DOA is
found, the sound beam is fixed at that direction. Finally, the
binaural signals of the spatial sound image are produced by
filtering the array output with the corresponding Head Re-
lated Transfer Functions~HRTF!.14 The algorithms are
implemented in real-time fashion using a digital signal pro-
cessor, TMS320C32. As such, a low noise sound with high
spatial quality is reproduced with the aid of the thus inte-
grated array–HRTF system.

Simulations and experiments are carried out to evaluate
the proposed system. The SNR gain and the effects of aper-
ture size on the directivity of the microphone arrays are ex-
amined. Objective and subjective tests were performed to see
how effective the listeners localize the source of sound using
the proposed array system.

II. MICROPHONE ARRAY SIGNAL PROCESSING

It is well known that microphone arrays are capable of
enhancing the directionality and signal-to-noise ratio~SNR!
over single-channel sensors. This is beneficial in many ap-
plications such as hearing aids. In this paper, array signal
processing techniques are utilized for the DOA estimation
and beamforming. DOA estimation refers to localizing the
source direction, while beamforming refers to forming a
beam pattern with a specified shape and orientation. In this
section, two algorithms will be presented to carry out these
tasks of array signal processing, followed by an investigation
on the directivity pattern.a!Corresponding author. Electronic mail: msbai@mail.nctu.edu.tw
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A. Array signal processing algorithms

Figure 1 shows a uniform linear array~ULA !, in which
sensors are allocated along a straight line with equal spacing
d. It is assumed that the sound source is at the farfield and
the signals received at the sensors are narrowband with cen-
ter frequencyv. The spacing between adjacent microphones
is less than one-half wavelength to avoid grating lobes.

1. The delay-sum array

A brief review of the delay-sum method is given as fol-
lows. For anM-sensor array, the signals received at the sen-
sors,x1(t),...,xM(t), form thedata vector

x~ t !5a~rW !s~ t !1n~ t !, ~1!

wherea(rW)5@ej v@(rW1•rW)/c#
¯ ej v@(rWM•rW)/c##T is termed thear-

ray manifold vector, rW is the unit vector pointing to the
source,rWm , m51,...,M are the position vectors of the sen-
sors,c is the speed of sound,s(t) represents the baseband
signal of the source andn(t)5@n1(t) ¯ nM(t)#T is the noise
vector. The beamformer output is the weighted sum of the
delayed input signals, given by

y~ t !5wHx~ t !5wHa~rW !s~ t !1wHn~ t !], ~2!

where w5@w1 ¯ wM#T is the array weight vector and the
operatorH denotes the complex conjugate transposition. The
delay-sum algorithm is to ‘‘time align’’ the received signals
by choosing the following weight vector:

wm5
1

M
e2 j v@~m21!d sin u/c#5e2 j vtm, m51,...,M , ~3!

whereu is the look angle~measured from the normal! of the
array and is dependent of the source vectorrW and

tm5
~m21!d sinu

c
~4!

is the delay that themth channel needs to compensate. It can
be shown that the delay-sum algorithm attains the maximum
signal-to-noise ratio gain~SNRG!.7 The delaytm usually is

not an integer. The simplest approach to deal with these frac-
tional delays is the Lagrange interpolation method.15 We first
divide tm by the sampling periodT to acquire the fractional
delay that can be written into the integer and fractional com-
ponents,Dm andem , respectively,

tm

T
5Dm1em . ~5!

The Finite Impulse Response~FIR! filter coefficients re-
quired to realize the fractional delay are given by

wmk5)
l 50
lÞk

N
em2 l

k2 l
, k50,1,2,...,N. ~6!

The coefficients for the Lagrange filters of orderN51, 2 are
given in Table I. The expectation value ofuy(t)u2 plotted
versus the look angleu is called the spatial power spectrum:

S~u!5E$uy~ t !u2%5wHRxxw, ~7!

where Rxx,E$ux(t)xH(t)u% is the data correlation matrix.
The peak of the spatial power spectrum corresponds to the
direction of the sound source.

2. The superdirective array

Another array algorithm employed in this work is the
superdirective array.13 The principle of this algorithms fol-
lows from maximizing thearray gain that is the measure of
improvement of the signal-to-noise ratio between one sensor
and the array output,

G5
SNRArray

SNRSensor
. ~8!

The larger the array gain, the higher the ability of the array
as a spatial filter to suppress the noise. The above array gain
can be shown to be equivalent to13

G5
uwHdu2

wHGnnw
, ~9!

whereGnn is thecoherence matrixof the noise andd is the
steering vector of the main axis of the array. It is generally
assumed that a diffuse white noise field is spherically isotro-
pic, in which theabth entry of the matrix takes the form13

Gnanb
5

sin@k~a2b!d#

k~a2b!d
. ~10!

On the other hand, if only the self-noise of the sensors is
present, i.e.,Gnn5I , the array gainG reduces to the white
noise gain~WNG!:

WNG5
uwHdu2

wHw
. ~11!

FIG. 1. The configuration of a uniform linear array~ULA !. A sound source
is located in the farfield.xWm is the position vector of themth sensor andrW is
the position vector of the farfield source.

TABLE I. FIR filter coefficients for the first-order (N51) and the second-
order (N52) Lagrange interpolation.

wm0 wm1 wm2

N51 12em em

N52 (em21)(em22)/2 2em(em22) em(em21)/2
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In general, the larger the array weights, the smaller the WNG
and hence the more sensitive to noise is the array. Another
important quantity to evaluate arrays, the directivity index
~DI! is the logarithmic equivalent of the above-mentioned
array gain,

DI 510 log10S uwHdu2

wHGnnw
D , ~12!

which amounts to the ratio of the main-axis gain over the
angle-weighted gain. The larger the DI, the more directional
is the array pattern.

The idea of the superdirective design is realized by
maximizing the DI in Eq.~12!, or equivalently, the array gain
in Eq. ~8!. Equation~8! is in fact a Rayleigh’s quotient. The
maximization of which can be achieved by solving the fol-
lowing optimization problem:

min
w

wHGnnw, subject to wHd51. ~13!

In other words, we look for an optimal weightw such that
the array output power is minimized with the gain at the look
direction constrained to unity. Thus, the array aims to receive
an undistorted signal response at the main axis and reject
unwanted interferences at the other directions. Following the
method of the Lagrange multiplier, the solution of Eq.~13! is
given as7,16

w5
Gnn

21d

dHGnn
21d

. ~14!

In the low-frequency range, the matrixGnn is nearly singular.
The direct inverse ofGnn would prove problematic and re-
sults in exceedingly large array weights. To address the prob-
lem, a simple regularization procedure is generally utilized
by incorporating a positive constant to the main diagonal of
the coherence matrix:13

wuregularized5
~Gnn1eI !21d

dH~Gnn1eI !21d
. ~15!

The parametere can vary anywhere from zero to infinity,
which corresponds to the unconstrained superdirective array
or the delay-sum array, respectively. For instance, a reason-
able value ofe to compromise the array directivity and the
weight size is 0.01.

The delay-sum method and the superdirective method of
a broadside array~u50°! are compared in terms of DI,
WNG, and optimal weights as follows. Assume that there are
4 sensors equally spaced with 4 cm. Figure 2~a! illustrates
the DI of the delay sum and the superdirective arrays with
e50.01. Clearly visible is the improvement of DI below 3
kHz achieved using the superdirective design over the delay-
sum method. Figure 2~b! compares the WNG of the delay
sum and the superdirective methods withe50.01 for the
broadside array. The WNG of the delay-sum array is larger
than the superdirective method at the expense of low-
frequency directionality. Figure 2~c! compares the 2-norm of
the weight vectors of the delay sum and the superdirective
methods withe50.01 for the broadside array. It can be seen
from the result that the optimum weights of the superdirec-

tive array are larger than the delay-sum array at low frequen-
cies in order to attain high directionality. The weights of the
superdirective array should be maintained under a certain
level in order not to create problems of filter implementation.
To see more details, Fig. 3 shows the contour plots of direc-

FIG. 2. A comparison of the delay-sum and the superdirective arrays with
e50.01. ~a! Directivity index. ~b! White noise gain.~c! Optimum weight
norm.
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tivity versus the angle and frequency of the delay sum and
superdirective arrays. The directivity is significantly im-
proved using the superdirective method in the band 500–
1500 Hz.

The foregoing analysis based on the narrowband formu-
lation can now be extended to the broadband scenario. The
array weights obtained using the superdirective method is
associated with the frequencyv. Repeating this process for
the frequencies equally spaced in the band of interest gives
the frequency response samples of each array filter. Now that
the frequency response samples are obtained, the inverse dis-
crete Fourier transform is applied to acquire the impulse re-
sponse, or the filter coefficients, of the superdirective array.
More precisely, if thePw frequency samples of the array
weight are obtained for themth array filter, the discrete fre-
quency response of the filter is simply

Hm~ l !5wm* ~ l !, l 51,...,Pw . ~16!

To assure real impulse responses, the frequency response
samplesHm( l ) at l 521,...,2(Pw21) must be mirrored to

l 5Pw11,...,2Pw21 with proper symmetry. The FIR filter
coefficients can be obtained by applying the inverse discrete
Fourier transform~IDFT! to the frequency response samples
for each channel:

hm~k!5
1

2Pw
(
l 50

2Pw21

Hm~ l !W2Pw

2 lk ,

k51,...,~2Pw21!; m51,...,M , ~17!

where W2Pw
5exp@2j(p/Pw)#. The thus obtainedhm(k) is

often noncausal. A circular shift with one-half the IDFT
length can be performed to allow for a causal filter. Assume
that there are 4 sensors equally spaced with 4 cm. The im-
pulse responses of the superdirective array implemented us-
ing 64-tap FIR filters are shown in Fig. 4~a!. The frequency
responses of the superdirective filters are shown in Figs. 4~b!
and 4~c!. The impulse responses are symmetric and exhibit
sign flipping between the microphones 1 and 2, and also the
microphones 3 and 4. The frequency responses show an even
more pronounced high gain and phase switching at the low-
frequency range. These interesting phenomena suggest that
the differential actions are necessary to produce the directiv-
ity improvement for superdirective microphones. Neverthe-
less, the superdirective microphones do not suffer from the
poor SNR problem due to thevn dependence, as do pure
differential microphones.17

Although there are many techniques available for DOA
determination, we choose the simplest but most robust ap-
proach, the Fourier beamforming, due to the concern of com-
putational loading of our processor. In the DOA session,
angle spectra are calculated by steering the main beam from
290° to 90° using fractional delays.15 The maxima of angle
spectra correspond to the source direction in the farfield. Fig-
ure 5 shows the angle spectra estimated at 500, 1000, 2000,
and 4000 Hz by using the delay-sum and the superdirective
methods, respectively. The result is plotted in a linear scale
to facilitate the determination of DOA from the maxima of
the angle spectra. The sound source is oriented at 10°, as
indicated by the maxima of the angle spectra. The superdi-
rective method produces a sharper DOA estimation than the
delay-sum method at 500, 1000, and 2000 Hz. At 4000 Hz
and higher, the superdirective method has no particular ad-
vantage. However, the side lobes of the superdirective array
are larger than the delay-sum array, which is the price to pay
for better resolution in DOA estimation. There is obviously a
tradeoff between the beamwidth and the side lobes in the
array design.

B. Performance analysis of array

Directivity is an important feature of microphone arrays,
which is highly dependent on the aperture size of the arrays.
In what follows, simulations and measurements were carried
out to examine the directivity pattern of a 4-element linear
microphone array. The signals from the microphones are
summed directly without any filtering. The interelement
spacing is 4 cm and the total length~aperture size! of micro-
phone array is 12 cm. The sound source is positioned at 0°

FIG. 3. The contour plots~in a linear scale! of the directional responses
versus angle~x axis! and frequency~y axis! of a four-element broadside
array. The interelement spacing is 4 cm.~a! Delay-sum array~b! Superdi-
rective array.
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For reference, the simulation and measurement results of
the directivity patterns of one microphone are shown in Fig.
6. The directivity pattern of one microphone at all frequen-
cies in the simulation is omnidirectional. The directivity pat-

tern at 500 and 1000 Hz of one microphone in the measure-
ment are also omnidirectional, while the measurements at
2000 and 4000 Hz display slight directivity due to the effect
of the baffle in which the microphones are embedded.

Figure 7 shows the simulation and measurement results
of the directivity patterns of the four-element array. The di-
rectivity patterns at 500 and 1000 Hz in the simulation are
nearly omnidirectional, while the directivity pattern is quite
directional at 2000 and 4000 Hz. The measured data are in
close agreement with the simulation. These results indicate
that the direct-sum array would display directivity only
above 2000 Hz. More sophisticated algorithms must be used
to produce significant directivity at a low-frequency range.

Apart from directivity pattern, the SNRs of one micro-
phone and the four-element array are also measured and
listed in Table II. The SNR gain improved by a 12 cm aper-
ture microphone array is 11.6 dB, which is close to the the-
oretical value of 12 dB. This suggests that the SNR can be
enhanced over a single sensor by means of array structures.

III. SPATIAL SOUND RESTORATION USING HRTF

As mentioned earlier, microphone arrays have the ad-
vantage of improved SNR, directivity, and hence spatial se-
lectivity. These features help the rejection of undesirable ef-
fects of room reverberation and acoustic feedback. However,
these benefits of arrays can be countered by the loss of three-
dimensional~3-D! hearing when applied to hearing aids. To
address the problem, a post-filtering technique based on the
Head Related Transfer Functions~HRTFs! is presented in the
paper in an attempt to restore the 3-D spatial hearing mecha-
nism resulting from the head and torso diffractions of hu-
mans. Therefore, using this microphone-HRTF system,
hearing-impaired people can hear more spatial-sounding
speech and music signals with a better source localization.

A. The method and system architecture

An HRTF is a measurement of the transformation for a
specific source direction relative to the head, and describes
the filtering process associated with the diffraction of sound
by the torso, the head, and the pinnae. HRTFs contain im-
portant cues, including the interaural time differences~ITD!,
the interaural level differences~ILD !, and spectral character-
istics pertaining to spatial hearing and sound localization.
ITD refers to the time difference between the left and right
ears for a plane wave incident form a certain direction. ILD
refers to the level difference due to the head shadowing ef-
fect between the levels of the signals received at both ears.
The inverse Fourier transform of a HRTF is termed the head-
related impulse responses~HRIR!. A 3-D sound field can be
created by convolving a source signal with the appropriate
pair of HRIRs to render sound images positioned arbitrarily
around a listener. The HRTF and HRIR database employed
in the paper is currently available on the web.14

The entire system consists of a DOA estimation module,
a beamsteering module, and a HRTF post-processing mod-
ule. The underlying idea of the system will be explained as
follows. Rewrite the array output in Eq.~2! with a discrete-
time and broadband setting,

FIG. 4. The characteristics of the superdirective filter. The filter is realized
as a 64-tapped FIR filter. The results are shown as 232 matrices, where the
~1,1!, ~1,2!, ~2,1! and ~2,2! correspond to the response of the 1st, 2nd, 3rd
and 4th sensor, respectively.~a! The impulse response.~b! The frequency
response magnitude.~c! The frequency response phase.
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y~n!5wH~n!* x~n!, ~18!

where* denotes convolution andn is the discrete-time index.
In Eq. ~17!,

x~n!5s~n!* a~u,n! ~19!

being the data vector received at the microphones, and
a(u,n) is the impulse response of the array manifold vector
associated with the source directionu. After a DOA session
using the superdirective beamformer, a potential source di-
rection is found. Then, the beam of the array is electronically
steered to that direction using the second-order Lagrange in-
terpolation for the steering vectord'a. Note that the beam-
steering process should guaranteewHd'1. Although this is a
fixed beamformer, we choose the simple but practical ap-
proach for two reasons. First, apart from processing needs in
multichannel array filtering, DOA, HRTF, and real-time dis-
play, there is really not much computational power left in the
present DSP system to afford sophisticated adaptive algo-
rithms such as the generalized sidelobe canceller~GSC! or
the Griffiths beamformer.7 Second, adaptive beamformers
still have robustness issues in the context of a steering vector
error and correlated noise.13 In particular, the latter issue fre-
quently occurs in a live room environment such as a car

cabinet, where multipath reflections could lead to an unde-
sirable signal-noise cancellation.

In order to recover the spatial sound image for the array
system, as a final step, HRIRs are used to filter the array
output to yield the binaural signals for a headphone,

y~n!5FhL~n!

hR~n!G* y~n!, ~20!

wherehL(n) and hR(n) are the HRIRs of the left and the
right ears. In effect, the overall output that the system will
produce is

y~n!5FhL~n!

hR~n!G* s~n!* wH~n!* a~u,n!. ~21!

The preceding procedure of post-processing for 3-D hearing
is summarized in the flow chart of Fig. 8.

B. Experimental verifications

The above-mentioned array signal processing algorithms
for 3-D spatial sound restoration with HRTF was imple-
mented on a digital signal processor~DSP!, TMS320C32.
Figure 9 shows the system block diagram, including a com-
puter equipped with the DSP, a sound source, a four-element

FIG. 5. The simulation results of the DOA estimation~in a linear scale! by the delay-sum and superdirective methods. The sound source is a pure tone and
is located atu510°, as indicated by a vertical dotted line in the figure.~a! 500 Hz; ~b! 1000 Hz;~c! 2000 Hz;~d! 4000 Hz.
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linear microphone array, a preamplifier, and two second-
order antialiasing filters with cutoff frequency 8 kHz and a
headphone. Four condenser microphones with 6 mm diam-
eter are fitted in a acrylic plastic plate and the interelement
spacing of microphones is 4 cm, which gives a total length of
12 cm. The sound source is placed atu510°. The sampling
rate was chosen to be 16 kHz.

The delay-sum beamformer and the superdirective
beamformer are applied to estimate DOA using the DSP sys-
tem. Figure 10 shows the experimental results of the DOA
estimation of obtained using the delay sum and the superdi-
rective methods at 500, 1000, 2000, and 4000 Hz, respec-
tively. A more accurate DOA estimation at 500, 1000, and
2000 Hz can be obtained by using the superdirective method
than the delay-sum method because of the narrower beam-
width of the former. This observation is in agreement with
the simulation results. At 4000 Hz, two beamformers yielded
a comparable performance. Figure 11 shows the DOA esti-
mation obtained using the delay-sum and the superdirective
methods, in which case a sound source located atu510° is a

random noise bandlimited to 8 kHz. An error analysis of
DOA estimation obtained experimentally by the delay-sum
beamformer and the superdirective beamformer is illustrated
in Table III. The average DOA error of the superdirective
beamformer is 0° vs 6° obtained using the delay-sum beam-
former. The former method significantly outperforms the lat-
ter one, owing to its narrower beamwidth~angle resolution!.

After the DOA was estimated, the beamformer in con-
junction with beam steering was utilized to enhance the
sound signals. Only the superdirective beamformer was ap-
plied in the following tests because of its superior angle re-
sulution. The fractional delays should be carefully compen-
sated using Lagrange interpolation. Otherwise, a large

FIG. 6. The directivity pattern of one microphone.~a! Simulation.~b! Mea-
surement.

FIG. 7. The directivity pattern of a broadside delay-sum array with four
microphones equally spaced by 4 cm.~a! Simulation.~b! Measurement.

TABLE II. The measured SNRs and SNR gain of the single microphone
versus the four-element microphone array with with a 12 cm aperture.

Aperture size Microphone number SNR~dB! SNR gain~dB!

12 cm
One 46.1

11.6Four 57.7
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steering error would arise, especially when the sampling rate
is low.

Following the beam-steering session, post-processing
based on HRTFs was carried out to realize the 3-D spatial
sound. When the location of the sound source is changed,
HRTFs were also updated according to the new direction
found in the DOA session. In order to evaluate the effective-
ness of the system in localizing sound sources, a subjective
experiment was conducted. The listening test involved ten
human subjects. Random noise bandlimited to 8 kHz was

used as the source. A headphone was employed as the ren-
dering device. In the experiment, 11 positions, ranging from
250° to 50° with 10° intervals, were preselected to position
the source. The distance between the microphone array and
the source was 2 m. The experiment was conducted in an
anechoic chamber to minimize unwanted reflections. Figure
12 shows the result of the subjective localization experiment.
The perceived angles of source are in very good agreement
with the presented angles of the source since most data
points fall on the diagonal of the plot. Figure 13 shows the
statistics of localization errors in a bar chart. It can be seen in
the result that the localization errors at610° and650° are
somewhat larger than the other angles. Overall, the average
localization error is 11.7°~nearly one test interval!, and the
standard deviation is 6.5°. It is noted that the DOA estima-
tion is quite accurate using the superdirective beamformer
~0° from Table III!, and the discrepancy of the subjective test
is due predominantly to the HRTF database. In summary,
these results reveal that the developed system is effective in
creating a spatial sound field that allows for the practical
localization needs of human listeners.

IV. CONCLUSIONS

A microphone array accompanied with 3-D spatial post-
processing system has been developed in this paper. Array
signal processing algorithms are implemented on a DSP sys-
tem to accommodate broadband acoustical applications with
better SNR and directivity. To further enhance the directivity
at the low-frequency range, the superdirective method is ex-
ploited in the beamformer design. The entire system consists
of a DOA estimation module, a beam steering module, and

FIG. 8. The flow chart of array signal processing with 3-D spatial sound
restoration with the HRTF.

FIG. 9. The block diagram of the array spatial sound system implemented
on a DSP, TMS320C32.
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an HRTF post-processing module. It was suggested by the
reviewer that, instead of free-field HRTFs, stero room re-
sponses should be used. However, the present paper did not
choose this approach because we feel that the natural rever-
berations and responses of the room environment were not
lost in beamforming. What had been lost was the information
associated with human head scattering and diffraction. In
addition, as another practical reason, filtering of room re-
sponses is known to be a computationally expensive opera-
tion, which is still prohibitive in the present DSP platform
used in the research.

FIG. 10. The experimental results of the DOA estimation~in a linear scale! by the delay-sum and superdirective methods. The sound source is a pure tone and
is located atu510°, as indicated by a vertical dotted line in the figure.~a! 500 Hz.~b! 1000 Hz.~a! 2000 Hz.~b! 4000 Hz.

FIG. 11. The experimental results of the DOA estimation by the delay-sum
and superdirective methods. The sound source is a random noise bandlim-
ited to 8 kHz and located atu510°, as indicated by a vertical dotted line in
the figure.

TABLE III. Error analysis of DOA estimation obtained by the delay-sum
beamformer and the superdirective beamformer.

Source
Delay-sum
beamformer

Superdirective
beamformer

500 Hz sine 210° 0°
1 kHz sine 210° 0°
2 kHz sine 210° 0°
4 kHz sine 0° 0°
Broadband random 0° 0°
Average error 6° 0°
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Simulations and experiments were carried out to inves-
tigate the feasibility of the proposed array system. It was
found from the results that the array has achieved significant
improvement in terms of SNR as well as directivity. A sub-
jective listening experiment was conducted to examine the
source localization performance using the present system.
The results indicate that the subjects are capable of localizing
the presented source direction within an average error of
11.7°.

Although these preliminary tests reveal the potential of
the present system, several limitations of the work should be

mentioned. First, the selected sampling rate of 16 kHz was
somewhat low because of the limited processing power of
the present DSP we used. This gives an effective frequency
range of less than 8 kHz, which might be insufficient for
sound signals other than speech. However, this limitation is
minor and can be removed by using a faster DSP. Second,
the system works quite well with continuous and stationary
signals but may lose track of the source for transient signals.
Tracking algorithms suited to transient signals remain to be
investigated. Third, background noise and reflection in a live
room may seriously interfere the DOA estimation of the
present system—a problem common to array systems. It is
worth exploring in the future research algorithms for the
DOA estimation that are both sharp and robust in a reverber-
ant environment.
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FIG. 12. The results of the subjective listening experiment obtained using
the proposed array spatial sound system. The perceived angle~y axis! is
plotted versus the presented angle~x axis!. The 45° line stands for perfect
localization.

FIG. 13. The bar chart showing the statistics of localization errors of the
subjective listening experiment for each presented angle. The average local-
ization error is 11.7° and the standard deviation is 6.5°.
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The discrete wavelet transform may be used as a signal-processing tool for visualization and
analysis of nonstationary, time-sampled waveforms. The highly desirable property of shift
invariance can be obtained at the cost of a moderate increase in computational complexity, and
accepting a least-squares inverse~pseudoinverse! in place of a true inverse. A new algorithm for the
pseudoinverse of the shift-invariant transform that is easier to implement in array-oriented scripting
languages than existing algorithms is presented together with self-contained proofs. Representing
only one of the many and varied potential applications, a recorded speech waveform illustrates the
benefits of shift invariance with pseudoinvertibility. Visualization shows the glottal modulation of
vowel formants and frication noise, revealing secondary glottal pulses and other waveform
irregularities. Additionally, performing sound waveform editing operations~i.e., cutting and pasting
sections! on the shift-invariant wavelet representation automatically produces quiet, click-free
section boundaries in the resulting sound. The capabilities of this wavelet-domain editing technique
are demonstrated by changing the rate of a recorded spoken word. Individual pitch periods are
repeated to obtain a half-speed result, and alternate individual pitch periods are removed to obtain
a double-speed result. The original pitch and formant frequencies are preserved. In informal
listening tests, the results are clear and understandable. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1869732#

PACS numbers: 43.60.Hj, 43.72.Ar@DOS# Pages: 2122–2133

I. INTRODUCTION

In experimental acoustics, it is common to encounter
nonstationary sound waveforms, i.e., those in which the fre-
quency content and amplitude change as a function of time.
The conventional approach for analyzing such sounds is to
calculate a spectrogram, or short-time Fourier transform
~STFT!. For a time-sampled waveformz(t), the STFT pro-
vides information about the waveform’s energy content as a
function of both time and frequency, i.e.,FSTFT(z)
5E(t, f ). While the STFT has proven its worth in numerous
practical applications, it is ill suited to certain types of
sounds, and it lacks some desirable mathematical character-
istics. Sounds with frequency content ranging over more than
one or two orders of magnitude are often problematic for
STFT analysis, because a window long enough to capture
low-frequency content~at least one period! will be insensi-
tive to high-frequency sounds of short time duration.

The discrete wavelet transform~DWT! has a severe
limitation when used for acoustic waveform analysis: its lack
of shift invariance. Let two time-sampled waveformsz(t)
and z8(t) be time-shifted copies of one another, such that
z(t)5z8(t1t0) for all t. Calculating the DWT of each,
FDWT(z)5E(t,n), andFDWT(z8)5E8(t,n). Since the DWT
is not shift invariant,E(t,n)ÞE8(t1t0 ,n). Therefore, the
DWT analysis of a sampled sound depends on when the
sampling starts, not just when the sound occurs, which is
highly undesirable for the study of physical systems. The
DWT is critically sampled, i.e., utilizes lower sampling rates

~subsampling! for lower-frequency components. The selec-
tion of samples to be skipped in the subsampling process is
inextricably linked to the time elapsed since the sampling
began. Fortunately, by modifying the DWT to retain all pos-
sible samples~performing no subsampling!, it is possible to
obtain explicit shift invariance.1–3 The resulting shift-
invariant discrete wavelet transform~SIDWT! is highly re-
dundant, but since many of the redundant elements are du-
plicates, the increase in computational complexity is not
severe. The full SIDWT may be used as a starting point from
which to draw a more efficient representation for lossy
compression.4 The SIDWT may also be used in full~albeit
with the duplicate elements grouped and summed!, in which
form it has been shown to be an isometry, with applications
in data visualization.5 Others have described algorithms
which are mathematically equivalent to the SIDWT, but
which were developed for applications in exploratory statis-
tics, using different nomenclature, i.e., the stationary wavelet
transform6 and the maximal overlap discrete wavelet
transform.7 The stationary wavelet transform has also been
used successfully for waveform denoising.2

The use of the SIDWT~and its equivalents! to identify
features in a waveform; whether signatures of interesting
phenomena, experimental artifacts, or noise, leads naturally
to the following question. What would the time-sampled
waveform look like ~or sound like! if the features were
louder, softer, appeared at a different time, or were removed
altogether? Performing the desired modifications on the
SIDWT output is straightforward; the challenge is reversing
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the SIDWT to return to a time-sampled waveform. Because
of its inherent redundancy, the SIDWT does not have a true
inverse in the mathematical sense. However, this fact does
not preclude the existence of an algorithm with useful
inverse-like behavior. The developers of the stationary wave-
let transform also developed such an inverse-like procedure.
They showed that averaging together all of the possible shift-
induced variations of the IDWT yields intuitively satisfying
results.6 Likewise, a mathematically equivalent procedure
was used to invert the maximal overlap discrete wavelet
transform, also with intuitively satisfying results.7 The sta-
tionary wavelet transform combined with this inverse-like
averaging procedure has also been shown to yield good re-
sults in waveform denoising.2 The wavelet denoising paper
states, without proof or discussion, the important mathemati-
cal result that the inverse-like procedure is actually the
pseudoinverse of the stationary wavelet transform. A recent
publication coauthored by one of the present authors de-
scribes two examples of sound visualization and modifica-
tion using the SIDWT and its pseudoinverse~ISIDWT!. The
discussion and the two examples are narrowly focused on the
field of automotive sound quality engineering, and no math-
ematical material is included.8

The goals of this paper are threefold. The first is to de-
scribe a newly developed simple and fast convolution algo-
rithm for the ISIDWT, based on the SIDWT algorithm.5 The
SIDWT, the stationary wavelet transform, and the maximal
overlap discrete wavelet transform employ significantly dif-
ferent algorithms, so a discussion of computational issues is
included. The second goal is to present a simple, self-
contained proof that the ISIDWT is the pseudoinverse of the
SIDWT. The statement of this result has been published; we
believe the details of the proof should be made available as
well. The third goal is to illustrate the potential applications
of these new analytical methods in the field of acoustics.
Section II covers both the theoretical~II A ! and the compu-
tational ~II B ! aspects of the SIDWT and its pseudoinverse.
In Sec. III, examples of low-level speech waveform process-
ing illustrate the capabilities of the SIDWT/ISIDWT for vi-
sualization, feature separation, and analysis/synthesis. One
especially promising way to combine these capabilities is to
edit ~cut and paste sections! of sound recordings in the shift-
invariant wavelet domain. While many audible features are
easier to recognize in that domain, the primary benefit is the
wavelet pseudoinverse transform automatically prevents the
occurrence of the audible clicks and pops that are usually
produced at section boundaries by time-domain editing. Il-
lustrative examples of waveforms with strong time localiza-
tion and a wide frequency range can be found in many dif-
ferent technical fields of study. For the development of
digital audio effects in music, it is useful to be able to dis-
tinguish transient~time-localized! sounds, such as the pluck
of a guitar string, from the steady ringing tone~frequency-
localized! that follows.9 Research in wavelet-domain modi-
fication of musical sounds began in the early days of wavelet
theory, e.g., musical applications of complex wavelets,10 and
continues today, e.g., the use of a ‘‘lapped’’ wavelet trans-
form to stitch together segments of musical waveforms.11

The examples most familiar to the authors are drawn from

the myriad of mechanical sounds produced by motor ve-
hicles, e.g., a momentary rattle excited by~and partially
masked by! a car door slam, and the motor whine, blade
scrape, and reversal thud of a windshield wiper.8 The details
of speech waveforms, especially the formant resonances
modulated by glottal pulses, are also an excellent match to
the capabilities of the SIDWT/ISIDWT. The general ap-
proach and terminology derives from anad hoclist of recent
publications that deal with various details of speech wave-
forms: pitch period estimation,12–14 formant modulation,15

friction noise modulation,16 voicing onset,17 glottal
characteristics,18 and waveform irregularities.19

II. THE SHIFT-INVARIANT DISCRETE WAVELET
TRANSFORM AND ITS PSEUDOINVERSE

A. Theory

Consider a sequence ofN physical measurementsz
5(z1 ,z2 ,...,zN), e.g., air pressure measured repeatedly at
evenly spaced time intervals. LetS denote the set of all such
signals. Since(nzn

2,1`, the vectorz may be regarded as
the coordinates of a single point in a finite energy,
N-dimensional vector space,zP l 2(ZN). Implicit in z
P l 2(ZN) is the assumption thatz is a single period of an
infinitely long sequence with a periodicity ofN. If this as-
sumption is not physically realistic, care must be taken to
insure that the conclusions drawn from the analysis are inde-
pendent ofN.

Let uP l 2(ZN) and vP l 2(ZN) represent two digital fil-
ters. Denoting the discrete Fourier transform ofu by û, we
require the system matrix

A~n!5
1

& S û~n! v̂~n!

ûS n1
N

2 D v̂S n1
N

2 D D , ~1!

to be unitary for eachn50,...,N21 ~Ref. 20, p. 173!. There-
fore, u is the low-pass filter sequence andv the high-pass
filter sequence generating the discrete wavelet transform.

Let ũ be the complex conjugate reflection ofu defined
by ũ(n)5u* (N2n) for all n. The finite impulse response
filtering of z by u is written as a~circular! convolutionz* u.
Most practical applications of these techniques, including the
examples presented here, involve onlyN-element sequences
of real numbers, i.e.,xPRN, l 2(ZN). The mathematical re-
sults, however, are valid for complex-valued vectors. Assum-
ing that m divides N, a sequence reordering operatorRm ,
defined by

Rm~z!5~z1 ,zm11 ,...,zN2~m21! ,z2 ,zm12 ,...,zN2~m22! ,...,

zm ,z2m ,...,zN!, ~2!

in effect, writes the elements ofz into anm by N/m matrix
by columns and reads the elements out by rows. For
example, if z5(1,2,3,4,5,6,7,8), then R2(z)
5(1,3,5,7,2,4,6,8). The inverse ofRm is RN/m , i.e.,
RN/m(Rm(z))5z.

From anN-element input vector, givenp such that 2p

dividesN, the p-stage shift-invariant discrete wavelet trans-
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form T produces a (p11) by N matrix.5 T may therefore be
regarded as a linear map taking each point inS to a point in
a (p11)N-dimensional vector spaceW, i.e.,

T: l 2~ZN!→ l 2~Z~p11!N!. ~3!

T of z is given by

T~z!5~RN/2~x1!,RN/4~x2!,...,RN/2p~xp!,RN/2p~yp!!,
~4!

where

x15
1

&
R2~z* ṽ ! and y15

1

&
R2~z* ũ!, ~5!

and for j 52,...,p

xj5
1

&
R2~yj 21* ṽ ! and yj5

1

&
R2~yj 21* ũ!. ~6!

The set of points mapped byT from S occupies a subspace in
W denoted by range~T!.

Being a linear map from anN-dimensional space of sig-
nals to a space of larger dimension, the SIDWT does not
have an inverse. Of all the points inW, only those which are
in range~T! are directly associated with a point inS. The
pseudoinverse works around this limitation by providing ev-
ery point wPW with an indirect association to some point
zPS. Everyw has a unique nearest~in the standard Euclid-
ean norm! neighborw8Prange(T) ~possibly itself!, and the
pseudoinverse associates eachw with the z that satisfies
T(z)5w8. This procedure is mathematically equivalent to
finding the least-squares solution to an overdetermined sys-
tem of linear equations. We now define the ISIDWT

S: l 2~Z~p11!N!→ l 2~ZN!, ~7!

a map taking each point inW to a point in S. Given w
5(w1 ,w2 ,...,wp11)P l 2(Z(p11)N), we computeS(w) by
the algorithm

hp5
1

&
~RN/2~R2p~wp!!* v1RN/2~R2p~wp11!!* u! ~8!

hp215
1

&
~RN/2~R2p21~wp21!!* v1RN/2~hp!* u! ~9!

]

S~w!5h15
1

&
~RN/2~R2~w1!!* v1RN/2~h2!* u!. ~10!

The relationship betweenT and S ~as defined above! is es-
tablished by the following theorem.

Theorem 1. Sis the least-squares inverse~pseudoin-
verse! of T, i.e.,

~i! ST5 idu l 2(ZN) , and
~ii ! TS is the orthogonal projection ofl 2(Z(p11)N) onto

range~T!.

According to statement~i!, for wPrange(T), S is the
inverse ofT, and thereforeS(T(z))5z. Statement~ii ! ad-

dresses the case ofw¹range(T), which will apply to virtu-
ally all w chosen arbitrarily, i.e., not obtained byw5T(z). In
this case,x5T(S(w))Prange(T) is the unique point in
range~T! closest tow, minimizing (n(xn2wn)2. A proof of
Theorem 1 is given in the Appendix.

B. Computation

The block diagram in Fig. 1 illustrates the processing
steps in the SIDWT~analysis phaseT! and its pseudoinverse
ISIDWT ~synthesis phaseS! for the two-stage case, i.e.,p
52. The analysis begins in the upper-left corner with the
input waveformz. The four-block clusters inside the dotted-
line boxes on the left side of the diagram depict the recursive
analysis steps defined in Eqs.~5! and ~6!. A p-stage trans-
form employsp of these clusters, yieldingp11 many series
x1 ,x2 ,...,xp ,yp , each of lengthN. The final rearrangement
step defined in Eq.~4! reaches the vector spaceW, depicted
by the central dashed-line box. Completion of the SIDWT is
indicated by the vertical arrow leading toT(z) at the top of
the diagram. The synthesis begins at the top withw, which in
most cases will be a modification ofT(z). The first step in
the ISIDWT is to undo the final rearrangement step in the
SIDWT. After this, the recursive procedure in the dotted-line
boxes in the right side of the diagram, as defined in Eqs.~8!
and~9!, is carried out. The ISIDWT is complete at the top of
the diagram whereS(w)5h1 , as in Eq.~10!.

Let us look at the computational complexity of the
pseudoinverseS. Given zP l 2(ZN), the computational com-
plexity for the transformT(z) is O(N log2 N) according to
Ref. 5. We will now show that this result holds for the
ISIDWT S as well.

FIG. 1. A block diagram of the SIDWT and ISIDWT for two scale levels,
i.e., p52.
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Theorem 2. Let N be a power of 2 andpPN, with
p< log2 N fixed. Then, the total number of complex multipli-
cations required to computeS(w) for wP l 2(Z(p11)N) is
#N<2pN13pN log2 N.

Proof: In lieu of a detailed proof, we note thatSand the
analysis algorithm are essentially the same by symmetry.

From Theorem 2 we obtain the result that the computa-
tion of S is anO(N log2 N) operation ifp is considered to be
a fixed number. If we take the Daubechies D4u andv and
perform the convolutions directly instead of using the FFT,
then the computational complexity is justO(N), sinceu and
v have only 4 nonzero entries. This is the minimal order we
can expect when working with signals of lengthN. SinceS is
a linear map, the error in the output is bounded by the norm
of S ~a constant! times the error in the input, which means
that the algorithm is numerically stable.

The ISIDWT, the stationary wavelet transform, and the
maximal overlap discrete wavelet transform are mathemati-
cally equivalent in the sense that they yield the same result.
However, they utilize significantly different algorithms, so
they are not computationally equivalent in all respects. All
three may be calculated withO(N log2 N) computational
complexity if p is considered fixed.5–7 If implemented in a
low-level programming language that allows efficient index-
ing of individual matrix elements, the performance of the
three is expected to be essentially equivalent. However, the
ISIDWT is significantly easier to implement in an array-
oriented scripting language, because it can be constructed by
linking together a few of the standard functions that are com-
monly provided in such languages. In this way, acceptable
performance can be obtained without the need to write, com-
pile, and link an external module written in a lower-level
language.

III. APPLICATION TO SPEECH WAVEFORM ANALYSIS

To illustrate the application of the SIDWT/ISIDWT to
acoustic waveforms, a detailed analysis of a sound recording
of a spoken word is presented below. A recording of a male
speaker pronouncing the Japanese word ‘‘kaze’’ with a rising
intonation from an on-line speech database maintained for
phonetic alphabet research21 is shown in Fig. 2. Voiced
speech is produced by periodic glottal closure events, which
momentarily interrupt the air flow through the larynx. The
frequency at which these events occur, denoted byF0, is the
fundamental frequency of voiced speech. The rising intona-
tion in this example is reflected in Fig. 2, asF0'90 Hz
during the ‘‘a’’ increases toF0'120 Hz during the ‘‘e.’’ The
procedure for glottal period estimation is discussed in detail
below.

During spoken vowels, the sharp air-pressure transients
known as glottal pulses excite pressure oscillations in the
volume acoustic resonances of the vocal tract. The frequency
content of these resonances, which fall in the range between
;500 Hz to;8 kHz, depending on the size of the vocal tract
and the position of the tongue, jaw, and lips, is the primary
factor distinguishing one vowel from another. The significant
frequency peaks in the pressure oscillations are known as
formants, and are denotedF1,F2,F3,F4, in order of increas-
ing frequency. The formant amplitude is highest immediately

after the glottal pulse, at which point the glottis is essentially
closed. The amplitude decreases rapidly as energy is lost due
to air flow between the lips. When the glottis reopens in
preparation for the next glottal pulse, the resulting air flow
causes the formant amplitude to decrease even more quickly.
This strong amplitude modulation of the formants leads to a
widely used quasistatic approximation. In this simplified pic-
ture, the frequency content of each formant pulse is assumed
to be static, and the~relatively slow! motion of the vocal-
tract anatomy~tongue, jaw, and lips! is inferred by compar-
ing the frequency content of consecutive formant pulses. The
first six formant pulses in kaze may be seen in Fig. 3. The
first formant pulse, which signifies the beginning of the
vowel sound ‘‘a,’’ occurs at;0.105 ms. In the sound wave-
form plot, each formant peak begins at a sharp downward
step ~a glottal pulse! and oscillates with decreasing ampli-
tude, disappearing before the next glottal pulse. On the spec-
trogram, labeled ‘‘STFT,’’ each downward step appears as a
vertical gray bar; the short time duration of each step maps to
broad frequency content. The sampling rate was 44 100
samples/s, and a 352-point Hanning window, shifted in 63-
point steps, and zero-padded to 1024-point length, was used
in the preparation of spectrograms in this and the next two
figures. The gray scale on each spectrogram was adjusted for
enhanced contrast.22 Each formant pulse appears as a pair of
dark horizontal bands;600 Hz apart, beginning at a vertical
bar, and ending before the next vertical bar. This formant
frequency content ofF1'500 Hz andF2'1100 Hz is typi-
cal for a male Japanese speaker’s ‘‘a.’’23

The scalogram in Fig. 3 labeled ‘‘DWT’’ is obtained
from the conventional, shift-variant, discrete wavelet trans-
form. The 8-tap symlet was used for all examples presented
here, but the results do not depend critically on the choice of
wavelet. The shape of the wavelet~e.g., symlet vs
Daubechies! makes little difference here. Shorter wavelet fil-
ters ~e.g., 4-tap vs 8-tap! will have increased energy in the

FIG. 2. A sound recording of a male speaker pronouncing the Japanese
word ‘‘kaze’’ with rising intonation, and the voiced fundamental frequency
F0 obtained from glottal period estimates.
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upper sidebands, but provide faster calculations and sharper
time resolution. The essential preprocessing step for visual-
ization is to transform the oscillatory coefficients within each
scale level ofwPrange(T) to a quadratic envelope.5 For the
coefficients at themth scale level,wm , the quadratic enve-
lope wm8 5wm

2 1H(wm)2, whereH is the Hilbert transform,
i.e., a p/2 phase shift. Following this operation, all of the
scalograms presented here were downsampled to fit the
available space, and the gray scales were adjusted for en-
hanced contrast.22 The formant pulses appear as dark, verti-
cal features extending from the 500-Hz to the 8-kHz bands.
Their appearance is more varied than on the spectrogram,
due to the shift variance of the DWT. Nevertheless, the DWT
has been shown to be a reliable method for identifying glot-
tal pulses forF0 estimation.13,14 The scalogram in Fig. 3
labeled ‘‘SIDWT’’ is obtained from the shift-invariant dis-
crete wavelet transform. In the region corresponding to the
‘‘k’’ sound, the SIDWT and DWT scalograms have a similar
appearance. In the region corresponding to the voiced ‘‘a,’’

they are dramatically different. The shift invariance reveals
the true reproducibility of the formant pulses, and for each
formant pulse shows the amplitude decrease and the gap pre-
ceding the next glottal pulse. The voiced region highlights
two important differences between the STFT presentation
and the SIDWT presentation. First, the STFT has finer fre-
quency resolution than the SIDWT. The two main formants,
F1 andF2, are resolved clearly on the STFT, but are not
resolved on the SIDWT due to the single-octave bandwidth
of the scalogram levels. The second difference is that the
STFT has the same time resolution at all frequencies, so
transients appear as vertical features. In contrast, the time
resolution of the SIDWT scales inversely with the center
frequency of each band. For each step upward to a higher-
frequency scalogram band, the time resolution is twice as
fine. For this reason, a transient feature tends to have a py-
ramidal appearance on the SIDWT, with a narrow top on a
base that broadens at each next lower level. The practical
consequence of these two differences is that the SIDWT is
not a substitute or a replacement for the STFT, but rather a
complement, and the two techniques can be used effectively
together.

Figure 4 shows a similar presentation of the ‘‘z’’ from
kaze. This sound is produced by a narrow restriction in the
mouth. The frictional~turbulent! loss due to the air flowing
through the restriction prevents the build-up of formants. The
absence of formants does not imply silence, however, be-
cause the turbulence produces audible noise called frication.
The loudness of the frication varies with the flow of air
through the restriction, which in turn is modulated by peri-
odic glottal closures. The modulated frication appears as
bursts of noise~glottis open! separated by momentary si-
lences~glottis closed!.16 It is interesting to contrast this tim-
ing to that observed with formants, which are loudest when
the glottis is closed, and quiet when the glottis is open.

To complete the presentation of kaze, the final vowel
‘‘e’’ is shown in Fig. 5. The time-domain clarity of the for-
mant peaks in the shift-invariant scalogram~SIDWT!, com-
pared to the shift-variant scalogram~DWT!, is even more
evident here than in Fig. 3. The formant pulses are closer
together than in Fig. 3, and they also exhibit a second high-
frequency pulse in each glottal period. Secondary glottal
pulses such as these are often observed in male speech wave-
forms, and they can be problematic for glottal period estima-
tion algorithms. Interestingly, the phenomenon is usually
vowel-dependent, and only traces of secondary pulses can be
seen on the ‘‘a’’ in Fig. 3.

An expanded view of two of the formant pulses from
Fig. 3 is shown in Fig. 6, as a time history and as a shift-
invariant scalogram. The glottal pulses are indicated by
‘‘GP.’’ A periodic signature with a period of;1.7 ms is
apparent on the 2-kHz scale as alternating bands of light and
dark, and is barely visible on the 1-kHz band. The scalogram
as prepared for display is a quadratic function of the wavelet
coefficients, and this signature is the difference frequency
between the two formant peaks, 1.7 ms'1/(F22F1). The
difference frequency shows up most clearly on the 2-kHz
band because there is significant frequency overlap between
adjacent bands, and the strong fundamentalF0 and its strong

FIG. 3. The ‘‘ka’’ from the Japanese word ‘‘kaze,’’ its spectrogram~STFT!,
its conventional scalogram~DWT!, and its shift-invariant scalogram
~SIDWT!.
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second harmonic overwhelm theF22F1 difference in the
500-Hz and 1-kHz bands.

A similar view of three of the formant pulses from the
vowel sound ‘‘e’’ is shown in Fig. 7, as a time history and as
a shift-invariant scalogram. Patterns that appear to be differ-
ence frequencies can be seen, but since the formant content
of ‘‘e’’ is more complex than the two strong peaks respon-
sible for the signature in Fig. 6, the scalogram signature of
the vowel ‘‘e’’ is more complex as well. This expanded view
provides a more detailed picture of the secondary glottal
pulse labeled ‘‘2’’ in each glottal period, showing that the
fundamental periodicity, as well as the gap preceding the
glottal closure, are still evident. TheF0 estimate in Fig. 2
was obtained by finding all occurrences of this formant gap-
peak signature. For a list of timest5(t1 ,t2 ,...,tM) at which
the M occurrences of the signatures were observed,F0 at tn

is given by F0n51/(tn112tn), where N51,2,...,(M21).
The timest were obtained by finding local maxima in the
sum of the quadratic envelopes of the 1- and 2-kHz bands.

An important category of speech-processing techniques
known as PSOLA~pitch-synchronized overLap and add! is
based on working with the individual glottal pulses.24 A typi-
cal application of PSOLA might begin with isolating each
glottal pulse by multiplying the speech waveform by a
rounded window~e.g., Hanning! centered over each pulse in
turn. A typical length for the window would be twice the
glottal period. The window length represents a compromise:
longer windows allow the neighboring pulses to intrude, and
shorter windows~or windows with more steeply sloped time-
domain cutoffs! increase spectral leakage. After the indi-
vidual glottal pulses have been processed in the desired man-
ner, they must be recombined to make a single waveform. A
variety of approaches has been used to recombine the indi-
vidual segments,24 including a technique which utilizes in-
formation obtained from wavelet transform analysis.25 In
general, PSOLA produces high-quality results, although
sometimes annoying artifacts are present.26,27 The artifacts
are not completely understood, and may be related to the

FIG. 4. The ‘‘z’’ from the Japanese word ‘‘kaze,’’ its spectrogram~STFT!,
its conventional scalogram~DWT!, and its shift-invariant scalogram
~SIDWT!.

FIG. 5. The ‘‘e’’ from the Japanese word ‘‘kaze,’’ its spectrogram~STFT!,
its conventional scalogram~DWT!, and its shift-invariant scalogram
~SIDWT!.
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details of how the modified pulses are recombined.
The analysis/synthesis capability of the SIDWT/

ISIDWT may be employed to segment and recombine a
speech waveform in a manner that is conceptually similar to
PSOLA, although the mathematical details are of course
quite different. Figures 8 and 9 illustrate the procedure for
extracting a single formant pulse from the speech waveform.
In Fig. 8 a dashed-line box delineates the region of the scalo-
gram corresponding to the single formant pulse to be ex-
tracted, i.e., the time interval 0.1335ta,t,tb50.1436. The
edges of the box are aligned with local minima of the sum of
the quadratic envelopes of the 2- and 1-kHz bands. The
scalogram elements inside this box are preserved, and the
remainder of the scalogram is set to zero. Given the speech
waveform z(t) over the intervalt0<t<tc , and the scalo-
gram x(t,n)5T(z), a function of both time and scale, this
modification producesw(t,n) such that

w~ t,n!5H 0 : t0<t,ta

x~ t,n! : ta<t<tb

0 : tb,t<tc.

~11!

To complete the procedure, the extracted single formant
pulsez8 is obtained fromz85S(x). Figure 9 showsz8, with
the original waveformz in gray for comparison. The scalo-
gramx85T(z8) is also shown in Fig. 9, along with the origi-
nal dashed-line box. The only significant difference between
w andx8 is the smoothing of the boundaries atta and tb .

To carry the feature extraction procedure described
above to completion, the nonzero elements of a scalogramx
are segmented intoM pieces (x18 ,x28 ,...,xM8 ) such that
(nxn85x. Then, by the linearity ofS, (nzn85z. The regions
of the scalogram where features with strong time localization
are absent are segmented at arbitrary time boundaries, with

FIG. 6. The Japanese vowel ‘‘a,’’ and its shift-invariant scalogram. The
glottal pulses are indicated by ‘‘GP.’’

FIG. 7. The Japanese vowel ‘‘e,’’ and its shift-invariant scalogram. The
glottal pulses are indicated by ‘‘GP,’’ with secondary pulses indicated by
‘‘2.’’

FIG. 8. A single formant pulse signature of the Japanese vowel ‘‘a’’ sur-
rounded by a dashed-line box on the shift-invariant scalogram.

FIG. 9. A single formant pulse of the Japanese vowel ‘‘a’’ extracted by the
ISIDWT, with the original waveform in gray for comparison. The shift-
invariant scalogram of the reconstructed pulse is shown surrounded by a
dashed-line box marking the extracted area.

2128 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Enders et al.: Shift-invariant discrete wavelet transform



the constraint that the arbitrary segmentation lengthstb– ta

are similar to those used elsewhere in the scalogram. If the
segmentation boundaries are aligned with instants of relative
quiet, the operation may be considered a type of synchronous
windowing, i.e., windowing synchronized with the amplitude
modulation inherent in the waveform. In this example, most
of the waveform exhibits strong amplitude modulation, and
the width of each windowtb– ta is large relative to the
smoothing at the boundaries observed in Fig. 9. Therefore,
the time-domain overlap between adjacent segments is neg-
ligible, and

(
n51

M

F~zn8~ t !!'F~z8~ t !!, ~12!

even for some nonlinearF(z) that are sufficiently local, e.g.,
quadratic envelope, or spectral density for frequenciesf
.1/(tb2ta).

To show how the frequency content of the extracted
pulses evolves over time, a spectrogram-like display is pre-
sented in Fig. 10. The formant pulses obtained from the
ISIDWT were zero padded to 1536-point length, and the
energy spectral density of each pulse was calculated via the
FFT with no further windowing. For comparison, a conven-
tional spectrogram of the original kaze waveform is shown in
Fig. 11. This and subsequent spectrograms were prepared
with a 512-point Hanning window shifted in 134-point steps,
and each windowed segment was zero padded to 1536-point
length before calculating the FFT.

This waveform segmentation procedure is a unique and
powerful capability of the SIDWT/ISIDWT. In addition to
the analysis methods shown above, it has broad utility for
copying, cutting, and pasting sections of sound waveforms.
Working with the scalogramx5T(z) rather than the sound
waveformz has two advantages. First, for all but the simplest
waveforms, it is usually easier to find and delineate features
of interest inx. Second, cutting segments fromx and joining
them to makew doesn’t result in audible clicks and pops. In
conventional waveform editing, such clicks and pops are
caused by steps at boundaries where the final value in one

waveform segment differs from the initial value in the next
waveform segment. The signature of such a boundary on the
scalogram is a peak in the high-frequency scales, reflecting
the high-frequency content of the step. It is usually necessary
to taper or otherwise reshape the waveforms at each bound-
ary to smooth these steps. However, excessive tapering or
reshaping can create other audible artifacts, e.g., a gap in the
high-frequency components. In some cases human interven-
tion is required to find the optimal balance. Performing the
cutting and joining operations onw creates steps in the scalo-
gram values at boundaries that resemble the steps created on
a raw edited sound waveform. However, since they are steps
in w, not steps inz, they are not associated with audible
clicks and pops. The pseudoinverse smoothes the waveform
at the boundary in a way that the scalogram signature of the
boundary onx8 is a rounded step, as close as possible in the
least-squares sense to the original sharp step. The pseudoin-
verse cannot create a click or a pop at the boundary, because
that would require a peak on the scalogramx8. A peak at the
step location implies scalogram values with magnitude
greater than those on either side of the step, which would
never be the solution that minimizes(n(xn82xn)2. It should
be noted that absence of editing artifacts is no guarantee of
realism, since abrupt starts or transitions between sounds of
different character may sound false or even unpleasant. Even
so, the reliable and automatic prevention of editing artifacts
in sound waveforms is a substantial convenience.

A common application of PSOLA is changing the rate of
a spoken word without changing the pitch or the frequency
content of the formants, i.e., to simulate the same speaker
pronouncing the same word, but speaking more rapidly or
more slowly. To illustrate the sound waveform editing capa-
bilities of the SIDWT/ISIDWT, the rate of the example
waveform kaze has been halved and doubled. The first step
in the procedure is to synchronize the analysis with the glot-
tal pulses whenever possible. The spectrogram-like display
shown in Fig. 10 was created by identifyingM time instants
t i . The t i in the voiced regions were located at moments of
relative quiet in the 1- and 2-kHz bands, and thet i in the
unvoiced regions were merely spaced at regular intervals.

FIG. 10. A pitch-synchronous spectrogram-like display of the Japanese
word ‘‘kaze.’’

FIG. 11. The spectrogram of the Japanese word ‘‘kaze.’’
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TheM time instantst i were used as delimiters to segment the
scalogramx into a set ofM21 piecesyi . The segmentsyi

correspond to individual glottal pulses, similarly sized sec-
tions of unvoiced speech, or silence. The notationyi omits
scale levels for simplicity, but all scale levels are implicitly
included. If all segmentsyi are concatenated in the proper
order, (y1 ,y2 ,...,yM21)5x, the original scalogram is recov-
ered. The speech rate was halved by simply duplicating each
yi in the proper sequence, (y1 ,y1 ,y2 ,y2 ,...,yM21 ,yM21)
5w. The half-rate waveformz8 was then obtained by
S(w)5z8. A conventional spectrogram of the half-rate
waveform is shown in Fig. 12. The speech rate was doubled
by concatenating the even-numbered segments
(y2 ,y4 ,y6 ,...)5x, with S(w)5z8 as before. The even-
numbered segments were chosen because they included the
‘‘k’’ sound; the doubled results from the odd-numbered seg-
ments sounded like ‘‘aze.’’ A conventional spectrogram of
the double-rate waveform is shown in Fig. 13. Informal lis-
tening tests found that both examples were clear and under-
standable. The realism of the half-rate examples was marred

slightly by a mild low-frequency artifact, but the realism of
the double-rate example was excellent.

IV. CONCLUSIONS

Procedures for calculating and inverting the SIDWT are
described above via equations~Sec. II A! and as a block
diagram~Sec. II B!. A self-contained proof that the ISIDWT
is the pseudoinverse of the SIDWT is given in the Appendix.
The new SIDWT/ISIDWT algorithm described here is math-
ematically equivalent to the stationary wavelet transform and
the maximal overlap discrete wavelet transform, and is easier
to implement efficiently in an array-oriented mathematical
scripting language. The recorded speech example discussed
in Sec. III demonstrates that the SIDWT is useful for visual-
ization and analysis of complicated, nonstationary, acoustic
waveforms. The SIDWT provides a clear picture of the
sounds excited and modulated by the opening and closing of
the glottis in speech. The SIDWT is complementary to the
STFT for visualization, as they provide optimal views of
different aspects of the waveform. The SIDWT and ISIDWT
together provide the capability to segment and reconstruct
the sound from each individual glottal period for further vi-
sualization and analysis. Examples of half-rate and double-
rate speech modification demonstrate the potential for the
SIDWT/ISIDWT to prove useful for applications that cur-
rently use one of the PSOLA family of techniques.

The visualization capabilities of the SIDWT are con-
strained by the properties of the underlying discrete wavelet
transform. In particular, the single-octave bandwidth result-
ing from dyadic wavelet scaling means that the tonal content
of sound waveforms cannot be observed in detail. In certain
situations, some tonal information can be extracted by analy-
sis of sum and difference frequencies. The relative lack of
frequency-domain information provided by the SIDWT is
not really a loss, however; it is a trade-off, which enables the
SIDWT to provide more detailed time-domain information.
For the same reason, segmentation and reconstruction opera-
tions provide more detailed control in the time domain than
in the frequency domain. The most productive way to use the
SIDWT/ISIDWT will likely prove to be in concert with the
STFT and other frequency-domain methods, e.g., the pitch-
synchronous spectrogram-like display presented in Sec. III.
The SIDWT and ISIDWT are based on purely mathematical
principles, and have no inherent connection to psychoacous-
tics, e.g., two sound waveforms that are ‘‘close’’ in the sense
of human perception of sounds are not guaranteed to be close
in the sense of the standard Euclidean norm in redundant
wavelet coefficient space. The applicability of the SIDWT/
ISIDWT to acoustics can only be judged empirically. The
experience to date, while subjective, and limited in scope to
the field of automotive sound quality and the two rate-
changing examples presented here, has been consistently en-
couraging. Possible speech-related applications include as-
pects of automated speech recognition and simplified
intonation/formant visualization. Editing sound recordings
~cutting and pasting sections! with the SIDWT/ISIDWT is
especially convenient since the audible clicks and pops pro-
duced at section boundaries by simple time-domain editing
procedures are automatically prevented. The rate-modified

FIG. 12. The spectrogram of the Japanese word ‘‘kaze’’ rate-changed to
half-speed.

FIG. 13. The spectrogram of the Japanese word ‘‘kaze’’ rate-changed to
double speed.
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speech examples presented here show promise, and the
SIDWT/ISIDWT may prove useful for other applications
that currently employ PSOLA-based methods. Given the
broad scope of research in acoustics, there are many potential
applications for the SIDWT/ISIDWT in visualization, ma-
nipulation, and analysis of nonstationary sound waveforms.
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APPENDIX: PROOF OF THEOREM 1

Our strategy is to prove thatT as defined in Sec. II A is
an isometry and thatS is the adjoint ofT. Theorem 1 then
follows from a well-known linear algebra fact. According to
the definition ofT in Sec. II A, we define the mappings

T1 : l 2~ZN!{z°~x1 ,y1!P l 2~Z2N!, ~A1!

and for each stagej 52,...,p

Tj : l 2~ZjN!{~x1 ,...,xj 21 ,yj 21!

°~x1 ,...,xj 21 ,xj ,yj !P l 2~Z~ j 11!N!. ~A2!

Additionally, let R: l 2(Z(p11)N)° l 2(Z(p11)N) be the reorder-
ing given by

R~x1 ,x2 ,...,xp ,yp!5~RN/2~x1!,RN/4~x2!,...,

RN/2p~xp!,RN/2p~yp!!. ~A3!

Note that thep-stage SIDWT ofzP l 2(ZN) is then given by
T(z)5RTp¯T2T1(z). Since convolution and reordering are
linear maps, eachTj is linear. Therefore,T is a linear trans-
formation.

We will now show thatT is an isometry, i.e., that
^Tz1 ,Tz2&5^z1 ,z2& for all z1 ,z2P l 2(ZN). To avoid consid-
ering the case j51 separately, in the following let
(x1 ,x0 ,y0)5y05z and (x1 ,x0)50.

Theorem 3. The transformT is an isometry.
Proof: We show that for eachj 51,...,p the mappingTj

is an isometry. Since the reordering operatorR is unitary, we
have ^Rw1 ,Rw2&5^w1 ,w2& for all w1 , w2P l 2(Z(p11)N).
As a composition of isometries,T is then an isometry.

Let j P$1,...,p%, z15(x1 ,...,xj 21 ,yj 21) and z2

5(j1 ,...,j j 21 ,h j 21). Then

^Tjz1 ,Tjz2&

5K S x1 ,...,xj 21 ,
1

&
R2~yj 21* ṽ !,

1

&
R2~yj 21* ũ!D ,

S j1 ,...,j j 21 ,
1

&
R2~h j 21* ṽ !,

1

&
R2~h j 21* ũ!D L

5^~x1 ,...,xj 21!,~j1 ,...,j j 21!&

1K 1

&
R2~yj 21* ṽ !,

1

&
R2~h j 21* ṽ !L

1K 1

&
R2~yj 21* ũ!,

1

&
R2~h j 21* ũ!L . ~A4!

Using the fact thatR2 is unitary, and applying Parseval’s
relation, we get

K 1

&
R2~yj 21* ṽ !,

1

&
R2~h j 21* ṽ !L

5
1

2
^yj 21* ṽ,h j 21* ṽ&

5
1

2N (
n50

N21

^~yj 21* v̂̃ !~n!,~h j 21* v̂̃ !~n!&

5
1

2N (
n50

N21

^ ŷ j 21~n! v̂̃~n!,ĥ j 21~n! v̂̃~n!&

5
1

2N (
n50

N21

u v̂̃~n!u2^ ŷ j 21~n!,ĥ j 21~n!&. ~A5!

The same equality holds forũ instead ofṽ. Making use
of the known identityv̂̃(n)5 n̂* (n), we get

u v̂̃~n!u21u û̃~n!u25uv̂~n!u21uû~n!u252, ~A6!

since the system matrixA(n) is unitary for all
n50,...,N21. This finishes the proof as follows:

^Tjz1 ,Tjz2&5^~x1 ,...,xj 21!,~j1 ,...,j j 21!&

1
1

N (
n50

N21

^ ŷ j 21~n!,ĥ j 21~n!&

5^~x1 ,...,xj 21!,~j1 ,...,j j 21!&

1
1

N
^ ŷ j 21 ,ĥ j 21&

5^~x1 ,...,xj 21!,~j1 ,...,j j 21!&

1^yj 21 ,h j 21&

5^~x1 ,...,xj 21 ,yj 21!,~j1 ,...,j j 21 ,h j 21!&

5^z1 ,z2&.h ~A7!

Given a linear mappingL: l 2(Zm)→ l 2(Zk), m,kPN, the
adjoint operator

L†: l 2~Zk!→ l 2~Zm!, ~A8!

is given by the unique mapping defined by the property
^Lz,w&5^z,L†w& for all zP l 2(Zm), wP l 2(Zk). The matrix
corresponding toL† is just the conjugate transpose of the
matrix corresponding toL.

We will show that the ISIDWTS is the adjoint operator
of T. To do so, we first prove a lemma.

Lemma. Let x,y,vP l 2(ZN). Then

^y* ṽ,x&5^y,x* v&. ~A9!
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Proof: Using Parseval’s equality and again the identity

v̂̃(n)5 v̂* (n), we get

^y* ṽ,x&5
1

N (
n50

N21

ŷ~n! v̂̃~n!x̂* ~n!

5
1

N (
n50

N21

ŷ~n!v̂* ~n!x̂* ~n!5^y,x* v&, ~A10!

which proves that the adjoint of the convolution withv is the
convolution with the conjugate reflectionṽ. h

Following the definition ofS in Sec. II A, we define
mappings Sj as follows: Let w5(w1 ,w2 ,...,wj 11)
P l 2(Z( j 11)N), wherewiP l 2(ZN) for all i 51,...,j 11. Then,
for all j 51,...,p, we define

Sj : l 2~Z~ j 11!N!{w°~w1 ,...,wj 21 ,h j !P l 2~ZjN!,
~A11!

where

h j5
1

&
~RN/2~wj 11!* u1RN/2~wj !* v !. ~A12!

Noting thatS5S1S2¯SpR21, whereR21 is the inverse of
the reordering operator as defined in Eq.~A3!, we can now
prove the following theorem.

Theorem 4. S5T†.
Proof: SinceT5RTp¯T2T1 , it follows from the defi-

nition of the adjoint that T†5T1
†T2

†
¯Tp

†R†

5T1
†T2

†
¯Tp

†R21, where we made use of the fact that the
adjoint of the unitary operatorR is its inverseR21. Hence,
the theorem follows once we show thatTj

†5Sj for all
j 51,...,p.

We need to prove that ^Tjz,w&5^z,Sjw& for
all zP l 2(ZjN) and wP l 2(Z( j 11)N). Let z
5(x1 ,x2 ,...,xj 21 ,yj 21) andw5(w1 ,w2 ,...,wj 11). Then

^Tjz,w&5K S x1 ,x2 ,...,xj 21 ,
1

&
R2~yj 21* ṽ !,

1

&
R2~yj 21* ũ!D ,~w1 ,w2 ,...,wj 11!L

5^~x1 ,x2 ,...,xj 21!,~w1 ,w2 ,...,wj 21!&

1K 1

&
R2~yj 21* ṽ !,wj L

1K 1

&
R2~yj 21* ũ!,wj 11L . ~A13!

Note that by the lemma

K 1

&
R2~yj 21* ṽ !,wj L 5K yj 21* ṽ,

1

&
RN

2
~wj !L

5K yj 21 ,
1

&
RN

2
~wj !* vL .

~A14!

The same equation holds foru instead ofv. So, we conclude
that

^Tjz,w&5^~x1 ,x2 ,...,xj 21!,~w1 ,w2 ,...,wj 21!&

1K yj 21 ,
1

&
~RN

2
~wj !* v1RN

2
~wj 11!* u!L

5K ~x1 ,x2 ,...,xj 21 ,yj 21!,S w1 ,w2 ,...,wj 21 ,

1

&
~RN

2
~wj !* v1RN

2
~wj 11!* u!D L

5^z,Sj w&.h ~A15!

We have shown thatS is given byT†. It is well known
that a 1–1 linear mapL has a unique pseudoinverse given by
(L†L)21L†. Here,T is not only 1–1 but also an isometry,
which is equivalent toT†T5 idu l 2(ZN) . Thus, the pseudoin-
verse ofT is given byT†5S, which proves Theorem 1.

Instead ofu andv in the definition ofS, we can use any
a andb in l 2(ZN), satisfying the condition

â~n!û* ~n!1b̂~n!v̂* ~n!52, ~A16!

for all n50,...,N21 to obtain a mappingS̃ which is still an
inverse ofT on the image ofT. SinceS̃ is computed using
convolutions in the same way asS, the number of multipli-
cations required to computeS̃ is the same as forS. However,
since thenS̃†ÞT, S̃ is no longer the pseudoinverse, i.e., we
lose the notion of ‘‘closeness’’ in the least-squares sense.
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Guided wave techniques are expected to become an effective means for rapid, long-range inspection
of pipes. Such techniques still have many practical difficulties in application, however, due to the
complex characteristics of guided waves such as dispersion and their multimodal nature. A defect
imaging technique is developed in this study to overcome the complexities of guided wave
inspection. Received signals are separated into single-mode waveforms with a mode extraction
technique and then spatial waveforms on the pipe surface at an arbitrary time are reconstructed. The
predicted waveforms can provide a defect image at the moment when an incident wave arrives at a
defect region, which is based on a time-reversal technique. This defect imaging technique is
experimentally verified using eight signals detected at eight different circumferential positions.
Images of artificial defects are obtained with one-hole and two-hole test pipes, and increasing the
frequency of incident waves increases the resolution of the images. Holes and pipe ends are
recognizable in the images, but the reconstructed images contain some errors in the area behind the
defects where guided waves do not propagate or do not reflect back to the receiving transducers.
© 2005 Acoustical Society of America.@DOI: 10.1121/1.1862572#

PACS numbers: 43.60.Lq, 43.60.Fg, 43.20.Mv@YHB# Pages: 2134–2140

I. INTRODUCTION

A nondestructive evaluation~NDE! technique for pipe-
work has been developed using guided waves acting as ul-
trasonic modes propagating longitudinally in a pipe. Guided
wave NDE is expected to become a rapid long-range inspec-
tion technique1,2 in which an inspection tool emits guided
waves from an accessible part of a pipe, then detects re-
flected or transmitted guided waves from damaged areas of
the pipe that are inaccessible~such as buried or coated re-
gions!. Because guided waves propagate as forward or back-
ward traveling waves, transducers lined up on the circumfer-
ence of a pipe can fully detect reflected waves or transmitted
waves. Reflected and transmitted waves contain all of the
information about reflective walls and scattering objects. If
the detected signals are processed properly, most of this in-
formation can be acquired. This characteristic of guided
waves is highly beneficial for NDE when considering that
not all energy due to refraction and scattering can be detected
by NDE using bulk waves.

Guided waves in a pipe, however, have multimodal and
dispersive characteristics similar to Lamb waves.3,4 These
distinctive characteristics make it difficult to evaluate pipe
damage and defects with sufficient accuracy and reliability
using conventional pulse-echo and pitch–catch techniques to
measure amplitude and velocity. For example, the phase and
amplitude of signals received from a transducer will often be
completely different even at one wavelength away in the
longitudinal direction. This is because guided waves are a
superposition of many modes having different wavelengths
and wave structures. And, because these characteristics of
guided waves depend on diameter, thickness, and the mate-
rial properties of the pipe, the results obtained from one pipe
test cannot be directly applied to other types of pipes.

Easy-to-use axisymmetric modes have therefore been
adopted for guided wave inspections. Axisymmetric modes
have a wide nondispersive region in the dispersion curves,
particularly an axisymmetric torsional mode T~0,1! having
constant phase and group velocities over all frequency re-
gions. As such, incident pulse signals of axisymmetric modes
maintain their waveforms and propagate long distances with
a high signal-to-noise ratio. Also, single axisymmetric modes
can be detected easily using axisymmetric transducers with
no mixing of nonaxisymmetric modes.

However, because axisymmetric modes propagate no in-
formation concerning the circumferential direction~such as
circumferential location, maldistribution, or size of defects!
and defect characterization cannot be accomplished in an
axisymmetric mode, several studies on nonaxisymmetric
modes of guided waves in a pipe have been recently pre-
sented. Ditri5 investigated scattering waves from a circum-
ferential crack using theS-parameter formalism and ad-
dressed the possibility of crack sizing. Loweet al.6 and
Alleyne et al.7 analyzed mode converted guided waves from
part-circumferential notches in a pipe both experimentally,
using the mode extraction technique, and theoretically, using
a finite element model. Li and Rose8 experimentally verified
the angular profile of guided waves that were estimated by
normal mode expansion theory, and determined the position
of transducers for defect detection. Demmaet al.9 investi-
gated the reflected guided waves from a part-circumferential
notch when a torsional axisymmetric mode is emitted, both
experimentally and through FE analysis.

In this paper we describe a defect imaging technique, in
which nonaxisymmetric modes, as well as an axisymmetric
mode, are considered and an image of defects is obtained
after appropriate signal processing. Guided wave propaga-
tion at an arbitrary time and point on the surface of a pipe is
predicted by a combination of the mode extraction techniquea!Corresponding author; electronic mail: hayashi@nitech.ac.jp
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with the reconstruction of spatial waveforms. This technique
is based on the time-reversed method proposed by Ing and
Fink3 in the sense that received waveforms are played back,
but mode extraction and the reconstruction process are re-
quired.

The mode extraction technique, which is based on
Lowe’s method but includes negative circumferential orders,
is described first, and defect imaging is described in detail.
This imaging technique is then experimentally verified for
one-hole and two-hole pipes at various frequencies.

II. THEORY

A. Circumferential mode extraction

The normal mode expansion technique gives the dis-
placement on the surface of a pipe for a harmonic wave
exp(2ivt) using the cylindrical coordinate system (r ,u,z) as

u~u,z,t !5 (
n52`

1`

(
m51

1`

anm exp~ inu1 iknmz2 ivt !, ~1!

wheren andanm represent the circumferential order number
~family! and the amplitude of themth mode in thenth family,
respectively.10–12 Wave numbersknm consist of several
propagating modes with real values and an infinite number of
nonpropagating ~evanescent! modes having complex
values.12

Torsional modes T(n,m) dominated mainly by a dis-
placement in the circumferential direction are now consid-
ered. For additional details about indicesn andm, the reader
should refer to Ref. 13, and to the dispersion curves of Fig.
1. Normally, guided wave NDE uses propagating modes with
real wave numbersknm . For axisymmetric torsional modes
T(0,m), the minimum frequencies above which themth
propagating modes occur~the cutoff frequencies! are given
for general-purpose pipes when the pipe wall thickness is
small compared to the radius as

f c5
cT

2d
~m21!, ~2!

where cT and d are the transverse wave velocity and the
thickness of the pipe, respectively. General-purpose pipes,
such as schedule pipes, are at most approximately 15 mm
thick with a transverse wave velocity of approximately 3200
m/s. The cutoff frequency form52 is therefore greater than
106 kHz in Eq.~2!. When we consider the frequency range

from 20 to 100 kHz, used widely in long-range pipe inspec-
tions, modes greater thanm52 can be neglected. The dis-
placement on the surface of a pipe in Eq.~1! can be rewritten
as

u~u,z,t !5 (
n52`

1`

an exp~ inu1 iknz2 ivt !, ~3!

wherean1[an andkn1[kn , in order to simplify the repre-
sentation.

Signals received in a small sectionr 0 du at z5zR and
u5u are given byu(u,zR ,t)r 0 du. Multiplying a weight
function exp(2inEu) against the termu(u,zR ,t)r 0 du, and
integrating this with respect tou, gives extracted waveforms
of the nEth circumferential mode as

unE

ext~zR ,t !5E
0

2p

u~u,zR ,t !exp~2 inEu!r 0 du

52pr 0anE
exp~ iknE

zR2 ivt !. ~4!

In practice, receiving sensors are not infinitesimal as in-
dicated byr 0 du, and the number of receiving points is fi-
nite. AssumingN receiving positions in the circumferential
direction at regular intervals as

uk5
2p

N
~k21!, ~5!

and assuming that a displacement is detected in the region
with an aperture ofu052p/N, then the received signalsu
5uk andz5zR are given by

uR~uk ,zR ,t !5E
uk2u0/2

uk1u0/2

u~u,zR ,t !r 0 du

5r 0 (
n52`

1`

anf n~u0!exp~ inuk1 iknzR2 ivt !,

~6!

where

f n~u0!5H u0 , for n50,

2 sin~nu0/2!

n
, for nÞ0.

~7!

Then, multiplying by the weight function exp(2inEuk) and
summing with respect tok gives, similar to Eq.~4!, the ex-
tracted waveforms

unE

ext~zR ,t !5r 0(
k51

N

(
n52`

1`

anf n~u0!

3exp$ i ~n2nE!uk1 iknzR2 ivt%

'r 0anE
f nE

~u0!exp~ iknE
zR2 ivt !. ~8!

It should be noted here that Eq.~8! holds under the condition
of unEu<N/221, because modes lower thannE are super-
posed in Eq.~8! for unEu>N/2. In dispersion curves for tor-
sional modes, those modes higher thann58 do not propa-
gate in the frequency regions used in this study~30–70 kHz!.
Also, for the highly dispersive modes ofn54 – 7, the de-
tected signals become very broad, and only a very small part

FIG. 1. Group velocity dispersion curves of torsional modes for an alumi-
num pipe with outer diameter5111 mm and thickness53.5 mm.

2135J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 T. Hayashi and M. Murase: Defect imaging with guided waves



of the energy of these modes can be recorded. Therefore,
eight different circumferential positions are used to detect the
guided waves in later experiments. This corresponds toN
58, and the main propagating modes fromn523 to 13
can be extracted.

B. Waveform prediction of dispersive modes and
reconstruction of defect images

If the diameter, thickness, and material properties of a
pipe are given, then the wave numbersknE

and phase veloci-
tiescnE

of the extracted modes can be theoretically obtained.
Once the wave numbersknE

are given, multiplying
exp$iknE

(z2zR)% against the extracted waveformsuext(zR ,t)
obtained from received signals atz5zR yields predicted
waveforms of thenEth mode atz5z as

unE

ext~zR ,t !exp$ iknE
~z2zR!%

'r 0anE
f nE

~u0!exp~ iknE
z2 ivt !5unE

ext~z,t !. ~9!

Equation~9! is for a harmonic wave of frequencyv. In ac-
tual experiments, extracted waveforms in the frequency do-
main are obtained by FFT first, and then a series of data
multiplied by exp$iknE

(z2zR)% are transformed back to the
time domain by inverse FFT. This process was presented as a
dispersion reduction technique for dispersive Lamb waves by
Wilcox et al.14

From Eq.~6!, waveforms received with uniform weight
in the region having an aperture ofu0 at an arbitrary point
(u,z) on the surface of a pipe are given by

uR~u,z,t !5r 0 (
n52`

1`

anf n~u0!exp~ inu1 iknz2 ivt !.

~10!

Using the predicted extracted waveformsun
ext(z,t) obtained

by Eq. ~9!, Eq. ~10! can be rewritten as

uR~u,z,t !5 (
n52`

n51`

un
ext~z,t !exp~ inu!. ~11!

This equation shows that multiplying exp(inu) against
un

ext(z,t) obtained in Eq.~9! gives waveforms detected by a
receiving transducer with apertureu0 at an arbitrary point.

The fact that reflected waves from defects are detected at
N different circumferential positions~Fig. 2! is now consid-
ered. A T~0,1! mode is emitted atz5zS toward the defects in
the 2z direction. The T~0,1! incident wave is reflected back
from the defects in the1z direction, and the reflected wave-
forms are detected byN receiving transducers located atz

5zR. From theN received signals, spatial waveforms at an
arbitrary time can be predicted like snapshots at all of the
time steps. Since the reflected waveforms are very large at
the moment of reflection from a reflective object, the snap-
shot at this moment shows an image of the reflective object.

III. EXPERIMENT

A. Experimental setup

Figure 3 shows a schematic figure of the experimental
setup used in this study. A magnetostrictive sensor~MS sen-
sor! consisting of a nickel plate adhered to the pipe surface
and a coil wound on the nickel plate, is used for generating a
T~0,1! mode.15 The nickel plates are magnetized in the cir-
cumferential direction and serve as bias magnetic fields. Al-
ternating voltage as four-cycle sinusoidal waves of 30, 50,
and 70 kHz are applied to the coil, generating vibration in
the circumferential direction by magnetostriction. Two mag-
netostrictive sensors are used to double the T~0,1! mode sig-
nals by applying a time delay to one forward-located sensor
~MS sensor2 in Fig. 3!. A function generator~NF corpora-
tion, WF1944A! and a power amplifier~NF corporation,
HSA4051! are used to apply rf signals to the coils.

An electromagnetic acoustic transducer~EMAT! is
adopted for noncontact measurements. The experiments of
this study require accurate waveform measurements at many
different circumferential positions; therefore, noncontact
measurement with EMATs is more suitable than contact
methods strongly affected by contact pressure and the thick-
ness of the coupling material. The EMAT used in the experi-
ment consists of two permanent magnets~NEOMAX,
NEOMAX Co. Ltd., 15 mm36 mm310 mm! and sheet coils
fabricated by a printed circuit technique. The EMAT is flex-
ible so that it fits the curvature of the pipe. The sheet coil and

FIG. 2. Schematic setup for defect imaging.

FIG. 3. Experimental setup.
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permanent magnets of the EMAT are arranged to receive
shear horizontal waves by Lorentz forces. This transducer,
then, receives vibration mainly in the circumferential
direction.16 In order to receive displacement in the region of
1/8 of the circumference, the EMAT is designed to be 44 mm
in width. Signals received at the EMAT are magnified 40 dB
by a preamplifier and are recorded after 10 signal averagings.

The test objects for this study are aluminum pipes of 4 m
in length, 111 mm in diameter, and 3.5 mm in thickness with
a longitudinal wave velocitycL56260 m/s and a transverse
wave velocitycT53080 m/s. The defects are located 0.5 m
from the pipe end and one meter from MS sensor1~Fig. 3!.
Backward waves may propagate in a direction opposite to
the defects, but in this study the test pipes are large enough
to separate the necessary signals from the unwanted signals
that come from the other side of the pipe.

The receiving EMAT is positioned 1.2 m from the de-
fects and measures signals at eight different circumferential
positions. The artificial defects are through-holes of 10 mm
in diameter and are located at 0° for the one-hole test pipe
and at 0° and 90° for the two-hole test pipe, in the circum-
ferential direction, as shown in Fig. 3.

Figures 4~a! and 4~b! are the waveforms detected at
eight different circumferential positions~0°, 45°, 90°, 135°,
180°, 225°, 270°, and 315°! for a one-hole test pipe and 50
kHz incidence. Large signals around 1000ms are backwall
echoes from the pipe end 1.5 and 1.7 m in distance from
excitation MS sensor1 and the receiving EMAT, respectively.
Small signals between 500 and 1000ms are echoes from the
defect. Figure 4~b! shows the waveforms of Fig. 4~a! after
amplification to discern the waveforms of the defect echoes.
The backwall echoes and incident waves aroundt50 ms are
unnecessary for defect imaging, so all signals from 330 to
980ms are extracted, and other amplitudes are assumed to be
zero.

B. Prediction of waveforms reflected at a pipe defect

Figure 5 shows spatial waveforms at three different
times predicted by the above process using the detected
waveforms of Fig. 4. All images show absolute values of
spatial waveforms normalized by the maximum amplitude of
spatial waveforms at all time steps. Since~a! t5195ms is a
time when the incident T~0,1! mode has not yet arrived at the

defect, the predicted waveform~a! does not give a defect
image. In ~b!, the moment when the incident T~0,1! mode
arrives at the defect, a distinct spot with high intensity is
present at approximately 1.2 m from the receivers and 0°,
which agrees well with the position of the artificial defect.
After ~b!, the waveforms spread out from the defect, as can
be seen in~c!.

C. Effect of frequency on the predicted waveforms

Next, snapshots of the predicted waveforms in the one-
hole pipe att5325ms are shown in Fig. 6 for a four-cycle
sinusoidal incidence of 30 and 70 kHz. For~a! 30 kHz, the
high-intensity spot becomes broad in both the longitudinal
and circumferential directions, indicating lower resolution.
On the other hand, a better result with higher resolution is
obtained in both directions for~b! 70 kHz.

Since resolution in the longitudinal direction is deter-
mined by a wave disturbance zone, then in the case of four-

FIG. 4. Waveforms detected at eight different circumferential positions.~a!
rf signals;~b! amplified representation of~a!.

FIG. 5. Snapshots of predicted waveforms at various moments.~a! t
5195ms, ~b! t5325ms, ~c! t5455ms.
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cycle incidence, four times the wavelength is taken as the
high-intensity zone. Circumferential resolution is determined
by the order of detectable circumferential modes. In the fre-
quency region of approximately 30 kHz, modes of orders
higher than T~3,1! cannot be detected due to the cutoff fre-
quency, and the T~2,1! and T~3,1! modes have large disper-
sion. It is expected, therefore, that signals within the given
gate (t5330 to 980ms! do not contain all of the energy of
the T~2,1! and T~3,1! modes, causing low resolution in the
circumferential direction. In contrast, in the high-frequency
region of approximately 70 kHz, since higher-order modes
such as T~2,1! and T~3,1! have low-dispersion characteris-
tics, most of the energy of the higher-order modes can be
obtained, resulting in higher resolution in the circumferential
direction.

Figure 7 shows snapshots at the moment when the inci-
dent T~0,1! mode arrives at the defects (t5325ms) for a
two-hole test pipe with through-holes at 0° and 90° in the
three different frequency regions. In the 30 and 50 kHz de-
fect images, single broad dark regions can be seen, the cen-
ters of which are located at about 45°. In the 70 kHz defect
image, however, two distinct dark spots can be seen at 0° and
90°, at 1.2 m.

The dark zones even at 70 kHz for both one-hole and
two-hole test pipes are shown to be larger than the artificial
holes of 10 mm in diameter. We can expect that the dark

zones become closer to the circle 10 mm in diameter at
higher frequencies. However, since the predicted waveform,
as shown in Eq.~10!, denotes the waveform at (u,z,t) mea-
sured by the receiving transducer with an aperture ofu0

52p/N, the resolution in the circumferential direction is
theoretically limited to the aperture of receiving transducers
u052p/N.

D. Defect imaging considering the arrival region
of the incident wave

In Figs. 5–7, which show the waveforms predicted from
the received signals, the defect images are obtained as snap-
shots at the moment that the incident T~0,1! mode arrives at

FIG. 6. Predicted waveforms for various frequencies att5325ms. ~a! 30
kHz, t5325ms; ~b! 70 kHz, t5325ms.

FIG. 7. Predicted waveforms att5325ms for a two-hole test pipe and
various frequencies.~a! 30 kHz, ~b! 50 kHz, ~c! 70 kHz.
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a defect region. However, when reflection objects are located
at different longitudinal locations, information on the reflec-
tion objects in the longitudinal direction cannot be obtained
in one snapshot. In this section we describe defect imaging in
which such reflection objects are shown in one image. Sum-
ming up the images of predicted waveforms at all time steps
only in the arrival region of incident wave T~0,1! provides an
image of reflection objects, such as defects, pipe ends, weld
lines, and branches. Acquiring an image of the two holes and
pipe end using the received signals that produced the snap-
shot image of Fig. 7~c! is now considered. The image in Fig.
7~c! was obtained by gating the received signals between 330
and 980ms in order to avoid backwall echoes. In the follow-
ing process, however, the signals are gated between 330 and
1200 ms in order to include reflection waves from the pipe
end.

Now, consider the arrival region of an incident T~0,1!
mode at a certain timet, which is from z5cTt2 ll to z
5cTt, wherel andl are the number of cycles and the wave-
length of the incident burst waves, respectively. If reflective
walls, such as defects, exist in this region, then the predicted
waveforms of the reflected waves become large. In contrast,
if there are no reflective objects present, then the predicted
waveforms become zero. Thus, summing up the absolute val-
ues of the predicted waveforms in the regions for all time
steps gives an image of the reflective objects. This is shown
in Fig. 8, in which a reflective object with high intensity is
present at approximately 1.7 m from the receivers, and two
round reflective objects with low intensity are present at 1.2
m, u50° andu590°. The two dark regions at 1.2 m agree
well with the two artificial holes. The dark region at 1.7 m
should indicate the pipe ends, but is not symmetric with re-
spect to the pipe axis and has a nonreflecting region behind
the two holes. It is considered that this region cannot be
reconstructed as an image due to scattering at the holes and
multiple reflections between the holes and the pipe end.
However, it is confirmed that this imaging technique has a
potential for providing images of reflective objects having
longitudinal distributions.

E. Possible errors by measurement conditions

The imaging technique using guided waves presented
herein is applicable when guided wave modes can be per-
fectly separated and dispersion curves are theoretically ob-

tained. However, it is possible to superpose unwanted modes
and to change a defect image due to the characteristic of the
receivers. In this study, we assume that the EMATs detect
only horizontal shear vibration by Lorentz force, but the
EMATs can also detect unexpected longitudinal or out-of-
plane vibrations. In contrast, if we can separately detect vi-
brations in all directions and extract flexural modes as well
as torsional modes, better defect images can be obtained.

Random noise, largely detected as shown in Fig. 4, may
also distort defect images. However, random noise interfer-
ing with received signals is reduced in the summation with
respect tok in Eq. ~8!. Therefore, the dark defect zone in Fig.
5~b! appears large compared with other noisy regions. This
indicates the robustness of the defect imaging technique
against random noise interfering with each waveform.

In this technique, however, the sensitivity of the trans-
ducers at all receiving points should coincide because all
signals are added and subtracted in the imaging process.
Since we use one EMAT for receiving at eight positions in
this study, this error must be small, but when using the con-
tact technique, in which it is difficult to control contact pres-
sure and the thickness of the coupling medium, sensitivity
mismatching could result in large distortion in defect images.
In order to investigate the influence of differences in sensor
sensitivity, Fig. 9 shows the defect images when specific sig-
nals cannot be properly obtained, for a two-hole test pipe and
70 kHz incidence. Signals were gated from 330 to 980ms in
order to obtain only images of defects and to avoid pipe
ends. The defect image in Fig. 9~a! was constructed by using
all of the signals, the same signals that were used to obtain
Figs. 7~c! and 8. Figures 9~b! and 9~c! were obtained by
replacing the first signals received atu50° and the first two
signals atu50°, 45° with zero-valued samples, respectively,
showing the typical case when a portion of the signals cannot
be detected due to transducer trouble in practical testing. In
Fig. 9~d!, only the first signals atu50° are phase-reversed
and the other signals are the same, indicating an insufficient
contact condition for the contact-type transducers, or a dif-
ference in sensor sensitivity. Comparing Figs. 9~a!, 9~b!, and
9~c!, as the number of zero signals increases, a more un-
wanted dark zone can be seen in the images. In Fig. 9~d!, a
very large distortion of the defect images can be seen, al-
though only one waveform was reversed. These results re-
veal that differences in transducer sensitivity, as well as a
lack of signals, may cause large image distortion.

IV. CONCLUSIONS

Defect imaging with guided waves was described. A de-
fect image in a pipe was obtained as a spatial waveform by
processing signals detected at many different circumferential
positions. After a detailed theoretical description, the defect
imaging technique was experimentally verified using eight
signals detected at eight different circumferential points.

In defect imaging tests for 30, 50, and 70 kHz four-cycle
sinusoidal waves, higher resolutions in both the longitudinal
and circumferential directions were obtained at higher fre-
quencies. Reconstructed images for two-hole and one-hole
pipes agreed well with the test pipes. Moreover, a pipe end

FIG. 8. Imaging of defects and a pipe end.
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behind two holes could be seen in the image, but an unde-
tectable region was found just behind the holes.

In this study, we used only torsional modes and shear
horizontal vibration. From a theoretical point of view, the
imaging technique described herein can be applied to longi-
tudinal and flexural modes. Because flexural modes in re-
flected waves from defects were detectable, combining this
technique with other modes should enhance the defect im-
ages.
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We present a consistent second-order expansion of nonlinear constitutive theories for outer hair
cells. For a particular theory, we will test the validity of such a model for small variations in voltage
and strain about the resting state of outer hair cells. An analysis of the various terms in the simplified
nonlinear model and their relevance to outer hair cell mechanics are presented. Results show that the
second-order expansion is adequate for modeling outer hair cell mechanics in a global model of the
cochlea. Model predictions agree with the notion that voltage nonlinearities are the dominant ones
at low sound levelsin vivo. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1871753#
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I. INTRODUCTION

Outer hair cells~OHCs! along with their stereocilia are
believed to be the primary source of nonlinearity in the
mammalian cochlea, contributing to its sensitivity and fre-
quency selectivity. These electromotile cells play an impor-
tant role in generating electrically evoked emissions, distor-
tion product emissions, and influence, to a significant degree,
other experimental artifacts seen in the cochlea. For model-
ing the cochlea it is hence essential to capture OHC behavior.
There is a wealth of data in the literature onin vitro experi-
ments on OHCs. Results from Parthasarathiet al. ~2003! in-
dicate that OHC sensitivity to electrical and mechanical rest-
ing conditions seenin vitro are also importantin vivo. If we
assume that thein vitro behavior of OHCs is a fair represen-
tation of in vivo mechanics, we can proceed to extract infor-
mation from in vitro data to construct models forin vivo
mechanics.

While there have been attempts in the literature to con-
struct complete OHC models~for instance, Tolomeo and
Steele, 1995; Raphaelet al., 2000; Spector, 2001; Iwasa,
2001; Deo and Grosh, 2004!, none of the current models
explain all features of OHC electromotility seen in experi-
ments. For cochlear models thein vivo behavior of OHCs is
of primary interest. OHCs are subjected to a much narrower
range of voltages and strainsin vivo than in in vitro experi-
ments. In this paper, we show how to construct and analyze
an OHC model containing first-order nonlinearities. Such a
model, while unable to predict OHC response over the range
of voltages used inin vitro experiments, possesses sufficient
richness to describein vivo nonlinearities and response. Fur-
thermore, a first-order model will be easier to incorporate in
a global cochlear model and also easier to construct from
experiments. The extended area motor model~EAMM ! ~Deo
and Grosh, 2004!, which is an extension upon Iwasa’s origi-
nal hypothesis~Iwasa, 1994; Iwasa, 2001!, is used as a basis

to construct a simpler model. The EAMM incorporates the
most recent experimental findings of voltage-dependent
OHC stiffness~He and Dallos, 1999; He and Dallos, 2000!
as well as the nonlinear capacitance and motility. The simple
model is derived from an energy basis to ensure reciprocity.
The dynamic response of OHCs seen in experiments is suc-
cessfully reproduced by the simple model. The model param-
eters are related to experiments to illustrate their relevance to
OHC behavior.

II. ENERGY-BASED OHC MODELS

OHCs are shell-like hollow cylindrical bodies filled with
fluid. The OHC is assumed to be a right-circular cylinder of
length L, radiusr, and membrane thicknessh ~see Fig. 1!.
The applied loads are considered axisymmetric and it is as-
sumed that the principal axis of the material properties coin-
cides with the cylindrical coordinates. All bending stresses
on the OHC are neglected. Since the radius to thickness ratio
of the OHC is very high, all radial strains are ignored. The
motor proteins are assumed to be spread uniformly on the
cylindrical OHC surface. These assumptions leave us with
charge (Q), voltage (V), axial strain («z), axial stress (szz),
circumferential strain («c), and circumferential stress (suu)
as the state variables. Instead of stresses we use tensions,
Tz5szzh and Tc5suuh, for the forcing state variables to
have similarity with the area motor model. Consider the
Gibbs free energy per unit surface area of the OHC mem-
brane:

G5G~Tz ,Tc ,V!. ~1!

Experimentally, it is easier to measure strain rather than ten-
sion so an energy function with voltage and strains as the
independent variables will be more useful. Using the Leg-
endre transformation we obtain

W~«z ,«c ,V!5G~Tz ,Tc ,V!1Tz«z1Tc«c . ~2!

The corresponding charge and tensions are
a!Electronic mail: ndeo@umich.edu
b!Electronic mail: grosh@umich.edu
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Q52
]W~«z ,«c ,V!

]V
, ~3!

Tz5
]W~«z ,«c ,V!

]«z
, ~4!

Tc5
]W~«z ,«c ,V!

]«c
. ~5!

We next specialize to the most commonin vitro experimental
configuration, an intact cylindrical OHC with forcing along
its cylindrical axis. For a cylindrical OHC with a fluid pres-
sureP0 inside the cell, the force equilibrium relations can be
written as

Tz5
RP0

2
1Text, ~6!

Tc5RP0 , ~7!

whereText is the external axial tension acting on the OHC
@Text5F/(2pR)#. After the OHC is pressurized, it is as-
sumed that the cell undergoes incompressible deformation,
imposing a constraint on subsequent deformations«z12«c

5«vol ; where «vol , a constant, is the strain due to initial
pressurization of the cell~see Iwasa, 1993; Iwasa and Adachi
1997; and Deo and Grosh, 2004; for more details!. Since«z

and«c are related, we can replace«c in our expressions for
energy, stress, and charge. For the rest of the paper, the axial
strain«z is referred to as simply« and external tension asT
instead ofText. After the substitution we can write the charge
and external load as

]W~«,V!

]V
52Q, ~8!

]W~«,V!

]«
5Tz2

Tc

2
5T. ~9!

III. CONSISTENT SECOND-ORDER EXPANSION

The free-energy functions,W(«,V), typically have a
complex form, dependent on exponentials~Spector, 2000! or

Boltzmann functions~Deo and Grosh, 2004; Iwasa, 2001!.
We are interested in extracting a simpler OHC model from
such energy functions, which works near the resting state.
Let V0 , Q0 , T0 , and«0 denote voltage, charge, tension, and
strain, respectively, at the resting state. Letq5Q2Q0 , t
5T2T0 , v5V2V0 , and e5«2«0 denote the shift from
the values at a resting state. Expanding Eqs.~8! and ~9! in
Taylor series about their resting state yields

q52
]2W

]V2U
«0 ,V0

v2
]2W

]V ]«U
«0 ,V0

e2
1

2

]3W

]V3U
«0 ,V0

v2

2
]3W

]V2 ]«U
«0 ,V0

ve2
1

2

]3W

]V ]«2U
«0 ,V0

e2

1O~e3,e2v,ev2,v3!, ~10!

t5
]2W

]«2 U
«0 ,V0

e1
]2W

]« ]VU
«0 ,V0

v1
1

2

]3W

]«3 U
«0 ,V0

e2

1
]3W

]«2 ]VU
«0 ,V0

ev1
1

2

]3W

]« ]V2U
«0 ,V0

v2

1O~e3,e2v,ev2,v3!. ~11!

All second-order terms are retained and higher-order terms
are neglected. The question to be answered is whether these
are sufficient or do we need the higher-order terms. The
above expressions can be written in terms of more familiar
variables,

q5Cv1ee1
1

2
C2v21C1ve2

1

2
k1e2, ~12!

t5ke2ev1
1

2
k2e21k1ev2

1

2
C1v2. ~13!

In the above expressions@Eqs.~12!, ~13!# the constants mul-
tiplying linear terms areC52]2W/]V2u«0 ,V0

, which is a
capacitance-like term,k5]2W/]«2u«0 ,V0

a stiffness-like
term, and e52]2W/]V ]«u«0 ,V0

52]2W/]« ]Vu«0 ,V0
the

electro-mechanical coupling term. The constants multiplying
the nonlinear terms are k15]3W/]V ]«2u«0 ,V0

5]3W/]«2 ]Vu«0 ,V0
, C152]3W/]V2 ]«u«0 ,V0

5

2]3W/]« ]V2u«0 ,V0
, k25]3W/]«3u«0 ,V0

, and C25

2]3W/]V3u«0 ,V0
. These quantities can be directly derived

from the energy functionW or from experiments if the ex-
periments are done with the appropriate parameters held con-
stant. For example, the ‘‘stiffness’’k can be obtained by
keeping the voltage constant and measuring change in ten-
sion T as strain« is changed. The slope of the curve at a
certain strain will give ‘‘k’’ at that strain and voltage. These
expansions will have a limited range of validity as the
higher-order terms start dominating at large strains and volt-
ages away from resting values. Note, the free-energy func-
tion corresponding to the second-order expansions has cubic
terms which can give rise to negative energy if strains and
voltage deviate too greatly from equilibrium.

FIG. 1. Schematic of an outer hair cell having lengthL, radius r, and
thicknessh. F is the external force acting on the OHC.P0 is the initial fluid
pressure andV0 is the transmembrane voltage.
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IV. SIMPLIFIED EAMM

For the extended area motor model~Deo and Grosh,
2004!, the Gibbs free energy of an OHC is

G52
1

2
sz

l Tz
22

1

2
sc

l Tc
22TzTcszc

l 2
1

2
ClinV22nTzaz

2nTcac2nqV1nkBu log~Pe!1G0 , ~14!

where sz
l , sc

l , and szc
l are compliance coefficients of the

motor in long state,az and ac are anisotropic area changes
for the motor occurring during state transition in the axial
and circumferential directions, respectively,n is the motor
density,q is the charge transferred per motor during change
of state,Clin is the linear capacitance of the motor,Pe is the
Boltzmann probability function governing the change of
states,kB is Boltzmann’s constant,u is the temperature, and
G0 is a constant~see Deo and Grosh, 2004!. Specifying the
transmembrane voltage and internal turgor pressure at the
resting state determines the volume constraint for the
EAMM. Once the operating conditions for the OHC~i.e., the
external force and transmembrane voltage! have been deter-
mined, a simplified version of the extended area motor
model can be derived using Eqs.~2!, ~10!, and ~11!. Any
perturbations in strain and voltage will then take place about
these resting values as the transmembrane voltage and exter-
nal force change.

Analytical expressions for the various constants
(C,k,e,C1 ,k1 ,C2 ,k2) were obtained from the energy ex-
pression for the EAMM for simulating the simple model.
Since the expressions are rather long, they have not been
reproduced here. The following first-order nonlinear model is
for an OHC having a resting transmembrane voltage of255
mV and resting strain of20.47%. The OHC is 70mm long
and 10mm in diameter. The resting state corresponds to an
equal distribution of motors in the long and short state~i.e.,
Pe50.5). There is no external force, and turgor pressure at
the resting state is 200 Pa. The expressions for the perturbed
force and charge are

q52.11731022v23.14531023e12.71331022v2

13.65231022ve12.08731022e2, ~15!

t57.20131023e13.14531023v12.24731022e2

24.17331022ev21.82631022v2. ~16!

Hereq is in Coulombs,v is in Volts, andt is in N m21. The
constants and their units are also listed in Appendix A.

V. RESULTS

A. Stiffness and capacitance

The total OHC stiffness and capacitance are given by

KOHC5
2pR

L
~k1k1v1k2e!, ~17!

COHC52pRL~C1C1e1C2v !. ~18!

The simplified model yields stiffness and capacitance that are
linearly dependent on the strain and voltage. Figure 2 shows
stiffness and capacitance versus voltage for three different

strains. The results from the full EAMM~thin lines! are also
superimposed for comparison.

The simplified model captures the stiffness nonlinearity
with respect to voltage with a relative error of less than
1.5%. The capacitance is not captured as well since the op-
erating point is near the peak of the capacitance–voltage
relation. However, the maximum relative error in capacitance
~'3%! is similar to the relative error in stiffness over a 15
mV range of voltage away from the resting voltage of255
mV. Figure 3 shows stiffness and capacitance as strain is
varied for three different voltages.
For a small range of voltage and strain the simple model
does capture the overall features of the OHC behavior. In the
next section we compare dynamic simulations of the model
with experiments to check whether the first-order nonlinear
terms are sufficient to generate the nonlinearity seen in ex-
periments.

B. Dynamic simulations

Dynamic experiments on OHCs~He and Dallos, 1999;
He and Dallos, 2000! indicate strong nonlinearity with re-
spect to voltage and weak~if any! nonlinearity with respect
to strain. In the experiments the OHCs were excited using a
glass probe with known stiffness at one frequency (f 1) and a

FIG. 2. Stiffness and capacitance versus voltage for three different strains
~thick lines!. Parameters for the simplified model@Eqs.~15! and~16!# have
been selected to match the Deo and Grosh~2004! model at resting stateV
5255 mV and strain of20.47%. Results from the Deo and Grosh~2004!
model are superimposed as thin lines of the same line type. Note the close
match in stiffness for the selected range of voltage and strain.

FIG. 3. Stiffness and capacitance versus strain for three different voltages
~thick lines!. Parameters for the simplified model@Eqs.~15! and~16!# have
been selected to match Deo and Grosh~2004! model at resting stateV5
255 mV and strain of20.47%. Results from the Deo and Grosh~2004!
model are superimposed as thin lines of the same line type. Note the close
match in stiffness for the selected range of voltage and strain.
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transmembrane voltage signal at another frequency (f 2). For
a voltage signal amplitude of 40 mV at 10 Hz and a probe
displacement of amplitude 400 nm at 100 Hz the simple
model shows dynamic characteristics similar to what are
seen in experiments for same conditions~see Fig. 4!. The
solution procedure is described in Appendix B.
Figure 4 indicates that the second-order expansion possesses
sufficient richness to capture experimentally seen behavior.
Contributions arising from higher-order terms will be much
smaller than contributions from the second-order terms in-
cluded in this model and can be ignored.

C. Analysis of terms in the model

1. Further simplifications

The simple model includes all possible voltage and
strain nonlinearities up to the second order and they contrib-
ute equally to the OHC response for voltage and strain sig-
nals of similar amplitude. In the dynamic experiments the
amplitude of the voltage signal ‘‘v ’’ was approximately
seven times the strain signal given through the probe~0.04 V
versus strain of 5.731023 for a 70mm long OHC!. There-
fore both the dynamic simulation and the experiments do not
show any significant harmonics of the mechanical signal.
Depending on relative amplitudes of voltage and strain sig-
nals, a further simplification of the model may be possible by
neglecting nonlinear terms corresponding to the weaker sig-
nal. Consider the expression for a change in the external
tension ‘‘t,’’

t5ke2ev1
1

2
k2e21k1ev2

1

2
C1v2. ~19!

The term that will produce the sum and difference tones is
k1ev; term k2e2 will generate harmonics of the mechanical
signal while the remaining nonlinear termC1v2 will generate
harmonics of the voltage signal. Figure 5 shows effect of
neglecting these nonlinear terms on the dynamic response of
the model for the same excitation as in Fig. 4. Since we have
very weak mechanical harmonics for this experimental setup,
ignoring thek2e2 term does not affect the overall response.
Such simplifications of the first-order nonlinear model will

depend on the range of strains and voltages the cell will be
subjected toin vivo.

2. Data on strain and voltage in vivo

To model in vivo OHC activity amplitudes of voltage
and strainin vivo are needed. We have significant amount of
data on strain versus voltage fromin vitro experiments; for
instance Santos-Sacchi~1991, Fig. 2! indicates a change in
strain about 0.7% for a 30 mV voltage change in the absence
of external forcing. However,in vitro data on electromotile
strain should not be relied on to get estimates forin vivo
strain directly, as we do not have any estimates of the forces
acting on the OHCs at a resting statein vivo. The voltage-
dependent stiffness implies that if there is any OHC preload-
ing in vivo, a change in the receptor potential will cause the
OHC to undergo strain due to the stiffness change. This
strain will be in addition to the electromotile strain caused by
the voltage change. The effect of stiffness change is dis-
cussed in detail by Parthasarathiet al. ~2003!.

Amplitudes of in vivo strain can be estimated from vi-
bration measurements of the organ of Corti. Khanna and Hao
~1999! report vibration amplitude of around 400 nm for the
reticular lamina~RL! at the third row outer hair cell location
for a sound level input of around 90 dB in a temporal bone
preparation. The amplitude drops linearly to 40 nm for a 70
dB sound pressure level~SPL!. The data was for motion at
the apical portion of a guinea-pig cochlea. Vibration levels of
the basilar membrane~BM! at the apical end have been
found to be several hundred times lower than the RL and in
phase with RL motion up to the characteristic frequency of
the region~Khanna and Hao, 2000!. So if we assume the RL
motion amplitude to be a good representation of third row
OHC amplitude, that would give us a maximum strain of
around 0.0057~for a 70mm OHC! at 90 dB SPL and maxi-
mum strain of around 0.000 57 at 70 dB. Estimates of thein
vivo receptor potential are as high as 35 mV for high-
intensity sounds~Dallos, 1985! although a more typical
value is around 10 mV~see Fig. 6 in Dallos, 1985!. The
alternating receptor potential saturates at high sound pressure
levels as seen in the small difference in receptor potential at
70 dB SPL and 90 dB SPL~Fig. 6 in Dallos, 1985!. If we
make a conservative estimate that the receptor potential at

FIG. 4. Frequency spectrum of OHC response. Simultaneous excitation by
mechanical and electrical input. The voltage stimulus is at 10 Hz with 40
mV amplitude while the probe signal is at 100 Hz with 400 nm amplitude.
Circles represent data from Fig. 3F in He and Dallos~2000!. Note the match
at sum and difference frequencies~90 and 100 Hz!. Probe stiffness used in
the model is 4.73 mN/m.

FIG. 5. Frequency spectrum of OHC response for different model settings.
The figure shows the effect of neglecting the nonlinear terms in the model.
The terms have been removed one at a time, i.e., whenk150; other con-
stants have their original value.
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high sound levels is 10 mV, then this would give us a voltage
to strain amplitude ratio of 1.75 for 90 dB and 17.5 for 70
dB. Further complicating matters, it is the transmembrane
voltage~receptor potential minus extracelluar potential! that
drives the OHC motility. Experimental measurements of
these quantities, which are notoriously difficult~Kossl and
Russell, 1992! also yield similar, but lower estimates. This
data seems to indicate that at low sound levels, voltage non-
linearity will overwhelm any mechanical nonlinearity. If this
is true then we can make further simplifications by ignoring
the second-order term ine in Eq. ~13!. Note, however, that
the e2 term has to be retained in the expression forq @Eq.
~12!# to maintain reciprocity.

3. Effect of external loading on force-driven motility

The constants in the model are evaluated at a given state
of transmembrane voltage, external force, and turgor pres-
sure. It is of interest to investigate how these will vary as the
conditions change based on the EAMM. The predictions de-
pend on the model chosen. Experiments can then be used to
validate if the model predictions are correct. For instance, if
an external compressive force is applied on the OHC, the
EAMM predicts the stiffness~k! to decrease and the slope
(k1) of the voltage-dependent stiffness to increase. Thek1

term is the one responsible for the sum-difference tones~see
Fig. 5!. While the stiffness~k! is always positive, thek1 term
crosses over from negative to positive at a certain external
load. The resting turgor pressure in the cell determines the
external load at which the slope (k1) of the voltage-
dependent stiffness changes sign. An OHC under compres-
sion would therefore exhibit lower stiffness and higher force-
driven motility while the amplitude of sum-difference tones
will depend on the resting turgor pressure in the cell. Experi-
ments by He and Dallos show that the amplitude of the sum
and difference tones can increase or decrease with an in-
crease in cell compression~see Fig. 11 in He and Dallos,
2000!. The EAMM predicts the absolute value ofk1 ~the
sum-difference tone generating term! to decrease and then
increase with an increase in compression and therefore is
consistent with the two plots in He and Dallos~2000!. Since
we do not know the exact turgor pressure in the cells, more

of such experimental data showing variation of modulation
components in response to increasing compression will help
confirm if the EAMM shows the correct behavior. According
to the EAMM we should not observe a rise in modulation
components followed by a fall in response to increased com-
pression. He and Dallos~2000! also claim to observe both an
increase and decrease in force-driven motility with increas-
ing compression. This fact is difficult to reconcile with our
current understanding of how stiffness of the OHC changes.
For a fixed transmembrane voltage, any external compres-
sion should drive the cell into either hyperpolarization or
depolarization and therefore to have higher stiffness or lower
stiffness, respectively. Variability of turgor pressure cannot
explain this phenomenon, as the turgor pressure is just an-
other form of loading. Unless some other factors like ‘‘q,’’
the charge transferring across the cell wall also depend on
the forcing, this issue is as of yet unresolved.

VI. DISCUSSION

The precise way in which the different parts of the organ
of Corti interact is still not clear. Are the OHCs pretensioned
at the resting state? Data from Mammano and Ashmore
~1993! shows large contraction of OHCs in an isolated co-
chlear turn preparation when current was passed across the
partition. Mammano and Ashmore~1993! state that the
OHCs are depolarized by the current and therefore they con-
tract. This will be true if the OHCs are under compression at
the resting state, since depolarized OHCs will contract and
will have lower stiffness causing them to yield more against
compressive forces. On the other hand, if the OHCs are un-
der tension then hyperpolarized OHCs will also exhibit con-
traction provided shortening due to the increased stiffness
dominates any lengthening due to hyperpolarization. This
point has also been elaborated upon in Parthasarathiet al.
~2003!. Information on how the tectorial membrane~TM!
moves is also very important. Khannaet al. ~1998! show TM
motion to be in phase with RL motion for an apical location
~low frequency! and TM velocity to be slightly higher than
RL velocity. However, to gauge when stereocilia channels
are opening and when they are closing we also need infor-
mation on the relative RL-TM displacement direction. These
questions need to be answered to elaborate on the role played
by OHCs in amplifying basilar membrane motion.

The experimental data available on OHCs in literature
are of limited use for determining the constants in the simple
model introduced here. Consider the capacitance experi-
ments for instance. These are usually performed with no ex-
ternal load on the OHC. So if we construct a model with
external force and voltage as the independent variables, then
such experiments help yield the capacitance and derivative
of the capacitance with respect to voltage at a constant volt-
age and zero external force. To determine the remaining con-
stants the variation of strain with respect to voltage at a con-
stant external force~zero!, and the variation of charge and
strain with respect to force at a constant voltage are needed.
Except for Donget al. ~2002!, which looked for reciprocity
in a linearized OHC model, such experiments have not been
attempted.

FIG. 6. OHC experiment: initially pressurized, stimulated by applied volt-
age about the resting potential. Mechanical loading is through a micropipet
~modeled as a linear spring!. Resting internal fluid pressureP0 and trans-
membrane voltageV0 .
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VII. CONCLUSION

The simplified model discussed in this paper is based on
a more elaborate model given by Deo and Grosh~2004!.
There are other models in the literature for OHC electromo-
tility besides the area motor model, for instance, the mem-
brane bending model~Raphaelet al., 2000!, which assumes
flexoelectricity as the basis for OHC electromotility. The
second-order expansion presented here will work equally
well with such energy-based models.

In a global cochlear model, the OHC representation
needs to be accurate only over a small range of voltage and
strain seenin vivo. As such, these simplified models can be
used to represent OHC behavior in global cochlear models.
The various parameters of the model can be determined di-
rectly from experiments on OHCs or from an approximation
of more detailed models, as was done in this paper.

The simplified second-order model provides a good
match to OHC behavior for small changes in voltage and
strain, provided operating voltages are away from the
maxima in the capacitance to voltage relation~see Fig. 2!. If
it is desired to capture higher fluctuations, a fully nonlinear
theory may be needed. A simpler alternative would be to
include a third-order voltage term in the charge equation@Eq.
~12!#, which will give a parabolic dependence of the capaci-
tance on voltage~not shown here!. Simulations with such a
term included in the model demonstrate an excellent match
with the EAMM.

If strains are an order of magnitude smaller than voltage
fluctuations, then even simpler expressions can be obtained
by ignoring second-order terms in strain. The resulting
model will have only voltage-dependent stiffness as is pre-
dicted byin vitro experiments~He and Dallos, 2000!.

APPENDIX:

A. Parameter values

Parameters obtained from the extended area motor
model ~Deo and Grosh, 2004!. Values are for no external
forcing, a resting potential of255 mV, and a resting turgor
pressure of 200 Pa~corresponding axial strain is 0.47%!.
~See Table I.!

B. Dynamic simulations

The experimental setup for the dynamic simulations is
shown in Fig. 6. The micropipet spring is in series with the
outer hair cell~OHC! spring. Therefore the force acting on
the OHC is equal to the stiffness of the micropipet multiplied
by its deflection. The displacement of the top of the micropi-

pet spring and the OHC transmembrane voltage are speci-
fied. Then using Eq.~13! we can solve for the straine. Fig-
ures 4 and 5 show the Fast Fourier Transform~FFT! of the
strain response.
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Cochlear outer hair cells~OHC! are critically important for the amplification and sharp frequency
selectivity of the mammalian ear. The microchamber experiment has been an effective tool to
analyze the OHC high-frequency performance. In this study, the OHC electrical stimulation in the
microchamber is simulated. The model takes into account the inertial and viscous properties of
fluids inside and outside the cell as well as the viscoelastic and piezoelectric properties of the cell
composite membrane~wall!. The closed ends of the cylindrical cell were considered as oscillatory
rigid plates. The final solution was obtained in terms of Fourier series, and it was checked against
the available results of the microchamber experiment. The conditions of the interaction between the
cell and pipette was analyzed, and it was found that the amount of slip along the contact surface has
a significant effect on the cell electromotile response. The cell’s length changes were computed as
a function of frequency, and their dependence on the viscosities of both fluids and the cell wall was
analyzed. The distribution of the viscous losses inside the fluids was also estimated. The proposed
approach can help in a better understanding of the high-frequency OHC electromotility under
experimental and physiological conditions. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1863732#
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I. INTRODUCTION

Cochlear outer hair cells~OHC! are crucial to the fre-
quency discrimination and tuning during the mammalian
hearing process~Geisler, 1998; Dallos, 1996; Ruggero,
1992!. These cells are located between the underlying basilar
and overlying tectorial membranes. It is believed that, via a
novel electromotility~Brownell et al., 1985, 2001!, OHCs
generate active forces that amplify and sharpen passive vi-
bration of the basilar and tectorial membranes. Recently, a
motor protein, named prestin, necessary for OHC electromo-
tilty and active hearing has been identified~Zheng et al.,
2000; Libermanet al., 2002!.

OHCs have shown their active properties in the whole
acoustic frequency range.In vitro electrical stimulation of
OHCs has demonstrated an electromotile response up to tens
of kHz ~Dallos and Evans, 1995; Franket al., 1999!. It is
probably even more important that the OHC is capable of
generating a constant active force up to about 100 kHz. The
transfer of an electric charge across the cell membrane is an
intrinsic part of the mechanism of electromotility~Huang
and Santos-Sacchi, 1994; Gale and Ashmore, 1997a!. Gale
and Ashmore~1997b! have shown that the cell has this abil-
ity at frequencies up to 40 kHz, and the amount of the trans-
located charge stays constant up to 20 kHz.

Despite important evidence for the high-frequency ef-
fectiveness of OHC, the mechanism of cells functioning un-
der such conditions is not fully understood. One question is
associated with the magnitude of the receptor potential that is
supposed to drive the cell electromotile response. High-
frequency membrane capacitive filtering of the receptor po-
tential was discussed in the literature~Santo-Sacchi, 1992;
Housley and Ashmore, 1992!. A number of studies have ad-
dressed this problem by considering either a different mecha-
nism of delivering the transmembrane potential~Dallos and
Evans, 1995! or finer properties of the cell membrane
~Santos-Sacchiet al., 1998; Spectoret al., 2003, 2004; Weit-
zel et al., 2003; Ospecket al., 2003!.

Another key component of the high-frequency mechan-
ics of the OHC is the interaction between the vibrating cell
wall and the fluids inside and outside the cell. The intrinsic
losses associated with the viscosity of the two fluids limit the
high-frequency response of the cell. In a modeling study,
Tolomeo and Steele~1998! have computed high-frequency
cell’s length changes in response to mechanical and electrical
stimulations. The authors analyzed the effects of the extra-
cellular and intracellular fluid viscosities considering them
both equal to the viscosity of water. In addition to the men-
tioned factors, the viscosity of the cell wall also contributes
to the overall viscous losses and can reduce high-frequency
electromotility. This can be especially important for the OHC
that has its cytoskeleton, the most viscous component, insidea!Electronic mail: zliao@bme.jhu.edu

2147J. Acoust. Soc. Am. 117 (4), Pt. 1, April 2005 0001-4966/2005/117(4)/2147/11/$22.50 © 2005 Acoustical Society of America



the composite wall. Ratnanatheret al. ~1996! considered a
viscoelastic cell wall and computed the high-frequency re-
sponses to a mechanical stimulation of the cell. While the
estimation of the OHC’s wall effective viscosity is still an
open problem, there have been experimental studies that con-
tribute to its solution. Ehrenstein and Iwasa~1996! have
measured a time constant of the relaxation of tension on the
OHC wall. Li et al. ~2002!, by pulling tethers from the mem-
brane, have estimated the apparent membrane viscosity that
included the viscous losses in the bilayer as well as friction
of the movement of the membrane along the cell cytoskel-
eton.

The voltage-clamp experiment provides important infor-
mation on the OHC’s electromotile response and nonlinear
capacitance. However, the resistive properties of the pipette
clamping the membrane potential preclude the measurements
under high-frequency conditions. This effect was overcome
in the microchamber experiment where an electric field is
applied across the cell membrane. Dalloset al. ~1993!, Evans
et al. ~1991!, and Hallworthet al. ~1993! have developed the
microchamber technique and proposed a model of the OHC
behavior under the condition of this experiment. Later, Dal-
los and Evans~1995! used this method to observe the high-
frequency electromotile responses of OHC. By using the mi-
crochamber experiment, Franket al. ~1999! not only
measured high-frequency electromotility but also estimated
the high-frequency active force generated by the cell. Also,
He and Dallos~2000! used the microchamber technique to
measure the voltage-dependent stiffness of OHC.

The active and passive properties of the cell wall are
critically important for the modeling of the OHC mechanics.
The effective passive properties of the composite OHC wall
can be described by a linear 2D viscoelastic model. The elas-
tic part of the model is represented by the orthotropic elastic
moduli ~Tolomeo and Steele, 1995; Spectoret al., 1998;
Iwasa and Adachi, 1997; Spector and Jean, 2003!. Anisot-
ropy of the cell wall is associated with the composition of the
cell cytoskeleton made of two proteins with different prop-
erties. The viscous part of the model is described in terms of
the wall viscosity ~Ratnanatheret al., 1996!. For small
changes in the transmembrane potential, the active properties
of the cell wall fit a linear piezoelectric model~Tolomeo and
Steele, 1995; Spector, 2001; Spector and Jean, 2004!. The
OHC changes its dimensions in response to electrical stimu-
lation, and conversely electric current can be generated
across the cell membrane in response to a deformation of the
cell. These properties constitute a piezoelectric-type behavior
of the material.

In this study, we model the high-frequency electrical
stimulation of OHC in the microchamber. In our model, the
cell is considered as a circular cylinder with viscoelastic and
piezoelectric lateral wall and closed ends. The solution to the
problem is given in terms of Fourier series, similar to that
proposed by Tolomeo and Steele~1998!. We applied our
model to the analysis of the data of the microchamber ex-
periment~Evanset al., 1991; Dalloset al., 1993; Dallos and
Evans, 1995; Franket al., 1999!. We have shown that the
parameters of the experiment, such as the amount of slip at
the area of interaction between the cell and pipette and the

set-point potential, have significant effects on the cell re-
sponse. This finding helps reconcile different versions of the
microchamber experiment. We analyze the effects of the vis-
cosities of the wall and of the two surrounding fluids. Finally,
we compute the viscous losses inside the external and inter-
nal fluids as functions of the radial distance from the cell
wall.

II. MODEL

A. Cell wall

We start with the constitutive relations for the cell wall;
then, we consider the extracellular and intracellular fluids;
after that we analyze the effect of the ends of the cell; and,
finally, a solution to the problem is presented in terms of
Fourier series. For the cell wall, we use a linear integrative
model that describes both the passive and active properties of
the OHC. The total resultant forces in the cell wall consist of
three parts: orthotropic elastic, viscous, and piezoelectric.
The first two of them are associated with the passive prop-
erties of the wall, and the third part is determined by its
active properties. The equation for the resultants takes the
form

FNx

Nu
G5FC11 C12

C12 C22
GF ]ux

]x
ur

r c

G1F h 2h

2h h GF ]2ux

]x]t
]ur

r c]t

G
1VFex

eu
G , ~1!

whereNx andNu are the components of the stress resultant
~i.e., the product of the stress and cell wall thickness! gener-
ated in the cell wall; the subscriptsr, x, andu indicate the
radial, axial, and circumferential directions, respectively;C’s
are the stiffness moduli;ux anduu are two components of the
displacement;h is the cell wall viscosity;t is the time;V is
the transmembrane potential change; andex andeu are two
coefficients that determine the production of the local active
stress resultant per unit transmembrane potential~Spector
et al., 1998, 1999; Spector and Jean, 2003! ~Fig. 1!. The
stress resultants are related to the cell wall tractions by the
following equilibrium equations:

Nu5s r r c , ~2!

Nx52E
a

x

s rxdx̄1Nend, ~3!

wheres is the traction acting on the cell wall surface, the
subscriptsr andrx indicate the radial and longitudinal direc-
tions, andNend is the force produced by the end cap oscillat-
ing in the viscous fluid~see the discussion of this term be-
low!. The resultant cell wall tractions are determined from
the extracellular and intracellular fluids, and other external
sources

s¢ wall5s¢ sti1s¢ ext2s¢ int , ~4!

where s¢ wall is the resultant cell wall traction in the vector
form including two componentss r and s rx ; s¢ ext and s¢ int

are tractions on the cell wall surface exerted by the extracel-
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lular and intracellular fluids, respectively;s¢ sti is the applied
mechanical stimulation on the cell wall surface from external
sources other than extracellular and intracellular fluids. We
include the terms¢ sti to compare our results with those of

Tolomeo and Steele~1998!, who considered a mechanical
perturbation of the cell.

The force and displacement can be expressed as Fourier
series defined in the cell domain. For a loading symmetric
with respect to the cell center (x50), only odd harmonics is
needed, while an antisymmetric loading~such as that in the
microchamber experiment! requires only even harmonics
~Tolomeo, 1995; Tolomeo and Steele, 1998!. Below, we
present the equations corresponding to the antisymmetric
case, and those for the symmetric case can be obtained by
replacing the cos~ ! functions with the sin~ ! functions, and
vice versa

ux5 (
m5even

m max

umx cos~bmx!eivt,

ur5 (
m5even

m max

umr sin~bmx!eivt, ~5!

s rx5 (
m5even

m max

smrx cos~bmx!eivt,

s r5 (
m5even

m max

smr sin~bmx!eivt, ~6!

Vex5 (
m5even

m max

Qm sin~bmx!eivt,

Veu5 (
m5even

m max

Pm sin~bmx!eivt, ~7!

Nend5 (
m5even

m max

Sm sin~bmx!eivt, ~8!

where bm5mp/L, Qm5Vexgm , Pm5Veugm , Sm

5Nendgm , andgm52$2@(21)m/221#%/(abm) .
Substituting Eqs.~5!–~8! into Eqs.~2!–~3! and Eq.~1!,

we obtain themth harmonic equation
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The above equation can be written in the matrix form

s¢ m,wall5km,wallu¢m1s¢ m,piez1s¢ m,end. ~10!

Finally, by combining all harmonics together, we obtain

s¢ wall5kwallu¢wall1s¢ piez1s¢ end. ~11!

B. Intracellular and extracellular fluids

Fourier series technique is applied to solve linearized
Navier–Stokes equations for the intracellular and extracellu-
lar fluids. In this method, the fluid velocity is at first decom-

posed into irrotational and rotational components, which are
then expressed by the method of separation of variables us-
ing Bessel functions. The coefficients of Fourier series in the
fluid harmonics are converted into the coefficients in the cell
wall harmonics based on the no-slip boundary condition
along the fluid–cell interface (u¢wall5u¢fluid). As a result of
these derivations, the relationship between the fluid stress
jump across cell wall (s¢ ext2s¢ int) and the cell deformation
can be expressed by the following equation~Tolomeo, 1995;
Tolomeo and Steele, 1998!:

s¢ ext2s¢ int52kfluidu¢wall , ~12!

FIG. 1. OHC modeling in microchamber experiment.~a! Microchamber
setup.Uapplied is applied voltage. The transmembrane voltage change in the
excluded and included parts areUex5(1-q)Uapplied and U in52qUapplied,
respectively. Here,q is the exclusion ratio~excluded cell length divided by
total cell length!. ~b! OHC is modeled as a thin-walled circular cylinder with
closed ends. The cylindrical wall is surrounded by the viscous intracellular
and extracellular fluids.~c! s¢ ext and s¢ int represent the tractions on the cell
wall surface due to the extracellular and intracellular fluids, respectively.s¢ sti

indicates the applied mechanical stimulation on the cell wall surface from
the external resource other than the extracellular and intracellular fluids.
s¢ ext , s¢ int , ands¢ sti are in the vector form, each with two components in the
longitudinal and radial directions. These tractions and applied mechanical
stimulation mentioned above are balanced by the stress resultant~i.e., the
product of the stress and cell wall thickness! generated in the cell wall
(Nx ,Nu).
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wherekfluid is the fluid stiffness matrix using cell wall har-
monics.

C. Effect of closed ends

As OHC changes its length periodically, the end cap is
subjected to a drag force produced by the viscous intracellu-
lar and extracellular fluids. If the end cap is assumed to be a
rigid circular plate, the whole drag force will be transmitted
to the cell wall. Zhang and Stone~1998! studied oscillatory
motions of a circular disk in a viscous flow and gave a high-
frequency asymptotic expression for the corresponding drag
force

Fend5216F il2

6
1~1.32ei0.27pl!Gmr c~ iv!uende

ivt, ~13!

wherel25rvr c
2/m, m is the fluid dynamic viscosity,uend is

the disk displacement,v is the oscillatory frequency. We
utilize this relationship and express the end force in terms of
the end resultantNend

Nend5
Fend

2pr c
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kend

2pr c
uend, ~14!

wherekend5216@( il2/6)1(1.32ei0.27pl)#mr c( iv)eivt.

D. Final form

Substitution of Eqs.~11! and ~12! into Eq. ~4! yields

~kwall1kfluid!u¢wall5s¢ sti2s¢ piez2s¢ end. ~15!

Note that
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With the above equation considered, Eq.~15! becomes

u¢wall5@kwall1kfluid1kend#
21~s¢ sti2s¢ piez!. ~17!

Here, u¢wall , s¢ sti , and s¢ piez are, respectively, the vectors of
the Fourier coefficients of the cell wall displacement, the
traction acting on the cell wall surface due to the applied
mechanical stimulation~other than those associated with the
extracellular and intracellular fluids!, and the stress due to
the electrical stimulation of the cell. Also,kwall , kfluid , and
kend are the matrices that determine the stiffness associated
with the cell wall, fluids, and closed end, respectively. Fol-
lowing Tolomeo and Steele~1998!, we use 10 harmonics in
the cell wall domain and 20 in the fluid domain.

The general procedure of obtaining the cell displacement
is described as follows: at first, the applied mechanical or
electrical stimulation is expressed in terms of Fourier series;
then, this coefficient vector is substituted into Eq.~17! to
calculate the vector consisting of coefficients of Fourier se-
ries for the displacement; and finally, the cell displacement is
calculated from its Fourier series coefficients.

III. RESULTS

A. Parameters used

The parameters of our model include the cell wall ortho-
tropic moduli, the coefficientsex and eu that determine the
cell active properties, and the viscosities of the fluids and the
cell wall. Spectoret al. ~1998! have derived the relationships
between the elastic moduli of the cell wall and the axial
stiffness of the OHC, and Spector and Jean~2003! have
shown that the results obtained on the basis of different sets

of experiments~Iwasa and Adachi, 1997; Spectoret al.,
1998! converge if the cell stiffness is about 0.1 N/m. Such
cell stiffness is consistent with the latest measurements
~Hallworth, 1997!. This results in the following estimates of
the elastic moduli that we use in our modeling:C11

50.096 N/m, C1250.16 N/m, C2250.3 N/m. The coeffi-
cientsex and eu are determined by both the elastic moduli
~Tolomeo and Steele, 1995; Spectoret al., 1999! and the
active strains extracted from Dalloset al. ~1993!. The result-
ing coefficients are equal toex50.0029 N/Vm, eu

50.0018 N/Vm. The viscous properties of the extracellular
fluid are similar to those of water, but the viscosity of the
intracellular fluid is probably different~higher! because of
the presence of various proteins~e.g., G-actin!. Fung~1993!
mentioned the internal viscosity in some cells being 5–6
times greater than that of water. Luby-Phelps~2000! reported
a range of 131023– 1031023 Ns/m2 for cytoplasmic vis-
cosity. While the OHC intracellular viscosity has not yet
been measured, we assume that the OHC cytoplasmic viscos-
ity is within a range 131023– 1031023 Ns/m2. The viscos-
ity of the OHC wall is another parameter that has not been
measured experimentally. Assuming that the cytoskeleton is
the most viscous component of the composite wall, and also
that the longitudinally directed spectrin molecules are mainly
responsible for the viscous losses in the vibrating cell, we
chose the cell wall viscosity on the order of magnitude of
1.031027 Ns/m ~see further discussion of this parameter be-
low!; note that this parameter is expressed as cell surface
viscosity and thus has a different dimension than the cyto-
plasmic viscosity.
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B. Validation of the model

The first validation case is the comparison of the results
of our model with Tolomeo and Steele’s~1998!, who consid-
ered OHC as a cylinder with open ends and a purely elastic
wall. Thus, we letkend50 andh50 in Eq. ~17! and use the
same elastic moduli as Tolomeo and Steele~1998!. The ex-
ternally applied mechanical stimulation is prescribed at 1-Pa
radial pressure~stress! in the form of the first harmonic. The
loading is symmetric with respect to the cell center (x50).
As shown in Fig. 2~a!, our model reproduces the results of
Tolomeo and Steele~1998!.

We use the results of the voltage-clamp experiment
~Santos-Sacchi, 1992! as a second validation case. To com-
pare our results with those of Santos-Sacchi~1992!, we used
the version of the proposed model that is based on no-slip
condition along the cell/microchamber interface~see further
discussion below!. Under this condition, each excluded or
included part of the cell is treated independently. It means
that the two parts of the cell will be under conditions equiva-
lent to those in the voltage-clamp experiment if the cell
lengths and the transmembrane voltages are the same. In the
comparison to Santos-Sacchi’s~1992! experiment, we use
the elastic moduli and ranges of the fluid and cell wall vis-
cosities discussed in the previous section. However, the vis-
cosity is probably not important in this case because the
experimental frequencies are limited to about 1 kHz. The
results of the comparison are presented in Fig. 2~b!, showing
that our predictions are in good agreement with the experi-
mental data in the low frequency~less than 1 kHz!. In the
high frequency, Santos-Sacchi’s experimental data are com-
plicated by the limitation of his instrumentation.

C. Modeling microchamber experiment

In the microchamber experiment, the cell is held by the
micropipette along a part of its lateral wall. Below, we show
that the amount of slip along the cell/micropipette interface
is a significant parameter of the microchamber experiment,
and the differences in the interface slip conditions can ex-
plain discrepancies in different versions of this experiment.
To analyze the effect of the interface slip, we consider two
extreme cases: no-slip and full-slip~no-friction! conditions.
It is expected that the results of the general case with some

slip and friction will fall within the range between these two
extreme cases. For low frequencies, Fig. 3~a! shows that the
no-slip condition results in an electromotile response two
times greater than that corresponding to the full-slip condi-
tion, but this difference reduces at high frequencies. Also,
there is a difference in the phase shifts corresponding to
these two conditions, especially at high frequencies@Fig.
3~b!#. The axial displacement profiles along the cell are pro-
vided in Fig. 4. They show that the zero-displacement point
is located at the center of the whole cell length for the no-slip
condition and at the center of the excluded/included part of
the cell for the full-slip condition, thus causing different ef-
fective lengths and electromotile responses in these two
cases. Franket al. ~1999! obtained smaller cell length
changes compared to those by Dallos and Evans~1995!, and
the reason for that may come from the fact that the set point
in Frank’set al. experiment~1999! is not at the steepest part
of OHC electromechanical transduction curve. Figure 5
shows that indeed by shifting set-point potential to more hy-
perpolarization our model results can be made closer to those
in Frank’s et al. experiment~1999! ~see also the discussion
below!.

We assume that the ratio of the values ofex(eu) esti-
mated at two points is equal to that of the corresponding
slopes of the electromechanical transduction curve. As a re-
sult, it is found that the set-point potential in Frank’s experi-
ment may be a2100 mV shift from the normal resting po-
tential or more~Fig. 5!.

In Fig. 6, we show the effect of closed ends of the cell
on the magnitude and phase of the cell displacement. Al-
though the difference in the magnitude between the closed
and open ends is small, the difference in phase is relatively
more significant, especially at high frequencies. Figure 7 in-
dicates that an increase in the cell wall viscosity removes the
peak in the cell displacement and reduces the corner fre-
quency ~i.e., the frequency at which the amplitude of dis-
placement starts to decrease!. It is shown in Fig. 8 that an
increase in the intracellular fluid viscosity also reduces the
corner frequency.

The fluid viscous damping is important for the OHC
high-frequency performance. The dissipative energyF per
volume per time is defined by the following equation~Cur-
rie, 1974!:

FIG. 2. Validation of our model.~a!
Tolomeo and Steele’s model~1998! is
a specific case that can be achieved by
our model through nullifying the effect
of the cell wall viscosity and closed
end. For the purpose of verifying our
code, an example from Tolomeo and
Steele’s paper~1998! is used to com-
pare with our model results. Our
model reproduces Tolomeo and
Steele’s results. Cell lengths are 20,
60, and 100mm, and 1-Pa radial stress
in the form of first harmonic is applied
to the cell wall.~b! Comparison with
Santos-Sacchi’s experiment~1992!.
They are in good agreement in the low
frequency~less than 1 kHz!.
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wherem is dynamic viscosity of the fluid, andv r andvx are
radial and axial velocities, respectively. Figure 9 displays the
distribution of energy loss along the radial direction under
different frequencies 5, 10, and 50 kHz. The energy loss
profiles behave like a classic Stokes boundary layer near an
oscillating plate~Lu, 1977!, which decrease exponentially
away from the cell wall.

Figure 10 shows the results for different exclusion ratio
~q! in the microchamber setup. Here,q50.5 yields the maxi-
mum displacement due to the maximum production of ex-
cluded cell length and membrane potential at that cell part.

IV. DISCUSSION

The amount of slip along the cell/micropipette interface
has not been reported in earlier papers~Dallos et al., 1993;
Dallos and Evans, 1995; Franket al., 1999!. However, re-
cently, He and Dallos~2000! suggested that the interface slip
should be small. It is still important to investigate the sensi-
tivity of the cell electromotile response to the boundary con-
dition along the cell–micropipette interface. Figure 3 shows
that the length change under the no-slip condition is larger
than that corresponding to the full-slip condition. To explore
the underlying mechanism, the distribution of the axial dis-

FIG. 3. Modeling microchamber experiment under the full-slip and no-slip
conditions~a! amplitude~b! phase. The cell is half included and half ex-
cluded.

FIG. 4. The axial displacement profiles along the cell. The effective length,
which determines cell end movement, is different in voltage-clamp and mi-
crochamber~full-slip/no-slip! setup.

FIG. 5. Estimation of set-point in Frank’set al. ~1999! experiment. The
electromechanical transduction function curve comes from Dalloset al.
~1993!. Two points are selected to calculate electromechanical responses.
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placements along the cell length is given in Fig. 4. Under the
no-slip condition, the holding point with the zero displace-
ment is at the cell center, between the excluded and included
parts. In this case, the effective length is equal to a half of a
cell length. Under the full-slip condition, due to the cell slid-
ing at the interface, the zero-displacement point moves to the
center of the excluded–included part of the cell. In contrast
to the case of the no-slip condition, the effective length re-
duces to one-quarter of a cell length, resulting in smaller cell
motility, which is half of that corresponding to the no-slip
condition. Figure 3 also shows how the corner frequency is
affected by the boundary condition with the greater value
corresponding to the full-slip condition. In addition, Fig. 3
shows the phase shift versus frequency for two types of

boundary conditions. The low-frequency shift is close to 180
deg, which corresponds to a contraction of the cell in re-
sponse to its depolarization.

Evans et al. ~1991! and Dallos and Evans~1993! re-
ported electromotility range 0.92–4.74 nm/mV for the cells
of 55–72mm in length when the cell is half-included in the
microchamber. These experimental results are in good agree-
ment with our model predictions~1.3–2.7 nm/mV! for the
cell length 60mm. Evanset al. ~1991! acknowledged that the
OHC electromotility may vary significantly~0.92–4.74 nm/
mV! even for very similar cells~55–72 mm!, and they
pointed out potential reasons for that, including individual
cell’s variability and possible damage due to isolation. An-
other cause for this effect, suggested by our model, is the

FIG. 6. Closed-end and open-end cases~a! amplitude~b! phase. The differ-
ence in the amplitude is small, but the difference in the phase shift reaches
around 15 deg at high frequency.

FIG. 7. Effect of the cell wall viscosity~h! on cell electromotility.

FIG. 8. Effect of the intracellular fluid viscosity on cell electromotility.
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holding condition at the cell–pipette interface. The holding
could be loose and the cell could move in and out of the
chamber, resulting in a reduction of the electromotile re-
sponse. Our model predicts that this reduction can reach up
to 50%.

In the experiment of Franket al. ~1999!, the observed
cell’s end displacement amplitude~parameterx@nm# in their
paper! is 0.25 nm/mV and the lengths of the cell and its
excluded part are 51 and 24mm, respectively. The prediction
of our model for the cell of a comparable size~the lengths of
the cell and its excluded part are 51 and 25.5mm, respec-
tively! is in the range of 1.14–2.28 nm/mV. These values
correspond to the resting potential of270 mV, and the lower
and upper limits come from the full- and no-slip conditions,
respectively. Franket al. ~1999! noted that their value is

much smaller than that in other experiments~Dallos and
Evans, 1995! and pointed out that perhaps the set point in
their experiments was not located at the steepest part of the
OHC electromechanical transfer function curve. In order to
estimate the effect of the set point, we recalculated our pre-
dictions assuming more negative~farther from the steepest
point of the electromotile response! resting potentials. By
assuming the coefficientex or eu is proportional to the slope
of the electromechanical transduction curve, we found that,
if the set-point potential shifts 100 mV toward higher polar-
ization, the predicted cell displacement amplitude reduces to
0.25–0.5 nm/mV depending on the chosen boundary condi-
tion at the cell–pipette interface. Therefore, the results of our
modeling are consistent with the available data from the mi-
crochamber experiment~Evans et al., 1991, Dallos and
Evans, 1995, Franket al., 1999!, and the measurements of
different groups can be reconciled by taking into account the
set point of the electric potential and the boundary conditions
at the cell–pipette interface.

For the cell of 60mm in length, the estimated corner
frequency is around 1–2 kHz where the lower and upper
limits correspond to the no- and full-slip conditions, respec-
tively. For cells of comparable lengths, the corner frequency
in Frank’s et al. ~1999! experiment is about 20–30 kHz.
Frank et al. ~1999! have definedf 3 dB as the frequency at
which the amplitude drops 3 dB~50%! from its low-
frequency value. Our estimate off 3 dB is in the range 6–10
kHz depending on the boundary condition. Qualitatively, the
computed electromotile response as a function of frequency
is similar to that observed by Franket al. ~1999!. Dallos and
Evans~1995! have reported the outer hair cell electromotile
response as a two-plateau function of the frequency. Our
results do not show the second~high-frequency! plateau of
Dallos and Evans’s~1995! experiment. The differences be-
tween the results of these two versions of the microchamber
experiment could be explained by differences in experimen-
tal setups, including the cell’s slip conditions, cell stiffness,
etc., but this issue has to be investigated further.

Figure 6 indicates that the effect of the closed ends on
the displacement amplitude is small, but it becomes more
significant for the phase shift. The difference between two
phase shifts increases with frequency and it reaches around
10 deg at 10 kHz and 15 deg at 100 kHz. The results in Fig.
6 correspond to the no-slip conditions, but the effect for the
full-slip condition ~not shown! is similar.

Our analysis of the viscous effects~Figs. 7 and 8! shows
that they result in faster decays in the electromotile responses
of the cell and smaller values of the corner frequency. The
viscosities of the fluids and the cell wall decrease peaks in
the amplitude near the corner frequency, and for realistic
values of the parameters, no peaks were found. This is con-
sistent with the results of the microchamber experiment
where no tuning was observed in the electromotile response
of OHC. Figure 7 demonstrates the effect of the wall viscos-
ity on the peak in the cellular response: increase in the wall
viscosity results in the complete elimination of the peak in
the cell displacement. Tolomeo~1995! has shown a similar
effect of the viscosity of the intracellular fluid. We consider
the effect of this viscosity in Fig. 8. In our case, its effect is

FIG. 9. Distributions of the volume density of the energy loss along radial
direction in the~a! external fluid and~b! internal fluid. The axial position is
15 mm away from cell center. The frequency is chosen at 5, 10, and 50 kHz.
The energy loss in the external fluid decreases exponentially away from the
cell wall, indicating a boundary layer effect.
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smaller than that in Tolomeo’s~1995! study because of
greater values of additional viscosity of the cell wall.

We chose the viscosity of the external fluid equal to that
of water, and we considered a range of the viscosities of the
internal fluid greater than the water viscosity. The cell wall is
a composite whose main components are the subsurface cis-
ternae, cortical lattice~cytoskeleton!, and the plasma mem-
brane. There is a layer of the extracisternal fluid between the
cytoskeleton and the plasma membrane. The bulk viscosities
of the subsurface cisternae and the plasma membrane are
probably close to that of the lipid bilayer, and the viscosity of
the extracisternal fluid is probably equal to that of the intra-
cellular fluid. As in the red blood cell that also has a com-
posite membrane, the most viscous component of the cell
wall is probably its cytoskeleton. We assumed that the cy-
toskeletal spectrin molecules oriented approximately parallel
to the cell axis determine the viscous loses associated with
the longitudinal vibration of the cell in the microchamber.
The viscosity of the spectrin network in red blood cell has
been estimated~Evans and Skalak, 1980!. The topology of
the spectrin networks in these two cells~OHC and red blood
cell! is different, but the distances between two neighboring
spectrin molecules are close to each other. On the basis of
these arguments, we chose the viscosity of the OHC wall
close to that of the red blood cell and its cytoskeleton.

The viscous loss is the major contributor to the electro-
motility decay with frequency, although losses of other na-

ture ~e.g., electrical losses in the cell membrane! also play a
role. Figure 9 shows the pattern of the distribution of losses
~volume densities! within two fluids. The greatest loss occurs
at the cell wall, followed by a steep decrease with the dis-
tance from the wall. This pattern constitutes a viscous bound-
ary layer, which is more pronounced in the external fluid. We
checked our computation of energy loss inside the fluids
against the classic Stokes’ problem on a vibrating rigid plate
in the viscous fluid~Currie, 1974; Lu, 1977!, and found a
qualitative similarity in these two solutions.

The viscosities of the intracellular fluid and the cell wall
have not been measured experimentally, and we have shown
the significance of these parameters to high-frequency elec-
tromotility of OHC. Thus, our results can stimulate further
experiments aimed at the measurements of the viscous pa-
rameters of this cell and its components.

In addition to the cell half-included/excluded condition
(q50.5) discussed above, our model can be applied to other
situations of different exclusion ratioq ~Fig. 10!. In Fig.
10~a!, q50.5 yields the maximum electromotile response
under the 1 mV applied voltage, because of the maximum
production of the effective length and membrane potential at
that cell part. This result is consistent with the result of Dal-
los et al. ~1993! in the case of small voltages. In the case
when, instead of the absolute length change, the strain
~length change divided by the length of the excluded part of
the cell! is used@Fig. 10~b!#, the effect of parameterq re-

FIG. 10. Effect of exclusion ratio~q!
in the microchamber setup~a! ampli-
tude, ~b! strain ~cell end displacement
divided by the length of the excluded
part!, and~c! phase shift. No-slip con-
dition is considered.
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duces to the effect of the transmembrane potential. The trans-
membrane potential is a decreasing function ofq. Similar
pattern is observed in the phase shift@Fig. 10~c!#.

In the present paper, we concentrate on the frequency
effects associated with the interaction of the cell wall with
the surrounding viscous fluids and on the viscous effects in
the cell wall itself. We also consider the cell as finite, and
take into account the distributions of the mechanical charac-
teristics ~stresses and strains! along the cell. However, we
assume the transmembrane potential and the piezoelectric
properties to be uniform. There have been reports on the
nonuniform distribution of ion channels~Santos-Sacchi
et al., 1997! as well as heterogeneity of the molecular motors
~Santos-Sacchi, 2002! along the cell that may have an effect
on the piezoelectric and electrical properties of the cell.
These effects will be taken into account in the later versions
of our model.

Although the corner frequency of the electromotile dis-
placement computed here is lower than the upper limit of the
acoustic range, our ultimate interest is in the frequency range
of the active force, the factor that determines the amplifica-
tion of the basilar-membrane vibration. The corner frequency
of the active force is greater than that of displacement of a
free cell. This is because the cell has to be constrained in
order to produce an active force. Such conditions correspond
to smaller movement of the cell resulting in smaller viscous
losses and higher corner frequency~the analysis of the high-
frequency active force production will be published else-
where!.

The ultimate goal of our modeling is to better under-
stand the cochlear amplifier and outer hair cell electromotil-
ity under high-frequency conditions. An advanced model of
the cochlea that includes ‘‘a module,’’ where the electrome-
chanical properties of an individual outer hair cell are in-
cluded, can be an effective tool to achieve this goal. A logical
first step to develop such a module would be to model the
high-frequency performance of an unconstrained outer hair
cell. Further steps would be to incorporate the interaction of
the cell with the basilar and tectorial membrane, respectively,
underlying and overlying the cell. Finally, the module has to
be incorporated into the model of the whole cochlea that
takes into account the hydrodynamic interaction and ana-
tomical gradients along the cochlea. Thus, this paper presents
the results of the first step toward advanced cochlear models.
The next step associated with the high-frequency perfor-
mance of the constrained cell, including the active force pro-
duction, will be published elsewhere.

In this paper, we modeled high-frequency electromotil-
ity of outer hair cells electrically stimulated in the micro-
chamber. We found that the parameters of the microchamber
experiment, such as the boundary conditions at the cell–
pipette interface and the set-point potential, have a signifi-
cant effect on the cell response observed in the experiment,
and this finding helps reconcile the differences in the existing
measurements. The viscous effects~particularly that of the
cell wall! eliminate peaks in the electromotile response and
play the main role in its decay with frequency. We took into
account the cell closed-end effects, and found them to be not
very significant. Finally, we identified parameters of the cell

~the viscosities of the wall and intracellular fluid! important
for the cell high-frequency performance that have not been
experimentally measured in the OHC, and our results should
provide a stimulus for conducting new experiments. The de-
veloped approach can be used in advanced cochlear models
aimed at the analysis of the active processes accompanying
mammalian hearing.
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Recent studies suggest that an auditory nonlinearity converts second-order sinusoidal amplitude
modulation ~SAM! ~i.e., modulation of SAM depth! into a first-order SAM component, which
contributes to the perception of second-order SAM. However, conversion may also occur in other
ways such as cochlear filtering. The present experiments explored the source of the first-order SAM
component by investigating the ability to detect a 5-Hz, first-order SAM probe in the presence of a
second-order SAM masker beating at the probe frequency. Detection performance was measured as
a function of masker-carrier modulation frequency, phase relationship between the probe and
masker modulator, and probe modulation depth. In experiment 1, the carrier was a 5-kHz sinusoid
presented either alone or within a notched-noise masker in order to restrict off-frequency listening.
In experiment 2, the carrier was a white noise. The data obtained in both carrier conditions are
consistent with the existence of a modulation distortion component. However, the phase yielding
poorest detection performance varied across experimental conditions between 0° and 180°,
confirming that, in addition to nonlinear mechanisms, cochlear filtering and off-frequency listening
play a role in second-order SAM perception. The estimated magnitude of the modulation distortion
component ranges from 5%–12%. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1861892#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk, 43.66.Nm@NFV# Pages: 2158–2168

I. INTRODUCTION

The ability of human listeners to detect slow modula-
tions in the amplitude of incoming sounds is generally un-
derstood using models based on either a low-pass filter/
integrator ~Viemeister, 1979; Mooreet al., 1988! or a
modulation filterbank~MFB! ~Dauet al., 1997a, 1997b!. In a
modulation-masking study, Strickland and Viemeister~1996!
first mentioned the ability to perceive the envelope beat pro-
duced by the addition of two closely spaced modulation
components, which is a slow modulation in envelopedepth.
In parallel, electrophysiological work by Shofneret al.

~1996! demonstrated that neural units in the ventral cochlear
nucleus of the chinchilla show phase-locked responses both
to the frequencies of the modulation primaries and to the
modulation difference frequency~i.e., the beat frequency! of
two-component sinusoidal amplitude modulation~SAM!.
These findings appeared to be a challenge for current models
of temporal-envelope processing, because there was no en-
ergy at the beat frequency in the ‘‘physical’’ modulation
spectrum of such stimuli. This was interpreted as evidence
for the existence of a nonlinearity along the auditory path-
way ~e.g., compression, saturation, or thresholding! that gen-
erates amodulation distortion componentat the envelope-
beat frequency.

Psychoacoustical evidence consistent with the notion
that nonlinear processes are involved in temporal-envelope
beat perception was provided by Sheft and Yost~1997! and
Mooreet al. ~1999!. In both studies, the listeners’ sensitivity
to a probe modulator was assessed in the presence of a two-

a!Portions of this work were presented at the 27th Annual Midwinter Re-
search Meeting of the Association for Research in Otolaryngology, Day-
tona Beach, FL, February 2004.

b!Current address: Department of Experimental Psychology, University of
Cambridge, Downing Street, Cambridge CB2 3EB, United Kingdom. Elec-
tronic mail: c.fullgrabe@psychol.cam.ac.uk
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component masker modulator with modulation difference
frequency equal to the probe modulation frequency. The
probe and masker modulators were either applied to different
sinusoidal carriers~Sheft and Yost, 1997! or to the same
sinusoidal or narrowband carrier~Moore et al., 1999!. De-
spite the fact that the physical modulation components of the
masker were too remote from the probe to yield modulation-
masking effects, the results showed that the presence of the
beating masker modulators degraded probe-detection thresh-
olds. Taken together, these studies clearly pointed out the
need to incorporate an additional nonlinearity intoeach
envelope-processing model to account for the masking data.

The distortion-component hypothesis has received fur-
ther support from psychoacoustical data on second-order
SAM detection~Lorenzi et al., 2001a, 2001b; Fu¨llgrabe and
Lorenzi, 2003!, that is detection of a sinusoidal modulation
applied to the modulation depth of a SAM stimulus. In a
masking study, Lorenziet al. ~2001b! compared second-
order SAM detection for a 5-kHz sinusoidal carrier and a 2-
Hz wide narrowband-noise carrier centered at 5 kHz. The
inherent random amplitude fluctuations in the narrowband
noise would be expected to mask any modulation compo-
nents in the low modulation frequency region~Dau et al.,
1997a!. The results revealed that second-order SAM detec-
tion thresholds were worse for the narrowband noise than for
the sinusoidal carrier only for the lowest second-order modu-
lation frequencies. This finding provided evidence that detec-
tion of a distortion component at the envelope-beat fre-
quency contributed to second-order SAM detection.

The potential role of cochlear compression in producing
distortion in the internal modulation spectrum has been
tested in psychoacoustical studies on second-order SAM de-
tection conducted with hearing-impaired~Tandetnik et al.,
2001; Füllgrabe et al., 2003! and cochlear implant listeners
~Lorenzi et al., 2004!. In both groups, cochlear compression
was either severely reduced or completely abolished by co-
chlear damage. However, second-order temporal modulation
transfer functions~TMTFs! relating second-order SAM de-
tection thresholds to second-order modulation frequency
were normal or near-normal in shape in these listeners. This
demonstrated that cochlear damage has little disruptive effect
on the detection of second-order SAM, and, if a distortion
component is actually used in second-order SAM detection,
it must be generated by a nonlinearity other than cochlear
compression.

One way to explore the type of nonlinearity involved in
the generation of envelope distortion is to determine the rela-
tive phase of the distortion component. In a modulation-
masking experiment using a 5-kHz sinusoidal carrier, Verhey
et al. ~2003! systematically varied the phase relationship be-
tween the probe modulator and the envelope beat cycle of
two- and three-component masker modulators. Irrespective
of the masker components’ modulation frequencies~ranging
from 90 to 360 Hz!, maximum masking generally occurred
in the antiphase~i.e., 180°! condition, where the maxima in
the probe modulator coincided with the minima in the beat
cycle of the masker envelope. Moreover, when the probe
modulation was in-phase with the envelope beat, masked
thresholds were lower than those measured in the unmasked

condition. Taken together, these observations indicated that
the generated distortion component was in-phase with the
envelope beat cycle. However, with relatively low~i.e., 40
and 45 Hz! modulation components, the phase-dependent
masking effects were less pronounced and maximum mask-
ing occurred—when observed—at 90° and 180°. In agree-
ment with the hearing-impaired data discussed above, Verhey
et al. ~2003! concluded that the distortion component could
not be accounted for by a compressive nonlinearity, which
would have yielded a 180° out-of-phase distortion compo-
nent, that is, maximum masking in the 0° condition. By con-
trast, the masking data were globally consistent with the no-
tion of ‘‘venelope’’ extraction proposed by Ewertet al.
~2002!. In their functional model of temporal-envelope pro-
cessing, envelope-beat information is extracted by comput-
ing the so-called venelope~the Hilbert envelope of the ac-
coupled Hilbert envelope!, which is then attenuated and
combined with the first-order SAM. In response to complex
temporal envelopes, such a mechanism produces an internal
modulation component at the envelope-beat frequency that is
in-phase with the envelope beat cycle~Ewert et al., 2002;
Verheyet al., 2003!, and therefore correctly predicts the em-
pirically obtained maximum masking effects for the an-
tiphase condition.

In an attempt to clarify the phase and magnitude of the
distortion component, Sek and Moore~2004! measured psy-
chometric functions for detecting a 5-Hz SAM probe applied
to a 4-kHz sinusoidal carrier in the presence of a masker
modulator with components at 50 and 55 Hz. This time, per-
formance was poorest when the probe modulation was 135°
out-of-phase with the masker envelope beat, similar to the
phase effect obtained by Verheyet al. ~2003!, but not en-
tirely consistent with predictions based on venelope extrac-
tion. In addition, as already apparent in masking data ob-
tained by Verheyet al. ~2003! using comparable modulation
frequencies, the phase effect did vary somewhat across lis-
teners. The effective modulation depth of the distortion com-
ponent was estimated by Sek and Moore~2004! to be rather
weak, at about 3%; however, the authors acknowledged the
possibility that the chosen probe phase may not have been
optimal to estimate the maximum effective magnitude of the
distortion component.

Overall, the preceding studies do not yield fully con-
verging outcomes and showed some degree of inter-listener
variability, consistent with the idea that the envelope-beat
information may not be converted into a first-order SAM
componentvia a single, presumably nonlinear, mechanism.
Ewert et al. ~2002! and Verheyet al. ~2003! already noted
that such a conversion may occurvia cochlear filtering, pro-
vided subjects make use of the output of an auditory filter
that is not centered on the carrier frequency. Introduction of
a component at the second-order frequencyvia cochlear fil-
tering would mainly occur for sinusoidal carriers. However,
it is conceivable that such a conversion also occurs for
broadband-noise carriers, especially when the frequency of
the first-order SAM carrying the second-order modulation is
relatively high~Viemeister, 2003!.

Our purpose in the present study was therefore to dem-
onstrate the existence of a ‘‘genuine’’ modulation distortion
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component generated by the auditory system in response to
second-order masker modulators, and to evaluate the role of
other sources of conversion involved in second-order SAM
perception. The experiments reported here addressed these
issues by investigating the effect of a second-order masker
modulator on the detectability of a first-order probe modula-
tor whose modulation frequency corresponded to the period-
icity of the masker’s envelope beat. Using different carrier
signals, the characteristics~i.e., phase and magnitude! of the
modulation distortion component were investigated by mea-
suring detection performance as a function of~i! the carrier
~or first-order! modulation frequency of the masker;~ii ! the
phase relationship between the probe and masker modulator;
and ~iii ! the probe modulation depth.

Finally, previous modulation masking studies exploring
the phase of the distortion component used procedures with
feedback. Using feedback might have led listeners to useany
cue when performing the detection task~rather than choosing
the interval where the modulation depth was greater!. This
issue seems particularly important when a 2IFC procedure is
used in which listeners may change their strategy based on
feedback. In their second experiment, Sek and Moore~2004!
measured psychometric functions for probe modulation de-
tection as a function of probe depth when no feedback was
provided; however, they used a phase relationship between
the probe and masker modulator that had been obtained in a
previous experiment using feedback. Here, in all masking
conditions, no feedback was provided; this was intended to
allow us to observe genuine effects of cancellation between
the probe modulator and first-order SAM component result-
ing from conversion, when they were out-of-phase.

II. EXPERIMENT 1: MASKED AND UNMASKED
MODULATION DETECTION USING A SINUSOIDAL
CARRIER

A. Rationale

Our aim in this experiment was to extend previously
published studies conducted with sinusoidal carriers investi-
gating the nature of the nonlinear mechanism involved in the
perception of temporal-envelope beat information. Using a
5-kHz sinusoidal carrier, detection performance for a 5-Hz
SAM probe was measured in the presence of a second-order
SAM masker fluctuating at the probe frequency, as a function
of the relative probe phase. Different masker-carrier modu-
lation frequencies were chosen between 32 and 180 Hz to
cover the range of modulation frequencies used in earlier
studies~Moore et al., 1999; Verheyet al., 2003; Sek and
Moore, 2004!. Unlike these studies, the sinusoidal carrier
was presented within a notched noise to restrict off-
frequency listening. To clarify the effects of off-frequency
listening, measurements were replicated when the notched-
noise masker was removed. The masking study was preceded
by a systematic assessment of the listeners’ sensitivity to
first- and second-order SAM to ensure that the first-order
probe and second-order masker modulations were audible in
all experimental conditions.

B. First- and second-order TMTFs

1. Listeners

Three listeners aged 20 to 30 years participated in the
experiment. All listeners had audiometric thresholds less
than 15 dB HL between 0.25 and 8 kHz. One listener was
author CF, who had extensive previous experience with psy-
choacoustic experiments. The other two were volunteers who
were paid for their services. Prior to data collection, all lis-
teners received training for about four hours to stabilize
thresholds.

2. Stimuli and procedure

All stimuli were generated with a Personal Computer
using a 16-bit D/A converter operating at a sampling fre-
quency of 44.1 kHz, and were delivered dioticallyvia Sen-
nheiser HD 25-13 earphones. The carrier was a 5-kHz sinu-
soid presented at 70 dB SPL within a notched-noise masker.
The masker was obtained by adding a low-pass noise~cutoff
frequency52917 Hz; roll-off590 dB/octave! and a high-pass
noise ~cutoff frequency57500 Hz; roll-off590 dB/octave!
presented at 20 and 7 dB~rms! below the carrier level, re-
spectively. The corresponding noise spectrum was chosen so
that the carrier-to-noise ratio would have been high only for
a limited range of auditory filter center frequencies close to
the carrier frequency~Alcántaraet al., 2003!. In all experi-
ments, the stimulus duration was 2 s, including 50-ms rise/
fall times shaped using a raised-cosine function. All listeners
were tested individually in a sound-attenuating booth.

For the measurement of first-order TMTFs, listeners had
to detect SAM applied to the sinusoidal carrier. On each trial,
a standard and a target stimulus were presented in random
order with an interstimulus interval~ISI! of 1 s. The standard
corresponded to the unmodulated carrier. The target corre-
sponded to the carrier that was sinusoidally amplitude modu-
lated at a modulation frequencyf m of 2, 10, 40, 80, or 160
Hz. The target’s temporal envelope is given by

T1~ t !511m sin~2p f mt1f!, ~1!

wherem is the modulation depth (0<m<1), andf is the
starting phase of the modulation, randomized in each inter-
val. The overall power was the same in both intervals.

SAM detection thresholds were obtained using an adap-
tive two-interval, two-alternative forced-choice~2I, 2AFC!
procedure with a two-down, one-up stepping rule that esti-
mates the modulation depthm necessary for 70.7% correct
detection~Levitt, 1971!. Listeners received visual feedback
after each trial. The step size was initially 4 dB~in terms of
20 logm), and was reduced to 2 dB after the first two rever-
sals. The arithmetic mean of the values ofm at the last 10
reversals in a block of 16 reversals was taken as the thresh-
old estimate for that block~reported in %!. The final thresh-
old is based on three repeated measures.

For the measurement of second-order TMTFs, listeners
had to detect sinusoidal modulation of the modulation depth
of first-order SAM. Again, on each trial, a standard and a
target stimulus were presented in random order with an ISI
of 1 s. The standard had first-order SAM of a given modu-
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lation frequencyf m and a fixed modulation depthm of 0.5
~i.e., 50%!. The expression describing the standard’s tempo-
ral envelope was

S2~ t !5110.5 sin~2p f mt1f!, ~2!

where f represents the starting phase of the modulation,
which was randomized for each interval. The target had
SAM whose modulation depth was sinusoidally modulated at
a ~second-order! modulation frequencyf m8 . The expression
describing the target’s temporal envelope was

T2~ t !511@0.51m8 sin~2p f m8 t1f!#sin~2p f mt1f!,
~3!

where m8 is the second-order modulation depth (0<m8
<0.5) andf represents the starting phase of the modula-
tions, randomized for each interval. The overall power was
the same in both intervals. The carrier modulation frequency
f m was either 32, 64, or 180 Hz, and the corresponding
second-order modulation frequenciesf m8 were~i! 2, 5, and 10
Hz, ~ii ! 2, 5, 10, and 20 Hz, and~iii ! 2, 5, 10, 20, 40, and 80
Hz, respectively. Second-order SAM detection thresholds
~i.e., m8 at threshold! were obtained using an identical 2I,
2AFC psychophysical procedure to that used to determine
first-order SAM detection thresholds.

3. Results and discussion

Individual first- ~filled squares! and second-order~open
symbols! TMTFs for the three listeners are shown in Fig. 1.
In agreement with previous experiments using sinusoidal
carriers~Viemeister, 1979; Kohlrauschet al., 2000; Lorenzi
et al., 2001b; Moore and Glasberg, 2001!, first-order SAM
detection thresholds show a low- or all-pass characteristic for
the range off m under study. In all listeners, thresholds are
roughly constant (m'6% or224 dB expressed as 20 logm)
at the lowest modulation frequencies; they tend to increase
only slightly with f m for two listeners, but more substantially
for listener CF~with a clear increase above 40 Hz!. Overall,
the thresholds required to detect SAM of a sinusoidal carrier
presented in a notched noise are increased by a factor of 3
~10 dB! relative to those obtained in identical but unmasked
conditions~Lorenzi et al., 2001b!. This difference presum-
ably reflects the contribution of off-frequency listening in the
absence of masking noise, which is advantageous because
there is less cochlear compression on the high-frequency side
of the excitation pattern evoked by the carrier, so the effec-
tive magnitude of the modulation is greater on the high-
frequency side than at its center~Zwicker, 1956!. In addition,
some energy from the notched-noise masker may have
leaked into the auditory filter centered on the carrier. The fact
that the cutoff frequency of the average TMTF is somewhat
lower than that reported in previous studies may then be
attributed to the increasing masking effect of intrinsic ran-
dom fluctuations of the notched-noise masker at higher
modulation frequencies~Dau et al., 1997a!.

The second-order TMTFs show roughly constant thresh-
olds for most second-order modulation frequencies, although
a low-pass characteristic with a23 dB cutoff frequency at or
above 20 Hz is apparent whenf m5180 Hz. Moreover,
second-order modulation detection thresholds decrease by a

factor of 1.5~3 dB! when f m increases from 32 to 180 Hz.
These observations are roughly consistent with data reported
by Lorenziet al. ~2001b! for similar carrier modulation fre-
quencies using an unmasked 5-kHz carrier. However, as for
first-order SAM detection, the average sensitivity to second-
order SAM was consistently poorer by approximately a fac-
tor of 3 ~10 dB! when off-frequency listening was restricted
than when off-frequency listening was possible~Lorenzi
et al., 2001b!.

C. Detection of a 5-Hz probe modulator in the
presence of a 5-Hz, second-order SAM masker:
Phase effects

1. Stimuli and procedure

The three listeners used to assess SAM-detection thresh-
olds participated in this experiment. The detectability of a

FIG. 1. Individual first-~filled squares! and second-order~open symbols!
TMTFs for the three listeners using a 5-kHz sinusoidal carrier presented
within a notched-noise masker. First- and second-order modulation depths at
thresholdm and m8 ~in %! are plotted as a function of first- and second-
order modulation frequencyf m and f m8 , respectively. The right axis shows
detection thresholds in dB~in terms of 20 logm or 20 logm8). The param-
eter for the second-order TMTFs is the carrier modulation frequency:f m

532 ~circles!, 64 ~diamonds!, and 180 Hz~triangles!. Error bars represent
6 one standard deviation from the mean threshold across three repeated
measures.
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20%, 5-Hz SAM probe was measured using a 2I, 2AFC pro-
cedure with constant stimuli. The probe was applied to a
5-kHz sinusoidal carrier embedded within the notched-noise
masker, and presented either:

~1! Alone, without any additional SAM masker~unmasked
detection condition!.

~2! In the presence of a second-order SAM masker that was
applied to the sinusoidal carrier in both intervals. The
first-order modulation frequency of the masker was 32,
64, or 180 Hz, while the second-order modulation fre-
quency was fixed at 5 Hz. The first- and second-order
modulation depths of the masker modulator were set to
40%. All masker modulation components started in sine
phase. Eight phase relationships between the probe and
masker modulators were used: 0°, 45°, 90°, 135°, 180°,
225°, 270°, and 315°. In this condition, performance was
also assessed without the notched-noise masker.

~3! In the presence of a first-order SAM masker applied to
the sinusoidal carrier in both intervals. The probe and
masker modulators had identical modulation depths of
20% and modulation frequencies of 5 Hz. As with the
second-order masker modulator, the phase relationship
between probe and masker modulators was shifted in
steps of 45° from 0° to 315°.

The inspection of first- and second-order modulation de-
tection thresholds reported above indicates that in the present

experimental conditions, all first- and second-order modula-
tion components were audible when presented individually.

Prior to data collection, listeners received 20 practice
trials in each experimental condition. Detection scores pre-
sented here are based on 100 trials.

2. Results and discussion

Figure 2 shows individual probe detection scores for the
three listeners~columns! as a function of the phase relation-
ship between the probe and the masker modulator. Using a
notched-noise masker, detection performance is perfect for
all listeners when the 20% probe modulator is presented
alone~long-dashed line!, and decreases when a second-order
masker modulator~open symbols! is added, despite the fact
that the individual modulation components of the latter are
remote in frequency from the probe modulator. This can be
explained in terms of an interaction of the probe modulator
with a modulation distortion component produced in re-
sponse to the second-order modulator: sometimes the probe
modulator would have been in-phase with the distortion
component, so that they added, and sometimes the two
would have been out-of-phase, so that they cancelled. Since
no feedback was provided in the masked conditions, a drop
of detection performance below chance level for a given
phase relationship reflects the fact that listeners tended to
choose the standard instead of the target interval as the one

FIG. 2. Individual detection scores for
20%, 5-Hz probe modulation of a 5-
kHz sinusoidal carrier presented
within a notched-noise masker, mea-
sured in three listeners~columns!. Per-
formance is plotted as a function of
the phase relationship between the
probe and ~i! a 5-Hz, second-order
SAM masker for carrier modulation
frequencies of 32~open circles, upper
row!, 64 ~open diamonds, middle
row!, and 180 Hz ~open triangles,
lower row!; and~ii ! a 20%, 5-Hz SAM
masker~bold line, lower row!. In each
panel, unmasked probe detection
scores are indicated by the long-
dashed line. Filled symbols corre-
spond to masked detection perfor-
mance when the notched noise was
removed. The dotted line represents
performance at chance level.
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containing the more salient 5-Hz SAM, consistent with the
notion that the probe modulation was~partially! cancelled.

The results show that the phase relationship between the
probe and masker modulators leading to the poorest perfor-
mance does not vary with masker-carrier modulation fre-
quency within the same listener. However, as already ob-
served to a lesser degree in previous studies~Verhey et al.,
2003; Sek and Moore, 2004!, phase effects do varyacross
listeners with maximum masking occurring for probe phases
of 45° to 135°. Such a shift is not expected if there were a
single static nonlinearity, as postulated in the literature
~Moore et al., 1999; Verheyet al., 2003!, but may be ex-
plained by the existence of several static nonlinearities intro-
ducing distortion into the internal representation of complex
temporal envelopes. The exact contribution of each nonlin-
earity would have to be listener-specific to account for the
observed inter-listener variability.

The replication of the experiment without the notched-
noise masker~filled symbols! yields a similar pattern of re-
sults for f m532 Hz in all listeners, but shows important dif-
ferences forf m564 and 180 Hz for two out of the three
listeners. This suggests that, for the lowestf m under study,
the phase effect is not substantially influenced by off-
frequency listening. In contrast, but in agreement with recent
data reported by Sek and Moore~2004!, the maximum de-
crease in performance forf m564 Hz now occurs consis-
tently around 135°. For listener DD, the phase at which per-
formance is worst is shifted by145°, relative to what was
obtained in the notched-noise condition. An even stronger
discrepancy between the results obtained with and without
the notched noise is observed forf m5180 Hz. Here, two
listeners show a clear shift of the phase yielding the poorest
performance when the notched-noise masker is removed.
The worst detection scores occur at 180° in listeners DD and
BF, while no phase-dependent masking effect is observed
anymore in listener CF. In comparison, Verheyet al. ~2003!
reported the poorest detection performance systematically
occurring at 180° for a wide range off m , except for the
lowest f m under study.

The fact that probe detectability is not only dependent
on phase but also varies withf m when the notched noise is
removed suggests that listeners use off-frequency listening in
certain conditions. Off-frequency listening may influence
performance in two ways. First, although there is no modu-
lation component at the second-order frequency in the modu-
lation spectrum of the stimulus, the envelope at the output of
an auditory filter tuned away from the signal frequency may
contain such a component~e.g., Ewertet al., 2002!. Second,
basilar-membrane compression is strong for auditory filters
tuned close to the signal frequency, but weak for the more
remote filters. This might affect the balance between differ-
ent sources of nonlinearity. This interpretation seems how-
ever less likely given the observation that hearing-impaired
and cochlear implant listeners show quasi-normal sensitivity
to second-order SAM~Tandetnik et al., 2001; Füllgrabe
et al., 2003; Lorenziet al., 2004!.

In the present experiment, the clearest indication of con-
versionvia cochlear filtering and off-frequency listening is
obtained for two out of the three listeners atf m5180 Hz.

Here, the phase dependence of probe detectability for a 5-Hz,
first-order SAM masker~bold line, lower row! is nearly iden-
tical to that measured for the second-order SAM masker.

The present results obtained without a notched-noise
masker are at least partially consistent with phase effects
previously reported by Verheyet al. ~2003! and Sek and
Moore ~2004!, suggesting that off-frequency listening might
also have occurred in these studies. This assumption is em-
phasized by the observation that Verheyet al. ~2003! failed
to find clear phase-dependent masking effects when a masker
modulator with low ~i.e., 40 and 45 Hz! components was
used. Thus, the masking effects reported by Verheyet al.
~2003! and Sek and Moore~2004! may notsolely reflect an
interaction between the probe and a genuine modulation dis-
tortion component.

It is noteworthy that, when a carrier modulation fre-
quency of 64 or 180 Hz and no notched-noise masker was
used, listeners reported the presence of a weak high-pitch
tone in the standard interval only. Therefore, despite the fact
that listeners received instructions to choose the interval con-
taining the most salient 5-Hz modulation, listeners may have
used both cues to perform the detection task when no
notched noise was used.

III. EXPERIMENT 2: MASKED AND UNMASKED
MODULATION DETECTION USING NOISE CARRIERS

A. Rationale

The preceding experiment showed that nonlinear mecha-
nisms are indeed involved in the conversion of second-order
SAM into a first-order SAM component. However, the re-
sults also suggested that, under certain conditions, second-
order SAM is converted into a first-order SAM component
via cochlear filtering. A similar conversion may occur for
broadband-noise carriers, especially when the carrier modu-
lation frequency is high~i.e., greater than the bandwidth of
the excited auditory filters!. Simulations of the output of co-
chlear filters were therefore performed to evaluate the exis-
tence of this source of conversion for broadband-noise
stimuli.

Figure 3 shows the responses of an array of gammatone
filters ~Pattersonet al., 1987! to a 5-Hz, second-order SAM
noise ~0–20 kHz!. Two carrier modulation frequencies@ f m

564 ~diamonds! and 180 Hz~triangles!# falling within the
frequency range of modulation primaries used in previous
psychoacoustical studies~Moore et al., 1999; Verheyet al.,
2003; Sek and Moore, 2004!, and a high carrier modulation
frequency of 2 kHz~circles! were used. Modulation depthsm
and m8 were set to 40%. Also shown are responses to an
unmodulated noise~filled squares! and a 8%, 5-Hz~first-
order! SAM noise~filled inverted triangles!. The magnitude
~left panel! and phase~right panel! of the 5-Hz~first-order!
SAM component observed at the filter outputs are shown as
a function of filter center frequency~CF!. For all three carrier
modulation frequencies, the data confirm that the responses
of cochlear filters~modeled here as linear filters! contain
indeed a first-order modulation component at 5 Hz. When
f m52 kHz, a 5-Hz modulation component is observed at all
CFs and its magnitude and phase are about the same as those
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obtained with 8%, 5-Hz~first-order! SAM. In other words,
the maxima of this first-order modulation component coin-
cide with the maxima in the envelope beat cycle of the
second-order SAM. For the lower carrier modulation fre-
quencies, the 5-Hz modulation component only occurs at the
outputs of filters with low CFs~i.e., with ERBs smaller than
roughly 23 f m) and its magnitude increases progressively as
CF decreases. The 5-Hz modulation component at the out-
puts of auditory filters with CF-below approximately 300 Hz
~when f m564 Hz) and 1 kHz~when f m5180 Hz) is roughly
in sine phase~i.e., in-phase with the second-order SAM!. For
filters with higher CFs, the modulation component shifts pro-
gressively out-of-phase with the second-order modulator.

The following experiments were designed to investigate
the relative contribution of each source of conversion~i.e.,
cochlear filtering and auditory nonlinearities! in the case of
broadband-noise carriers. Again, probe detectability was
measured behaviorally as a function of the phase relationship
between the probe modulator and a second-order SAM
masker fluctuating at the probe frequency. The masking data
for a carrier modulation frequency of 64 Hz were compared
using a white noise and 6-kHz wide bandlimited noise~4–10
kHz!. This comparison allowed determining whether cancel-
lation effects could still be observed for broadband-noise car-
riers, even though conversion through cochlear filtering did
not occur in this case~cf. the left panel of Fig. 3!. This
experiment also allowed assessing the relative phase of the
genuine modulation distortion component when using a
noise carrier. Additional masking data were collected with
the white-noise carrier for the other two carrier modulation
frequencies used in the simulations~180 Hz and 2 kHz! for
which conversion through cochlear filtering was shown to
occur in most or all filters. Finally, probe detectability was
assessed as a function of probe modulation depth in the
white-noise carrier condition in order to quantify the magni-
tude of the generated first-order SAM component for each
masker-carrier modulation frequency. As in the first experi-

ment, the modulation-masking experiments were preceded
by a systematic assessment of the listeners’ sensitivity to
first- and second-order SAM white noise.

B. First- and second-order TMTFs

1. Listeners

Four listeners ranging in age between 18 and 30 years
were tested. One of them was author CF and the other three
were paid volunteers. All listeners had absolute thresholds
less than 15 dB HL at all audiometric frequencies. Practice of
3 h was given prior to data collection.

2. Stimuli and procedure

The apparatus, procedure, and stimulus parameters were
the same as for experiment 1, except that~i! a different set of
earphones~Sennheiser HD 565! was used;~ii ! SAM was
applied to a white-noise carrier;~iii ! first-order SAM detec-
tion thresholds were obtained forf m52, 10, 40, 160, and
2000 Hz; and~iv! second-order SAM detection thresholds
were obtained for carrier modulation frequenciesf m of 64,
180, and 2000 Hz; the second-order modulation frequencies
f m8 were 2, 5, 10, and 20 Hz whenf m564 Hz, 2, 5, 10, 20,
40, and 80 Hz whenf m5180 Hz, and 2, 5, 10, 20, 40, 80,
and 160 Hz whenf m52000 Hz.

3. Results and discussion

Figure 4 shows individual first-~filled squares! and
second-order~open symbols! TMTFs for the four listeners.
Consistent with previous data obtained with broadband-noise
carriers ~Viemeister, 1979; Bacon and Viemeister, 1985;
Lorenziet al., 2001a!, the first-order TMTFs are low-pass in
shape with thresholds of about 3%~230 dB! for the lowest
values of f m , and a23 dB cutoff frequency below 40 Hz.
Note that listeners required modulation depths ranging from
45% to 51%~26.9 dB to 25.8 dB! to reach the threshold

FIG. 3. Simulations of outputs of linear auditory filters in response to second-order SAM noise~0–20 kHz! with carrier modulation frequencies of 64
~diamonds!, 180 ~triangles!, and 2000 Hz~circles!. Also are shown responses to an unmodulated~filled squares! and a 8%, 5-Hz SAM noise~filled inverted
triangles!. The magnitude~left panel! and phase~right panel! of the 5-Hz~first-order! SAM component at the outputs of auditory filters are shown as a function
of the filter center frequency~CF!. Each data point corresponds to the mean of 2500 presentations of each stimulus. Note that, in referencing the measured
phase at each frequency to a cosine at that frequency, a sine function would have a phase value of21.57 ~2p/2! rad re:cos.
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criterion of 70.7% correct for 2-kHz SAM. This means that,
in the case of second-order SAM with a 50% carrier SAM
~as was used to measure second-order TMTFs!, the first-
order modulation was approximately at threshold.

Similar to data reported by Lorenziet al. ~2001a!,
second-order TMTFs withf m564 ~diamonds! and 180 Hz
~triangles! show a low-pass characteristic, with average sen-
sitivity decreasing and cutoff frequency increasing with car-
rier modulation frequency. Second-order TMTFs obtained
with f m52 kHz ~circles! show constant thresholds of about
13% ~218 dB! at the lowest second-order SAM frequencies,
and increase progressively beyondf m8 520 Hz. The shapes of
these second-order TMTFs mirror quite closely the first-
order TMTFs, suggesting that the second-order SAM was
detected using the same~but attenuated! cue as used for first-
order SAM detection.

C. Detection of a 5-Hz probe modulator in the
presence of a 5-Hz, second-order SAM masker:
Phase effects

1. Stimuli and procedure

For the same four listeners, the detectability of a 5-Hz
SAM probe applied to a white-noise carrier was measured,
following the same protocol as in experiment 1, except that
~i! Sennheiser HD 565 earphones were used;~ii ! the probe
modulation depth was fixed at a supra-threshold level of 5%,
and therefore the modulation depth of the first-order SAM
masker was also 5%; and~iii ! the second-order masker-
carrier modulation frequency was either 64, 180, or 2000 Hz.
As for the experiment conducted with the sinusoidal carrier,
the detection data shown in Fig. 4 indicate that all first- and
second-order modulation components were audible when
presented individually.

Two ~CF,CB! out of the four listeners were tested when
f m564 and 2000 Hz using a 6-kHz wide broadband noise as
a carrier instead of an unfiltered white noise. The

bandlimited-noise carrier was obtained by bandpass filtering
a white noise between 4 and 10 kHz~roll-off5120 dB/
octave!. The spectrum level was fixed at 32 dB. Complemen-
tary low and high unmodulated noise flankers~with fre-
quency ranges of 0–4 and 10–22.5 kHz! were added to the
modulated bandlimited noise with spectrum levels of 34 and
29 dB, respectively. This was done to prevent listeners from
performing the detection task using spectral cues or combi-
nation tones~Wiegrebe and Patterson, 1999!.

2. Results and discussion

Figure 5 shows individual detection scores for the white-
noise~open symbols! and bandlimited-noise~filled symbols!
conditions. Data for the three carrier modulation frequencies
~rows! are shown as a function of relative probe phase.

As expected based on the SAM-detection data~Fig. 4!,
near-perfect detection performance is observed in the white-
noise condition when the 5% probe modulator is presented
alone ~long-dashed line!. Detection performance drops to
about 73% correct when the carrier is bandlimited~short-
dashed line!. Overall, adding a second-order masker modu-
lator to the SAM probe degrades performance for both types
of noise carriers. Moreover, as in the previous masking ex-
periment using a sinusoidal carrier, probe detection varies
with the phase relationship between the probe and masker
modulators, but the probe phases giving maximum and mini-
mum detectability depend on the masker-carrier modulation
frequency. In contrast to the previously collected data, all
phase effects are highly consistent across listeners.

The upper row shows the data for a second-order SAM
masker withf m564 Hz in the white-noise and bandlimited-
noise conditions. In both cases, the detectability of the probe
varies in essentially the same way as a function of relative
probe phase. Minimum and maximum detectability occur for
0/45° and 180/225°, respectively. The fact that the overall
pattern of results is very similar for both noise carriers can be
taken as evidence that cochlear filtering does not contribute
to the observed phase effects whenf m564 Hz. Conse-
quently, the observed cancellation effects demonstrate the
existence of a genuine distortion component with a phase of
180/225°. Surprisingly, this phase is neither consistent with
previously published data~in which off-frequency may have
occurred! nor with the results from experiment 1~in which
off-frequency listening was, however, precluded!. This dis-
crepancy concerning the phase of the modulation distortion
component between studies using noise and sinusoidal carri-
ers remains unexplained.

The middle row shows the masking data for the white-
noise condition whenf m is 180 Hz. Maximum and minimum
scores occur on average at about 270° and 90/135°, respec-
tively. However, in this case, performance does not fall be-
low chance~except for listener CA!. Another pattern is ob-
tained for f m52 kHz ~open circles, lower row!, where
maximum scores are observed for phase relationships of 0°,
45°, and 315°, and performance consistently drops to a mini-
mum at 180°. The fact that performance for the out-of-phase
condition approaches closely the worst possible detection
score suggests that the probe modulator and the first-order
SAM component resulting from conversion are of similar

FIG. 4. Individual first-~filled squares! and second-order~open symbols!
TMTFs for the four listeners using a white-noise carrier. The carrier modu-
lation frequency of the second-order SAM was 64~diamonds!, 180 ~tri-
angles!, and 2000 Hz~circles!. Otherwise as in Fig. 1.
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magnitude and approximately in antiphase, so that they al-
most cancel each other out. In agreement with this idea, the
pattern of results for the 5%, first-order SAM masker~bold
line, lower row!, is nearly identical to that for the second-
order SAM white noise withf m52 kHz. These data appear
consistent with what would be predicted if detection perfor-
mance weremainly determined by the interaction between
the probe modulator and the 8%, first-order SAM component
appearing at the output of cochlear filters at all CFs~cf. Fig.
3!. The progressive change in the phase yielding maximum
cancellation with an increase inf m from 64 to 2 kHz is
therefore in line with the notion that the contribution of the
first-order SAM component resulting from cochlear conver-
sion increases with carrier modulation frequency.1

D. Detection of a 5-Hz probe modulator in the
presence of a 5-Hz, second-order SAM masker:
Effects of probe modulation depth

1. Stimuli and procedure

Psychometric functions were measured for detecting a
5-Hz SAM probe in the presence of a second-order SAM
masker as a function of the probe modulation depth in the
white-noise condition. Three of the original four listeners
were tested. The apparatus, procedure, and stimuli were
identical to those described in Sec. III C, except that, for each
masker-carrier modulation frequency, the probe phase was
fixed for each listener at the value yielding the poorest per-
formance in the previous experiment~cf. Fig. 5!. We as-
sumed that, for this value, the probe modulator and the first-
order SAM component resulting from conversion of
envelope-beat information were 180° out-of-phase. The
modulation depth of the probe modulator was either 1.25%,
2.5%, 5%, 10%, or 20%.

2. Results and discussion

Figure 6 shows individual detection scores for the three
listeners as a function of probe modulation depth for each
carrier modulation frequency of the second-order masker.
The psychometric functions obtained withf m564 Hz ~dia-
monds! and 2000 Hz~circles! are nonmonotonic and show a
u-shape, with worst performance occurring for intermediate
probe depths of 5% and 10%. Whenf m5180 Hz~triangles!,
the deleterious effect of the masker is generally reduced; the
psychometric functions increase monotonically with increas-
ing probe depth with worst performance occurring consis-
tently for probe depths of 1.25% to 5%. Taken together, these
patterns of results suggest that the magnitude of the first-
order conversion component is strictly below 20%. This up-
per limit of the estimated magnitude is somewhat higher than
the 3% value reported in earlier studies using a sinusoidal
audio carrier~Moore et al., 1999; Sek and Moore, 2004!.

FIG. 5. Individual detection scores for
5%, 5-Hz probe modulation of a
white-noise ~open symbols! and
bandlimited-noise~filled symbols! car-
rier, measured for four listeners~col-
umns!. Carrier modulation frequency
of the second-order SAM masker was
fixed at 64~diamonds, upper row!, 180
~triangles, middle row!, or 2000 Hz
~circles, lower row!. The modulation
depth of the 5-Hz SAM masker~bold
line, lower row! was set to 5%. Un-
masked probe detection scores are in-
dicated for the white-noise~long-
dashed line! and bandlimited-noise
~short-dashed line! conditions. The
dotted line represents performance at
chance level.

FIG. 6. Individual masked detection scores for 5%, 5-Hz probe modulation
of a white-noise carrier as a function of probe modulation depth, measured
for three listeners. The masker was 5-Hz, second-order SAM with carrier
modulation frequency of 64~diamonds!, 180 ~triangles!, and 2000 Hz
~circles!. The phase relationship between the probe and each second-order
SAM masker was fixed in such a way as to correspond to the phase condi-
tion yielding the maximum degradation of performance in Fig. 5. Perfor-
mance at chance level is indicated by the dotted line.
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E. Simulations

Taken together, the empirical results and simulations ap-
pear consistent with the notion that for broadband-noise car-
riers: ~i! both cochlear filtering and nonlinear mechanisms
can introduce first-order SAM components into the internal
representation of the envelope of a second-order SAM stimu-
lus; ~ii ! these first-order SAM components—when present
simultaneously—interact according to their own phase and
magnitude, resulting in a ‘‘compound’’ first-order SAM com-
ponent; and~iii ! detectability of a first-order SAM probe in
the presence of a second-order SAM masker is determined
by the specific interaction of the~compound or not! first-
order SAM component and the first-order SAM probe. This
‘‘cancellation hypothesis’’ was further tested using an ap-
proach similar to that taken by Sek and Moore~2004! to
model their detection data.

This model assumes that listeners perform the probe de-
tection task on the basis of a change in the depth of the 5-Hz
modulation. In other words, listeners distinguish the 5-Hz
SAM conversion component of depthmc in the standard
interval from the 5-Hz SAM in the target interval of magni-
tudemsum, corresponding to the vector sum of the first-order
SAM component~of depthmc) and the probe modulation~of
depthmp). For some probe phases, the first-order SAM com-
ponent and the probe modulation tend to cancel, leading to a
small value ofmsum. Since performance is assumed to be
monotonically related tomsum2mc , poor performance is ex-
pected in this condition.

To test this prediction, for each listener a starting value
was used formc . Assuming that the first-order SAM com-
ponent was 180° out-of-phase with the probe modulation in
the last experiment~for each listener, the probe phase was
fixed at the value yielding the poorest performance!, the
value of msum was calculated for each probe modulation
depth used to obtain the psychometric functions in Sec. III D.
The correlation of thed8 values ~computed from the ob-
tained percent correct scores! with the values ofmsum2mc

was then determined, and the value ofmc was systematically
varied to determine the value giving the highest correlation.
The resulting values ofmc and correlation coefficients are
given in Table I. Scatter plots of the values ofd8 against the
values ofmsum2mc were fitted with regression lines, and
those lines were used to generate predicted values ofd8 for
each probe modulation depth~data not shown!. There was no

evidence of any systematic discrepancy between the pre-
dicted and observedd8 values.

As shown in Table I, the values ofmc ranged from 2%
to 12% ~i.e., 234 dB to 218.4 dB expressed as 20 logmc),
with correlations betweend8 and msum2mc ranging from
0.94 to 0.99!. This suggests that, whenf m564 or 2000 Hz,
the first-order SAM component is easily detectable~cf. first-
order SAM detection thresholds shown in Fig. 4!. In con-
trast, whenf m5180 Hz, the first-order SAM component is
barely audible, consistent with earlier estimates of the effec-
tive magnitude of the modulation distortion component using
a sinusoidal carrier~Moore et al., 1999; Sek and Moore,
2004!. Combining these magnitude estimates and the simu-
lated outputs of cochlear filters suggests that the magnitude
of the genuine modulation distortion component~i.e., for low
carrier modulation frequencies where cochlear filtering does
not play a role! ranges from 5% to 12%. In addition, in the
case of the 2 kHz carrier modulation frequency, the first-
order SAM component seems to result entirely from cochlear
conversion since its estimated magnitude corresponds pre-
cisely to the magnitude of the first-order SAM component
observed at the output of cochlear filters in response to a
second-order SAM withf m52000 Hz.

IV. CONCLUSIONS

The following conclusions can be drawn from the re-
ported data.

~1! Consistent with earlier modulation masking studies, the
detectability of a SAM probe was degraded in the pres-
ence of second-order SAM masker beating at the probe
frequency, even though all components in the modula-
tion spectrum of the masker were remote from the probe
frequency. The effect depended on the stimulus param-
eters, such as masker-carrier modulation frequency,
phase relationship between the probe modulator and the
second-order SAM masker, and probe modulation depth,
as well as the type of carrier signal.

~2! When a sinusoidal carrier is used, the results indicate
that off-frequency listening influences detection perfor-
mance, revealing that, for higher carrier modulation fre-
quencies, cochlear filtering is potentially involved in the
conversion of the beat of complex envelopes into a first-
order modulation component. However, the fact that
masking effects were still observed when off-frequency
listening was precluded argues for the existence of a
genuine modulation distortion component. In this condi-
tion, the phase effects varied across listeners from 45° to
135°, suggesting that several nonlinear mechanisms may
be involved in the generation of modulation distortion.

~3! When a white-noise carrier is used, combined empirical
results and computer simulations of the outputs of audi-
tory filters indicate, again, that cochlear filtering is po-
tentially involved in the conversion of the beat of com-
plex envelopes into a first-order modulation component,
but mainly for high carrier modulation frequencies~e.g.,
2 kHz!. The masking effects observed at lower carrier
modulation frequencies when no other sources of con-
version play a role~e.g., cochlear filtering or sideband

TABLE I. Estimated magnitudemc in % ~or in terms of 20 logmc , given in
parentheses! of the first-order SAM component, yielding the highest corre-
lation coefficientr between predicted and observed probe detection perfor-
mance. The masker-carrier modulation frequencyf m was 64, 180, or 2000
Hz.

f m564 Hz f m5180 Hz f m52000 Hz

mc r mc r mc r

CF 12
~218.4!

0.99 2
~234!

0.94 8
~221.9!

0.97

CB 11
~219.2!

0.97 2
~234!

0.95 7
~223.1!

0.99

MM 5
~226!

0.99 2
~234!

0.96 7
~223.1!

0.99
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reflection! are in line with the existence of a modulation
distortion component with a phase of 180/225° relative
to the envelope beat.

~4! When a white-noise carrier is used, the magnitude of the
first-order modulation presumably resulting from one or
the interaction of several sources of conversion ranges
from 1% to 12% when first- and second-order modula-
tion depths are fixed at 40%. This suggests that this com-
ponent may be largely audible under certain stimulus
conditions. The magnitude of the genuine modulation
distortion component is estimated between 5% and 12%
when the carrier modulation frequency is 64 Hz.
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1In addition to cochlear filtering, conversion may also occur physically for
broadband-noise carriers through intermodulation introduced by sideband
reflection. Modulation adds upper and lower sidebands to each spectral
component of the carrier with a carrier-to-sideband frequency separation
equal to the frequency of the specific modulator component. When side-
band placement is either below dc or above the Nyquist frequency of a
digital signal, the sidebands mirror about those respective points. A conse-
quence of this sideband reflection is intermodulation in the modulation
domain. That is, components are added to the modulation spectrum at the
sum and the difference terms between integer multiples of the component
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cludes a significant component at the second-order modulation frequency.
With a white-noise carrier and a relatively high frequency of the first-order
SAM carrying the second-order modulation, noticeable sideband reflection
can occur. However, since the overall patterns of results in the bandlimited-
noise condition, in which reflected sidebands were removed and/or masked
~Fig. 5, filled symbols!, are similar to those obtained in the white-noise
condition~Fig. 5, open symbols!, it may be concluded that sideband reflec-
tion did not influence the present results obtained with the white-noise
carrier.
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The effect of spatial separation on informational masking
of speech in normal-hearing and hearing-impaired listenersa)
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The ability to understand speech in a multi-source environment containing informational masking
may depend on the perceptual arrangement of signal and masker objects in space. In normal-hearing
listeners, Arbogastet al. @J. Acoust. Soc. Am.112, 2086–2098~2002!# found an 18-dB spatial
release from a primarily informational masker, compared to 7 dB for a primarily energetic masker.
This article extends the earlier work to include the study of listeners with sensorineural hearing loss.
Listeners performed closed-set speech recognition in two spatial conditions: 0° and 90° separation
between signal and masker. Three maskers were tested:~1! the different-band sentence masker was
designed to be primarily informational;~2! the different-band noise masker was a control for the
different-band sentence; and~3! the same-band noise masker was designed to be primarily energetic.
The spatial release from the different-band sentence was larger than for the other maskers, but was
smaller ~10 dB! for the hearing-impaired group than for the normal-hearing group~15 dB!. The
smaller benefit for the hearing-impaired listeners can be partially explained by masker sensation
level. However, the results suggest that hearing-impaired listeners can use the perceptual effect of
spatial separation to improve speech recognition in the presence of a primarily informational
masker. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1861598#

PACS numbers: 43.66.Dc, 43.66.Lj, 43.66.Pn@AK # Pages: 2169–2180

I. INTRODUCTION

The ‘‘cocktail party’’ environment~Cherry, 1953! is par-
ticularly difficult for many listeners with sensorineural hear-
ing loss.1 This environment contains multiple speech sources
and often a listener faces the problem of understanding one
talker while ignoring one or more others speaking at the
same time. Cherry~1953! identified spatial separation be-
tween sound sources as one of several potential means by
which listeners solve the cocktail party problem. A speech
signal masked by speech is affected by at least two types of
masking:energeticand informational~Freymanet al., 1999,
2001; Brungart, 2001; Brungartet al., 2001; Arbogastet al.
2002; see also earlier work by Carhartet al., 1968!. A noise,
on the other hand, generally produces primarily energetic
masking.

Energetic masking originates in the peripheral auditory
system where the response of the auditory nerve to the
masker does not change appreciably when the signal is
added. Informational masking, on the other hand, originates
at some point beyond the auditory periphery and occurs de-
spite an adequate representation of the signal in the system.
At the simplest level, informational masking is masking that
cannot be accounted for by energetic masking, similar to
what Carhartet al. ~1968! referred to as ‘‘perceptual mask-
ing.’’ Informational masking is believed to occur due to lis-
tener uncertainty and/or to a high degree of similarity be-

tween the masker and the signal along one or more relevant
stimulus dimensions~e.g., Watson, 1987; Neff and Green,
1987; Kidd et al., 2002b; Durlachet al., 2003b!. There is
currently considerable discussion about how best to define or
compute informational masking and how to relate the results
from different speech and nonspeech tasks~e.g., Durlach
et al., 2003a!. For the purposes of the current study and for
these stimuli and experimental task, informational masking
is defined as masking beyond that which can be accounted
for by energetic masking and is largely due, we believe, to
similarity between the signal and masker, often causing them
to be confused or attention to be directed to the wrong
source.

In normal-hearing listeners the benefit of spatial separa-
tion of sources depends on the type of masking. Using non-
speech stimuli, Kiddet al. ~1998! found a significantly larger
spatial release from an informational masker~5–40 dB! than
from an energetic masker~less than 10 dB! for the identifi-
cation of pure-tone frequency patterns. Freymanet al.
~1999!, using natural speech stimuli, found no spatial release
from a noise masker when the precedence effect was used to
create aperceivedspatial separation between signal and
masker. However, there was a 4- to 10-dB spatial release for
a speech masker. They concluded that the release was from
the informational portion of the masking produced by the
speech masker and due to perceptual segregation of the two
sources in space~Freyman et al., 1999, 2001!. However,
natural speech signals and maskers played simultaneously
have substantial spectral overlap and thus are likely to con-
tain significant amounts of energetic masking. They also pro-
duce an amount of informational masking that is difficult to
quantify or control. Therefore, Arbogastet al. ~2002! used

a!Portions of this research were presented at the Midwinter Meeting of the
Association for Research in Otolaryngology, Daytona Beach, FL, January
2003. This research has been included as a portion of a doctoral disserta-
tion by the first author.

b!Electronic mail: tanya.arbogast@earthlink.net

2169J. Acoust. Soc. Am. 117 (4), Pt. 1, April 2005 0001-4966/2005/117(4)/2169/12/$22.50 © 2005 Acoustical Society of America



processed speech stimuli in order to control, as best as pos-
sible, the ratio of informational to energetic masking. They
measured the spatial release from masking for a 90° separa-
tion of signal and masker and found an 18-dB release from a
primarily informational masker and a 7-dB release from a
primarily energetic masker. The larger advantage for the in-
formational masker was attributed to the perceptual effect of
spatial separation, similar to the interpretation of Freyman
et al. ~1999, 2001!. Hearing-impaired listeners generally ob-
tain a spatial release from masking~noise or natural speech
masking! that is smaller than normal-hearing listeners~e.g.,
Peissig and Kollmeier, 1997; Duquesnoy, 1983; Bronkhorst
and Plomp, 1989; Hawley, 2000!. However, it is not known
if these listeners can use the perceptual effect of spatial sepa-
ration to improve performance in the presence of a masker
that is primarily informational.

Previous studies using pure-tone stimuli have found that
hearing-impaired listeners can use segregation cues to obtain
a release from informational masking, but the release is ei-
ther smaller or requires a more obvious cue than for normal-
hearing listeners@Grose and Hall~1996! for a melody recog-
nition task; Kidd et al. ~2002a! for detection of a spectro-
temporally coherent tone in a spectro-temporally incoherent
masker#. It is not known whether listeners with hearing loss
can use spatial separation cues to overcome informational
masking. Sound sources in realistic environments are often
located in different places, affording potential cues for per-
ceptually segregating the sounds they produce. Therefore, it
is of considerable interest to determine how well listeners
with hearing loss can use spatial cues to reduce informational
masking.

The current study investigated the effect of informa-
tional versus energetic masking and normal versus impaired
hearing on spatial release from masking. Listeners with nor-
mal hearing were included to provide age-matched controls.
This study used the same stimuli and procedures as Arbogast
et al. ~2002!. These stimuli and procedures have the advan-
tage of retaining a high degree of speech intelligibility in a
straightforward task that is perhaps less abstract than some
nonspeech detection/discrimination tasks while providing
better isolation of informational masking than is possible us-
ing natural speech. The speech stimuli in the current experi-
ments were a modified version of cochlear implant simula-
tion speech~Shannonet al., 1995! processed in a way that
greatly reduces spectral overlap between signal and masker,
providing greater isolation of informational masking. In ad-
dition to the masker designed to produce primarily informa-
tional masking, two other maskers were included. One
masker was a control for any potential energetic masking
caused by the informational masker. The other was con-
structed to maximize energetic masking and minimize infor-
mational masking, and was included in order to compare the
spatial release from masking obtained for primarily informa-
tional and primarily energetic maskers. Therefore, the effect
of spatial separation was examined as a function of three
types of maskers that generate different amounts of masking
and which are assumed to originate primarily in either the
peripheral~energetic! or the central~informational! portions
of the auditory system. The current methods and procedures

were nearly identical to Arbogastet al. ~2002! and therefore
will only be described briefly here.

II. METHODS

A. Listeners

Two groups of ten listeners were tested. Listeners re-
ceived monetary compensation for their participation. The
normal-hearing ~NH! group had audiometric pure-tone
thresholds of 20 dB HL or better in each ear for frequencies
between 250 and 6000 Hz. In order to ensure a similar age
range in each listener group, each NH listener was roughly
matched in age~within a decade! to a HI listener. NH listen-
ers ranged in age from 19 to 77 years. Hearing-impaired
listeners ranged in age from 19 to 79 years. The hearing-
impaired ~HI! group was composed of listeners with bilat-
eral, symmetrical sensorineural hearing loss of probable co-
chlear origin. Symmetrical loss was defined as pure-tone
audiometric air-conduction thresholds within610 dB in
each ear at most audiometric frequencies between 250 and
6000 Hz. Table I details demographic and audiologic infor-
mation about the HI listeners. The duration and etiology of
hearing loss, as well as hearing aid use, was obtained from a
listener questionnaire. Listeners were ordered from lowest to
highest threshold in quiet for the speech stimuli used in this
study.

The reported duration of hearing loss ranged from 3 to
60 years. The degree of loss ranged from mild to moderate
and the configuration ranged from flat to gradually sloping.
The mean pure-tone average~of 500, 1000 and 2000 Hz! was

TABLE I. Demographic and audiologic data for the hearing-impaired lis-
teners. PTA is the pure-tone average of 500, 1000, and 2000 Hz, in dB HL.
WRS ~R/L!5word recognition score~right/left!. HA5hearing aid.

Age Sex

Length
of loss
~years! PTA

WRS
~R/L! Etiology HA use

HI1 21 F 5 36 100/96 probably
genetic

none

HI2 74 M 10 28 88/92 unknown/age/
noise?

none

HI3 47 F 7 33 92/96 ototoxicity—
vancomycin

bilateral,
occasionally,

1
1
2 years

HI4 68 F 5 33 92/88 unknown none
HI5 54 F 10 39 100/96 probably

genetic
bilateral,

frequently,
3 years

HI6 19 F 19 40 80/92 congenital/
pre-natal

bilateral,
frequently,
1

1
2 years

HI7 26 F 18 37 92/96 unknown/
genetic?

none

HI8 37 F 37 43 96/92 genetic bilateral,
frequently,
32 years

HI9 67 F 60 48 72/80 unknown/
genetic?

bilateral,
frequently,
35 years

HI10 79 F several
years

48 80/88 unknown/
age?

bilateral,
occasional,

1 year
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37 dB HL. Word recognition scores ranged from 72% to
100% correct but were within612% between the ears of any
individual listener, using standard, monosyllabic materials.
Six of the ten HI listeners wore hearing aids~all bilaterally;
testing was unaided!. Figure 1 plots mean audiometric
thresholds~obtained using standard clinical procedures! in
dB HL for the HI group.

B. Stimuli

The stimuli were the same as those used by Arbogast
et al. ~2002! and are described in detail in that article. A brief
description is given here. The four male talkers of the coor-
dinate response measure~CRM! corpus of sentences~Bolia
et al., 2000! were used. Each sentence had the structure:
‘‘Ready @callsign# go to @color# @number# now.’’ Signal sen-
tences had the callsign ‘‘Baron’’ and each was paired with a
randomly chosen masker sentence with a different callsign,
color, number, and talker. Each sentence was digitally pre-
processed to produce a set of 15 pure tones modulated by the
speech envelope in the13-octave band centered at each fre-
quency. Center frequencies were evenly spaced on a logarith-
mic scale from 215 to 4891 Hz. For details of the prepro-
cessing, see Arbogastet al. ~2002!. Signal sentences were
generated by combining eight~out of 15! randomly chosen
bands. Each masker sentence was used to create three differ-
ent types of maskers~described below!. Signal and masker
sentence onset was simultaneous.

1. Different-band sentence (DBS) masker

The different-band sentence~DBS! masker was gener-
ated by combining six randomly chosen bands excluding the
eight bands used for the signal. Therefore, each signal/DBS
masker pair contained mutually exclusive bands. The top
panel of Fig. 2 shows the magnitude spectra of a signal/DBS
masker pair. The signal is gray and the masker is black. The
DBS masker was intended to produce primarily informa-
tional masking because it did not overlap the signal in fre-
quency and was similar to the signal sentence in terms of
intelligibility ~Brungart et al., 2004!, overall sound quality
due to the pure-tone carriers, and use of the same speech
corpus for signal and masker.

2. Different-band noise (DBN) masker

The long-term complex spectrum of each DBS masker,
described above, was used to shape the spectrum of a ran-
dom, broadband Gaussian noise and the result was inverse
fast Fourier transformed. This masker was intended to pro-
duce the same minimal amount of energetic masking as the
DBS masker, but also to produce minimal informational
masking because it was unintelligible and qualitatively dis-
similar from the signal sentence.2 This masker was included
as a control for energetic masking in the DBS masker. The
magnitude spectra of a DBN/signal sentence pair are shown
in the middle panel of Fig. 2. The envelope of the DBN
masker contains amplitude modulation because the stimulus
is essentially the sum of multiple narrow-band noises.3

3. Same-band noise (SBN) masker

This masker was comprised of eight bands of noise that
exactly overlapped the eight bands of the signal with which
it was paired. The long-term complex spectrum of the eight-
band masker sentence was used to shape the spectrum of a
broadband Gaussian noise, and the result was inverse fast

FIG. 1. Mean audiometric thresholds in dB HL for the hearing-impaired
listeners. Error bars are61 standard deviation.

FIG. 2. Magnitude spectra for a sample signal sentence and the three types
of processing for the masker sentence. The same signal sentence is plotted in
gray in each panel. The black indicates the masker sentence for the different-
band sentence masker~top panel!, the different-band noise masker~middle
panel!, and the same-band noise masker~bottom panel!.
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Fourier transformed. The magnitude spectra of a SBN/signal
sentence pair are shown in the lower panel of Fig. 2. Ener-
getic masking was maximized because the magnitude spectra
of signal and masker overlapped. Informational masking was
minimized because the masker had no intelligibility and, as
with the DBN masker, was qualitatively dissimilar to the
signal sentence. The envelope of the SBN masker is similar
to that of the DBN masker.

C. Procedures

The experiment took place in a soundfield, located
within a single-walled, 12313 ft2, IAC sound booth. When
two stimuli were present, they were played simultaneously
via two Pioneer S-DF3-K speakers located 5 ft from the lis-
tener, one at 0° azimuth and the other at 90° azimuth to the
right in the horizontal plane approximately level with the
ears. The signal was always played from the speaker located
at 0° azimuth. Stimuli were played through Tucker-Davis
Technologies~TDT! hardware. The signal and the masker
sentences were played through separate channels. Stimuli
were converted at a rate of 50 kHz via a 16-bit, 8-channel
D/A converter~DA8!, low-pass filtered at 20 kHz~FT-6!, and
attenuated~PA-4!. The signal was sent through a program-
mable switch~SS-1! to route it to the desired signal speaker.
The signal and masker were sent to mixers where they were
summed if presented to the same speaker. The stimuli were
passed through power amplifiers~Tascam! and then to one or
two speakers in the soundfield, depending on the experimen-
tal condition.

The task was one-interval forced-choice with two re-
sponses required on each trial. The first response~color! had
four alternatives~blue, red, green, white!, while the second
response~number! had eight alternatives~1–8!. Signal-alone
thresholds were obtained using 30-trial blocks of a one-up,
one-down adaptive procedure that estimates the 50% correct
point on the psychometric function~Levitt, 1971!. Masked
data were collected with the method of constant stimuli. Four
signal levels were chosen for each listener and condition in-
dividually in order to estimate the psychometric function.
The aim was to produce performance ranging from just
above chance to nearly 100% correct. The exact signal levels
and level intervals varied depending on the listener, the con-
dition, and the early psychometric function results. Signal
levels were mixed randomly within every 50-trial block. On
each trial, the listener was required to identify the color and
number from the sentence with the callsign ‘‘Baron’’ by en-
tering values on a computer keyboard. Response feedback
was provided after each trial.

Each of the three types of maskers was tested in two
spatial separation conditions, 0° and 90°, for a total of six
masked conditions. In addition, one signal-only condition
was tested. The signal sentence was always played at the 0°
location and the masker, when present, was played at either
the 0° or the 90° location. Each block of trials contained only
one spatial separation condition and one masker type. The
masker level was set for each listener to approximately 40
dB SL ~above signal-alone threshold!. However, if comfort
or equipment limits were lower, then the highest possible
masker level was used. The equipment limit was 88 dB SPL,

but in order to allow for a110 dB S/M ~necessary in most
cases to define the upper portion of the psychometric func-
tion!, the highest masker level permitted was 78 dB SPL.
Two blocks of signal-alone identification thresholds were
collected first. Masked data were collected in sets of two
blocks, each of the same masker/spatial separation condition.
Sets of blocks containing each masker and spatial separation
condition were alternated to balance any learning effects
equally across all conditions. A minimum of 100 trials per
signal level was obtained for each spatial separation and
masker type. Data were collected within four sessions of 2 h
each. Listeners were instructed to keep the head straight,
facing the 0° location throughout stimulus presentation.

Training included a 50-trial block of practice of the
signal-alone condition. The signal sentences were presented
at a comfortable level from the 0° speaker. After achieving a
minimum of 90% correct they completed four 50-trial prac-
tice blocks of the masked condition with the DBS masker
only. This practice included two blocks each for the two
spatial separation conditions. The S/M was fixed at115 dB
for the first block and110 dB for the second block.

Each response was considered correct only if both the
color and number of the signal sentence were identified ac-
curately. The psychometric functions were fit by the Nelder-
Mead simplex method~FMINS function in MATLAB! with
a logistic of the form

p~c!5a1~~1.02a!/~1.01e2k~x2m!!!, ~1!

wherea50.031 25~chance performance for 1 out of 32!, k is
the slope of the function,m is the level of the midpoint
~about 51.5% correct!, andx is the signal sentence level.

III. RESULTS

The amount of spatial release~SR! from masking was
calculated as the S/M required for 51% correct performance
for the 0° condition minus that for the 90° condition. The
amount of informational masking created by the DBS
masker was estimated by taking the difference between the
midpoints of the psychometric functions for the DBS and
DBN maskers presented at 0°. This estimate was based on
the type of masking each of the two maskers was intended to
produce as discussed above. The purpose of the estimate of
informational masking in the current study was to provide a
means of comparing performance between listeners and
groups.

All listeners were able to perform the task with greater
than 90% accuracy in quiet within the first one to two prac-
tice blocks. Practice performance for the signal presented
with the informational masker was generally good, ranging
from 76% to 100% correct, depending on spatial separation
and S/M. Masker SLs for the NH group ranged from 33.5 to
43.9 dB with a mean of 38.4 dB. Masker SLs for the HI
group ranged from 21.5 to 38.5 dB with a mean of 32.5 dB.

All psychometric functions were orderly and monotonic.
Overall, the results were consistent with those from the ear-
lier study~Arbogastet al., 2002!, which did not exhibit per-
formance plateaus or dips at S/Ms just below 0 dB. The
logistic fits to both the NH and HI data were very good. The
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variance accounted for by the fit in each instance was greater
than 92%, and in most cases it was 98% or better. Tables II
and III list the S/M at the midpoint~m! from the fitted psy-
chometric functions for NH and HI listeners, respectively. HI
listeners are numbered in the same manner as in Table I
~ordered by quiet threshold!. Each NH listener was matched
with a HI listener by age, and then given the same number as
their HI counterpart.

A. Signal-to-masker ratios

Figure 3 plots the mean S/M at the midpoint of the psy-
chometric function for the two listener groups and spatial
separation conditions. Each panel is for a different masker.

The figure reveals that S/M varied with masker type,
listener group, and spatial separation condition. The signifi-

cance of these variations is discussed in more detail below in
the context of a statistical analysis of the data.

1. Factors influencing S ÕM

The S/M data were submitted to an ANOVA with one
between-subjects factor~group—NH/HI! and two within-
subjects factors~masker and spatial separation!. All three
main effects were significant: masker@F(2,36)5330.6, p
,0.001], spatial separation@F(1,18)5237.6, p,0.001],
and group@F(1,18)520.6,p,0.001]. Posthocsimple con-
trasts revealed that the average S/M ratio for each masker
was significantly different from the others. The interaction of
masker and spatial separation was significant@F(2,36)
576.1, p,0.001] as well as the interaction of masker and

TABLE II. Signal-to-masker ratio atm for the normal-hearing listeners for the two spatial separation conditions.
The results for each masker are given in separate subtables. Quiet threshold~Quiet! in dB SPL and masker
sensation level~SL! in dB, as well as variance accounted for by the logistic fit~var!, are also included. The final
column gives the difference between spatial conditions form.

Listener Quiet SL

0° separation 90° separation
0°–90°

mS/M var S/M var

A. Different-band sentence masker
1 16.5 33.5 217.4 .0.99 223.7 .0.99 6.3
2 21.9 38.1 4.3 0.98 214.8 0.98 19.1
3 18.8 36.2 20.1 .0.99 210.0 0.96 10.0
4 16.7 38.3 1.1 .0.99 214.9 0.97 16.0
5 18.0 42.0 24.0 0.96 219.7 .0.99 15.7
6 10.0 40.0 20.9 0.98 217.9 .0.99 17.0
7 6.1 43.9 27.8 0.98 222.8 0.99 15.0
8 11.4 38.6 24.6 0.99 226.0 0.95 21.4
9 13.1 36.9 21.0 0.98 214.7 .0.99 13.6

10 18.4 36.6 21.3 0.99 220.1 0.98 18.7
Average 15.1 38.4 23.2 ¯ 218.5 ¯ 15.3

s.d. 4.8 3.0 6.0 ¯ 4.9 ¯ 4.5

B. Different-band noise masker
1 16.5 33.5 227.4 0.99 228.9 0.99 1.5
2 21.9 38.1 222.3 0.98 228.4 .0.99 6.1
3 18.8 36.2 222.8 .0.99 226.2 .0.99 3.4
4 16.7 38.3 223.7 .0.99 225.2 0.99 1.6
5 18.0 42.0 223.5 .0.99 225.7 .0.99 2.2
6 10.0 40.0 225.6 .0.99 230.0 .0.99 4.4
7 6.1 43.9 228.8 .0.99 232.4 0.99 3.5
8 11.4 38.6 229.4 0.99 233.6 0.92 4.1
9 13.1 36.9 225.5 .0.99 227.8 .0.99 2.3

10 18.4 36.6 223.1 .0.99 226.8 .0.99 3.7
Average 15.1 38.4 225.2 ¯ 228.5 ¯ 3.3

s.d. 4.8 3.0 2.6 ¯ 2.8 ¯ 1.4

C. Same-band noise masker
1 16.5 33.5 21.7 0.99 27.3 0.99 5.6
2 21.9 38.1 1.9 0.99 25.9 .0.99 7.8
3 18.8 36.2 20.9 0.99 25.0 0.99 4.1
4 16.7 38.3 2.4 0.99 22.6 0.99 5.1
5 18.0 42.0 20.2 .0.99 24.1 .0.99 3.9
6 10.0 40.0 0.0 .0.99 26.1 .0.99 6.2
7 6.1 43.9 20.2 0.99 28.9 0.99 8.7
8 11.4 38.6 20.7 .0.99 28.5 0.99 7.8
9 13.1 36.9 20.6 .0.99 24.9 0.98 4.3

10 18.4 36.6 20.1 0.99 25.8 0.99 5.7
Average 15.1 38.4 0.0 ¯ 25.9 ¯ 5.9

s.d. 4.8 3.0 1.3 ¯ 1.9 ¯ 1.7

2173J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Arbogast et al.: Spatial release from informational masking



group@F(2,36)541.1,p,0.001]. The three-way interaction
between masker, group, and spatial separation was also sig-
nificant @F(2,36)513.1,p,0.001].

Three important points regarding the S/M data were
confirmed by the ANOVA results. First, the masker by group
interaction revealed that S/M was greater for the HI group
than the NH group for the DBS and DBN maskers, but not
for the SBN masker. Perhaps most importantly, for the DBN
masker the HI group S/M was 13 dB greater than for the NH
group. Recalling that the DBN masker estimates energetic
masking in the DBS masker, this indicates that the HI group
experienced significantly more energetic masking than the
NH group for both the DBN and DBS maskers. Second, the
main effect of masker and posthoc tests revealed that the
DBS masker resulted in a significantly greater S/M than the
DBN masker, suggesting that a substantial amount of infor-
mational masking was produced by the DBS masker. At 0°
the DBS masker caused an additional 22.0 dB of masking in
the NH group and an additional 12.3 dB of masking in the HI

group. Third, SR depends on both the type of masker and the
listener group.

This three-way interaction is illustrated in Fig. 4 which
plots the SR obtained by each group for each of the three
maskers. To investigate this interaction further, three one-
way ANOVAs were performed on the SR data, one for each
masker type, with group as the single between-subjects fac-
tor. The results revealed that the SR for the DBS masker was
significantly greater for the NH group~15.3 dB! than for the
HI group ~9.5 dB! @F(1,18)59.9, p,0.01]. However, the
SR for the other two maskers was similar for the two groups
~3.3 and 4.0 for the DBN@F(1,18)50.9, p50.37]; 5.9 and
6.4 for the SBN@F(1,18)50.3, p50.59], for NH and HI,
respectively!.

Although the HI group obtained a smaller SR than the
NH group for the DBS masker, the HI group’s advantage was
still larger for this masker than it was for the SBN masker
~by about 3 dB on average!. However, this 3-dB mean dif-
ference in SR between the DBS and SBN maskers for the HI

TABLE III. Same as Table II, but for the hearing-impaired listeners.

Listener Quiet SL

0° separation 90° separation
0°–90°

mS/M var S/M var

A. Different-band sentence masker
1 36.7 38.3 23.3 .0.99 216.2 0.98 12.9
2 37.0 31.0 1.9 0.98 27.4 0.98 9.2
3 39.5 38.5 1.2 0.99 210.9 0.99 12.0
4 40.4 37.6 2.4 0.95 27.3 0.99 9.7
5 43.3 34.7 2.1 0.99 26.3 0.99 8.4
6 43.5 34.5 21.9 0.98 215.2 0.99 13.3
7 44.0 34.0 22.2 0.99 214.8 .0.99 12.6
8 45.7 32.3 22.0 0.99 212.5 0.96 10.5
9 55.2 22.8 3.6 0.99 20.4 .0.99 4.0

10 56.5 21.5 3.7 0.98 1.6 0.99 2.0
Average 44.2 32.5 0.5 ¯ 28.9 ¯ 9.5

s.d. 6.8 6.0 2.6 ¯ 6.1 ¯ 3.8

B. Different-band noise masker
1 36.7 38.3 218.7 0.98 222.4 0.99 3.7
2 37.0 31.0 215.4 .0.99 222.5 0.99 7.0
3 39.5 38.5 212.0 .0.99 215.6 .0.99 3.5
4 40.4 37.6 29.0 .0.99 217.2 0.99 8.2
5 43.3 34.7 27.8 .0.99 212.3 0.99 4.5
6 43.5 34.5 216.7 0.99 218.3 .0.99 1.6
7 44.0 34.0 215.7 0.99 218.6 .0.99 2.9
8 45.7 32.3 213.4 .0.99 217.7 .0.99 4.3
9 55.2 22.8 25.8 0.99 27.2 .0.99 1.4

10 56.5 21.5 23.5 0.98 26.8 0.99 3.3
Average 44.2 32.5 211.8 ¯ 215.9 ¯ 4.0

s.d. 6.8 6.0 5.1 ¯ 5.5 ¯ 2.1

C. Same-band noise masker
1 36.7 38.3 20.8 .0.99 29.8 .0.99 9.0
2 37.0 31.0 1.3 .0.99 27.7 0.99 9.0
3 39.5 38.5 0.6 0.99 25.4 0.99 6.0
4 40.4 37.6 2.3 0.97 23.4 0.99 5.7
5 43.3 34.7 1.6 .0.99 24.7 .0.99 6.2
6 43.5 34.5 21.1 .0.99 26.9 0.99 5.8
7 44.0 34.0 20.6 .0.99 29.0 .0.99 8.4
8 45.7 32.3 21.4 .0.99 28.8 .0.99 7.4
9 55.2 22.8 1.5 0.99 23.0 0.99 4.4

10 56.5 21.5 1.4 0.99 20.5 0.96 1.9
Average 44.2 32.5 0.5 ¯ 25.9 ¯ 6.4

s.d. 6.8 6.0 1.3 ¯ 3.0 ¯ 2.2
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group is small relative to the nearly 10-dB difference found
for the NH group.

2. Factors related to spatial release from informational
masking

The NH and HI groups differed in SR for the DBS
masker only. Therefore, a correlational analysis was per-
formed which focused on the SR from this masker. One of
the factors investigated was an estimate of the amount of
informational masking produced by the DBS masker. The
DBS masker produced a mean of 22.0 dB of informational
masking in the NH group, but a mean of only 12.3 dB of
informational masking in the HI group. The majority of the
difference between groups can be accounted for by the dif-
ference in S/M for the DBN masker~13 dB greater for the HI
group than the NH group!.

For the NH group, Pearson correlation coefficients were
not significant (p.0.05) between SR for the DBS masker
and the factors of age (r 50.38), quiet threshold (r
520.09), or masker SL (r 50.45). SR in the NH group was
significantly correlated with the estimated amount of infor-

mational masking (r 50.74, p,0.02). However, a single
outlier ~NH1! appeared to be responsible for this significant
relation. When the outlier was excluded, the correlation was
no longer significant (r 50.3, p50.39).

For the HI group, SR was significantly correlated with
the amount of informational masking (r 50.76,p,0.01). In
addition, SR was correlated with age (r 520.81, p,0.01),
quiet threshold (r 520.81, p,0.01), masker SL (r 50.88,
p,0.01), and the mean word recognition score for the two
ears (r 50.65,p,0.05). SR was not significantly related to
hearing aid use (r 520.4, p50.29), length of hearing aid
use (r 520.2, p50.69), or length of hearing loss (r
520.4, p50.32). Age and quiet threshold were not signifi-
cantly correlated with each other (r 50.39, p50.27) and,
therefore, these two factors may have influenced SR inde-
pendently. However, quiet threshold and masker SL were
significantly correlated with each other (r 520.88, p
,0.01), as expected because the masker level was mainly
determined by quiet threshold. However, the existence of this
correlation means that the relation between SR and quiet
threshold may have been a by-product of masker SL. In or-
der to tease these variables apart, a stepwise regression

FIG. 3. Group mean signal-to-masker ratios at the 51% correct point on the
psychometric function plotted for each listener group~NH/HI!. The top
panel is for the DBS masker, the middle is for the DBN masker, and the
bottom panel is for the SBN masker. Data for the 0° separation condition are
plotted in the left half of each panel, and the 90° separation data are plotted
in the right half of each panel. The error bars are61 standard deviation.

FIG. 4. Spatial release from masking for the two listener groups. The top
panel is for the DBS masker, the middle panel is for the DBN masker, and
the lower panel is for the SBN masker. The data are group means and the
error bars are61 standard deviation.
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analysis was performed with SR from the DBS masker as the
dependent variable and amount of informational masking,
age, quiet threshold, masker SL, and mean word recognition
score as the independent variables. The analysis revealed that
the combination of amount of informational masking,
masker SL, and age explained 97% of the variance in SR
from the DBS masker (p,0.05 for all three variables!. Quiet
threshold and mean word recognition score did not signifi-
cantly increase the variance accounted for (p.0.10). Type II
partial correlations~variable added last! revealed that the
amount of informational masking accounts for 6%, masker
SL accounts for 12%, and age accounts for 10% of the vari-
ance in SR from the DBS masker.

3. The influence of masker sensation level on spatial
release from informational masking

Overall, the HI group was tested at a lower masker SL
~32.5 dB! than the NH group~38.4 dB!. While the mean
difference in sensation level was not large, individual sensa-
tion levels ranged from 21.5 dB up to 43.9 dB. Therefore, the
analysis above was repeated after excluding two from each
group. The masker SL for each of these four listeners was
more than 1 standard deviation from the mean masker SL of
all 20 listeners. NH5, NH7, HI9, and HI10 were excluded.
After excluding these listeners, group mean masker sensation
levels were 37.3 dB for the NH group and 35.1 dB for the HI
group.

SR for the DBS masker remained larger for the revised
NH group~15.3 dB! than for the revised HI group~11.1 dB!.
However, SR for the revised HI group was larger than for the
original HI group ~9.5 dB!. The small increase in SR was
mainly due to better performance in the 90° condition. An
independent-samplet-test revealed that the SR for the DBS
masker was not significantly different between the revised
NH and HI listener groups@ t(8.9)52.2, p50.06].

Four of the NH listeners~NH2, NH5, NH8, and NH10!
were retested using a lower masker sensation level. The
mean masker SL was 38.8 dB for their first run through the
experiment. The second time through the experiment, the
mean masker SL was 25.8 dB. SR averaged 18.7 dB for the
higher masker SL and 12.3 dB for the lower masker SL. This
difference just missed reaching significance on a paired-
samplet-test@ t(3)52.7, p50.07], perhaps due to the small
number of listeners. However, in all four cases, SR from the
DBS masker was smaller for the lower masker SL than for
the higher masker SL.

B. Errors

The proportion of incorrect responses matching the
masker sentence was calculated excluding data at the lowest
and highest signal levels tested for each listener. This left
two signal levels in the middle of the psychometric function
from which to analyze the error patterns. Very low S/Ms
were excluded because listeners may have purposely re-
sponded with some other color/number combination than
that heard clearly from the masker sentence in order to in-
crease their chance of guessing correctly. Very high S/Ms
were excluded because few errors occurred.

Figure 5 shows the mean percent of errors that matched
the DBS masker color and number for the two spatial sepa-
ration conditions and listener groups. The top panel is for the
color response and the lower panel is for the number re-
sponse. The percent of errors expected for a random distri-
bution of incorrect responses is indicated by the solid line in
each panel~33.3% for color; 14.3% for number!.

The mean percents of errors from the masker for the NH
group in the 0° condition were 70% and 77% for color and
number, respectively; for the HI group they were 79% and
83%, respectively. This indicates that listeners in both groups
often confused the signal and masker sentences when they
were played from the same location. In the 90° condition, the
percents of errors from the masker for the NH group were
58% each for color and number; and for the HI group they
were 67% and 59% for color and number, respectively.
Therefore, both groups of listeners confused the signal and
masker sentences less often in the 90° condition than in the
0° condition. A repeated-measures ANOVA with group as the
between-subjects factor and spatial separation as the within-
subjects factor confirmed a significant main effect of spatial
separation for both color@F(1,18)532.37, p,0.001] and
number@F(1,18)528.86,p,0.001]. However, the main ef-
fect of group just missed significance for the color response
@F(1,18)54.3, p50.053], and was not significant for the
number response@F(1,18)50.39,p50.54]. The interaction
of spatial separation and group was also not significant for
color @F(1,18);50, p50.99] or number@F(1,18)50.50,
p50.49].

FIG. 5. Percent of incorrect responses that matched the DBS masker color
~top panel! or number~lower panel! for the two listener groups. The 0° data
are in the left half of each panel and the 90° data are in the right half. The
data are group means and the error bars are61 standard deviation. The
percent of errors expected by chance is given by the solid line in each panel
~33.3% for color and 14.3% for number!.
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IV. DISCUSSION

A. Informational and energetic masking

Consistent with Arbogastet al. ~2002!, the DBS masker
appears to have produced the intended type of masking in
both normal-hearing and hearing-impaired listeners. The
DBS masker caused 22 dB of informational masking for the
normal-hearing group and 12 dB of informational masking
for the hearing-impaired group. In a different group of
normal-hearing listeners Arbogastet al. ~2002! also found 22
dB of informational masking. The large proportion of confu-
sions, in both listener groups, between the signal and DBS
masker also supports the interpretation that a significant
amount of informational masking was present~Brungart,
2001; Brungartet al., 2001; Arbogastet al., 2002!. For the
0° condition, both listener groups responded with the masker
color and number an average of 75% and 80% of the time,
respectively. In the previous group of normal-hearing listen-
ers, Arbogastet al. ~2002! found the same.

However, the DBS masker produced less informational
masking in the hearing-impaired group than in the normal-
hearing group. This may be due to greater energetic masking
in hearing-impaired than normal-hearing listeners as mea-
sured by the DBN masker,4 probably as a result of wider
auditory filters~e.g., Glasberg and Moore, 1986; Leek and
Summers, 1993!. The greater amount of energetic masking
for the DBN masker for the hearing-impaired group suggests
that they will experience a greater amount of energetic mask-
ing for the DBS masker also. There are at least two reasons
why more energetic masking in the DBS masker might lead
to less informational masking in that same masker. One rea-
son is a ceiling effect. Given the baseline S/M due to ener-
getic masking~DBN masker! for the hearing-impaired group
~212 dB!, if the DBS masker produced the same amount of
informational masking as in normal-hearing listeners~22
dB!, one would expect the DBS masker to result in a mean
midpoint S/M of about110 dB for the hearing-impaired
group ~212 dB 122 dB of informational masking5110
dB!. However, the actual mean for this group was close to 0
dB S/M. The hearing-impaired listeners may have been able
to segregate the signal and masker sentences when the signal
sentence was louder than the masker sentence. Therefore,
there may have been a critical point just beyond 0 dB S/M
for which the available/effective cues changed and the task
became relatively easy. Most of the normal-hearing listeners
did not reach that ceiling because of the lower S/M for the
DBN masker. Brungart~2001!, using the ~unprocessed!
CRM materials and test procedures, reported that perfor-
mance in speech on speech masking for two different same-
sex talkers~one target, one masker! was at about 60% correct
at 0 dB S/M. Increasing the level of the target by only 6 dB
increased performance to nearly 90% correct, consistent with
the proposition that a positive S/M drives performance rap-
idly toward asymptote.

It is also possible that within a single masker, informa-
tional masking decreases when energetic masking increases.
Kidd et al. ~2003! measured harmonicity discrimination of a
multi-tone complex in the presence of multi-tone informa-
tional maskers. The binaural advantage decreased as the

number of components in the informational masker in-
creased. The interpretation was that increasing the number of
components resulted in an increase in energetic masking be-
cause masker components were more likely to fall close in
frequency to signal components. The increase in energetic
masking caused a decrease in informational masking, result-
ing in a reduced binaural advantage. Similarly, other studies
have reported a decrease in informational masking when en-
ergetic masking was increased by increasing the number of
tones in a multi-tone masker for the task of detecting a pure-
tone signal~e.g., Neff and Green, 1987; Oh and Lutfi, 1998!.

B. Spatial release from masking

1. DBN masker

The spatial release from the DBN masker averaged 3.7
dB for all 20 listeners, and was not significantly different for
the two listener groups. This is very similar to the 3.6-dB
release from this same masker found by Arbogastet al.
~2002! in normal-hearing listeners. It is difficult to compare
this result to that of previous research because the masking
was off-frequency and mainly energetic. However, one might
expect a smaller release from this masker than from an on-
frequency energetic masker based on the results of Zwicker
and Henning~1984!. They found that the masking level dif-
ference decreased significantly when the signal and masker
did not overlap in frequency than when they were spectrally
matched.

2. SBN masker

The mean spatial release from the SBN masker was 6.1
dB for all listeners, and was also not significantly different
for the two listener groups. This value is consistent with that
found by Arbogastet al. ~2002! for the same masker~6.9
dB!. Similarly, previous research has found spatial release
from energetic masking in the range of 5 to 10 dB~Hawley,
2000; Duquesnoy, 1983; Peissig and Kollmeier, 1997;
Bronkhorst and Plomp, 1988, 1989, 1990, 1992; Freyman
et al., 1999; Zurek, 1993! for a 90° separation between sig-
nal and masker. Other studies of hearing-impaired listeners
have found mean spatial releases from energetic masking for
suprathreshold speech recognition that are somewhat smaller
than that found for normal-hearing listeners in the same
study ~Peissig and Kollmeier, 1997; Duquesnoy, 1983;
Bronkhorst and Plomp, 1989!. However, similar to the cur-
rent research, two studies have found that the hearing-
impaired group obtained nearly the same release~within
1.5–2 dB! as the normal-hearing group~Bronkhorst and
Plomp, 1990; 1992!.

3. DBS masker

The mean spatial release from the DBS masker was sig-
nificantly larger for the normal-hearing group~15.3 dB! than
for the hearing-impaired group~9.5 dB!. However, for both
groups, the spatial release from the DBS masker was signifi-
cantly larger than the spatial release from either of the other
two maskers. The size of the effect for the normal-hearing
listeners was smaller than the 18.4-dB release found by Ar-
bogastet al. ~2002! for the same masker. This difference
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may be attributed to the number and mix of listeners tested.
The previous study tested four listeners and the range of
spatial release produced was only 4 dB. All four listeners
were fairly similar to each other for this task. In the current
study, the range of spatial release was 15 dB. There were two
listeners in particular~NH1 and NH3! with fairly small spa-
tial releases. NH1 performed extremely well for the 0° con-
dition and therefore could not improve by a large amount for
the 90° condition. NH3, for some unknown reason, did not
perform as well as the other normal-hearing listeners for the
90° condition.

Other studies have also found significant differences in
spatial release between informational and energetic maskers.
Kidd et al. ~1998!, using pure-tone stimuli, and Freyman
et al. ~1999!, using natural speech stimuli, found that the
spatial release from a masker producing a high proportion of
informational masking was significantly larger than from a
masker producing a high proportion of energetic masking. In
Kidd et al. ~1998!, the release was 0 to 20 dB larger than the
corresponding release from an energetic masker, depending
on the listener and the signal frequency. In Freymanet al.
~1999!, the release was about 6 dB larger than from an en-
ergetic masker. Therefore, the larger spatial release found in
the current study is consistent with the presence of a signifi-
cant amount of informational masking. The expected spatial
release due to binaural interaction and headshadow effects
for the DBS masker can be estimated from the DBN masker,
which had the same long-term magnitude spectrum as the
DBS masker, but minimal informational masking. The re-
lease for this control masker was only 3.7 dB. Therefore 5
dB ~for the hearing-impaired listeners! to 11 dB ~for the
normal-hearing listeners! of the spatial effect was beyond
that expected for a primarily energetic masker with the same
long-term magnitude spectrum as the DBS masker, and
therefore most likely attributable to release from informa-
tional masking.

It is difficult to compare the results for the DBS masker
to other speech research because, in addition to using natural
speech stimuli~for which the ratio of informational to ener-
getic masking likely is smaller!, stimuli were configured in a
way that inadvertently reduced informational masking~re-
duced stimulus uncertainty by holding the masker sentence
constant and/or used a strong segregation cue such as male
versus female! in order for the listener to be able to label the
signal sentence. Therefore, energetic masking probably
played the dominant role in much of this work and the results
are more comparable to those found for the SBN masker of
the current study. For normal-hearing listeners, Hawleyet al.
~2004! did find a larger spatial release~10–12 dB! from two-
and three-talker maskers~where all talkers were the same as
the signal talker! than from a two- or three-talker speech-
shaped noise or speech-envelope-modulated speech-shaped
noise~6–7 dB!. However, these conditions were not tested in
hearing-impaired listeners.

The results of previous research using pure-tone stimuli
have suggested that hearing-impaired listeners do not benefit
as much as normal-hearing listeners from segregation of a
signal from an informational masker using cues other than
spatial separation~cf. Kidd et al., 2002a; Grose and Hall,

1996!. Although the results of the current study appear to
agree, two factors complicate this interpretation. One factor
is that not all listeners in this study were tested at approxi-
mately the same masker sensation level and this appears to
have at least partially influenced the results, as illustrated by
the results of the reanalysis taking sensation level into ac-
count. The second factor, which may be related, is that the
DBS masker did not produce as much informational masking
in the hearing-impaired listeners as in the normal-hearing
listeners. If both of these factors were carefully controlled,
the difference between groups might very well diminish.
Controlling for sensation level is entirely feasible, but con-
trolling for informational masking may be more of a chal-
lenge.

Sensation level may have an impact on spatial release
because both may be related to the amount of informational
masking produced. Alexander and Lutfi~2003! found that
informational masking decreased with decreasing masker
sensation level in pure-tone stimuli. In addition, it is logical
that as informational masking decreases, spatial release from
informational masking will also decrease because there is
less masking from which to be released. However, the reason
for the relation between sensation level and amount of infor-
mational masking is not clear. The current research also
found other factors relating to spatial release from the DBS
masker in the hearing-impaired listeners, including~but not
limited to! quiet threshold, age, and word recognition score.

Spatial release from informational masking was also re-
flected in the errors made by both groups of listeners. When
the DBS masker was moved to the 90° position, the percents
of incorrect responses matching the masker sentence dropped
significantly by 12 and 20 percentage points for color and
number responses, respectively. The decreased confusion be-
tween signal and masker implies a release from informa-
tional masking. This is similar to the finding of Brungart
~2001! that when natural signal and masker sentences were
segregated by voice fundamental frequency there was a de-
crease in the number of signal-masker confusions relative to
when the two sentences were from the same talker or same-
sex talkers.

The larger spatial advantage for the DBS masker than
for the SBN masker implies that the perceptual effect of
spatial separation between signal and masker~Freyman
et al., 1999, 2001; Arbogastet al., 2002! can be used by both
normal-hearing and hearing-impaired listeners to decrease
informational masking. The ability to perceive that the signal
and masker originate from separate locations in space allows
the listener to label each sentence appropriately as ‘‘signal’’
or ‘‘masker,’’ effectively reducing confusion between the two
sentences, thus reducing informational masking. This implies
that the higher-level processes that allow for this perceptual
effect are functioning effectively in listeners with peripheral
hearing loss. This is consistent with the results of Noble
et al. ~1997!, showing that both normal-hearing and hearing-
impaired listeners can correctly indicate when two simulta-
neously presented, equal-level, suprathreshold sources
~speech and noise! are spatially separated by 54° more than
85% of the time. Larger azimuthal separations were not
tested, but one could speculate that performance would be at
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least equal to, if not better than, 85% for a 90° separation.
The current research, however, cannot determine if these
higher-level processes in hearing-impaired listeners are func-
tioning as well as they do in normal-hearing listeners. While
the statistical results of the equal sensation level comparison
suggest that they are, the hearing-impaired listeners still did
not achieve the same spatial release as the normal-hearing
listeners at equivalent sensation levels. In addition, the
amount of informational masking created in each listener
group differed, confounding the interpretation of the results.
However, because listeners with hearing loss were able to
benefit significantly from the perceptual effect of spatial
separation, it is important to design and fit auditory prosthe-
ses in a way that retains the cues that underlie this perceptual
effect. The most basic approach would be to provide bilateral
amplification for bilateral hearing losses, when appropriate.
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1In the current document, the general term ‘‘hearing impaired,’’ ‘‘hearing
impairment,’’ or ‘‘hearing loss’’ will always refer to sensorineural hearing
loss, presumably of cochlear origin.

2Although unintelligible, we cannot rule out the possibility that the DBN
masker produced a small amount of informational masking because of the
trial-to-trial uncertainty about the frequencies of the bands comprising the
masker.

3The temporal modulation characteristics of DBS and DBN maskers have
recently been studied by Kiddet al. ~2004!. They found that the envelope
spectra of the two are similar with maxima in the 1–5-Hz region and a
reduction in magnitude above 10 Hz. The envelope spectrum for the DBN
has a slightly higher dc component than the DBS and varies smoothly over
the range measured. The DBS masker, however, has small peaks roughly
corresponding to modulation frequencies that are the inverse of the dura-
tions expected of syllables and words. The measured correlation between
the envelopes of the DBS and the DBN maskers derived from the same
speech sample was near zero.

4This statement is made based on S/Ms at the midpoints of the psychometric
functions for the DBN masker played at 0°~225 dB for the NH group;
212 dB for the HI group!. Another way to compare groups in terms of
energetic masking is to calculate the threshold shift from quiet for the DBN
masker. Using this method, the amount of energetic masking is still signifi-
cantly larger in the HI group~20.7 dB! than the NH group~13.2 dB!, but
the difference between groups is smaller~7 dB! than when calculated using
S/M ~13 dB!.
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The SII model in its present form~ANSI S3.5-1997, American National Standards Institute, New
York! can accurately describe intelligibility for speech in stationary noise but fails to do so for
nonstationary noise maskers. Here, an extension to the SII model is proposed with the aim to predict
the speech intelligibility in both stationary and fluctuating noise. The basic principle of the present
approach is that both speech and noise signal are partitioned into small time frames. Within each
time frame the conventional SII is determined, yielding the speech information available to the
listener at that time frame. Next, the SII values of these time frames are averaged, resulting in the
SII for that particular condition. Using speech reception threshold~SRT! data from the literature, the
extension to the present SII model can give a good account for SRTs in stationary noise, fluctuating
speech noise, interrupted noise, and multiple-talker noise. The predictions for sinusoidally intensity
modulated~SIM! noise and real speech or speech-like maskers are better than with the original SII
model, but are still not accurate. For the latter type of maskers, informational masking may play a
role. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1861713#
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I. INTRODUCTION

In daily life, speech is not always equally intelligible
due to the presence of background noise. This noise may
mask part of the speech signal such that not all speech infor-
mation is available to the listener. In order to be able to
predict the speech intelligibility under such masking condi-
tions, French and Steinberg~1947!, Fletcher and Galt~1950!,
and later Kryter~1962a, b! initiated a calculation scheme,
known as the Articulation Index~AI !, which at present still is
used by a number of investigators~Rankovic, 1998, 2002;
Hogan and Turner, 1998; Mu¨sch and Buus, 2001; Brungart,
2001; Turner and Henry, 2002; Dubnoet al., 2002, 2003!. In
1984, Pavlovic and others~Dirks et al., 1986; Kammet al.,
1985; Pavlovic, 1984, 1987; Pavlovic and Studebaker, 1984;
Pavlovicet al., 1986; Studebakeret al., 1987, 1994! started
to re-examine the AI calculation scheme, which has led to a
new method accepted as the ANSI S3.5-1997~1997!. Since
its revision in 1997, the method is named the Speech Intel-
ligibility Index ~SII!.

For a given speech-in-noise condition, the SII is calcu-
lated from the speech spectrum, the noise spectrum, and the
listener’s hearing threshold. Both speech and noise signal are
filtered into frequency bands. Within each frequency band
the factor audibility is derived from the signal-to-noise ratio
~SNR! in that band indicating the degree to which the speech
is audible. Since not all frequency bands contain an equal

amount of speech information~i.e., are not equally important
for intelligibility !, bands are weighted by the so-called band-
importance function. The band-importance function indicates
to which degree each frequency band contributes to intelli-
gibility. It depends on the type of speech material involved
~e.g., single words or sentences!, and other factors. Finally,
the SII is determined by accumulation of the audibility
across the different frequency bands, weighted by the band-
importance function. The resulting SII is a number between
zero and unity. The SII can be seen as the proportion of the
total speech information available to the listener. An SII of
zero indicates that no speech information is available to the
listener, an SII of unity indicates that all speech information
is available. Model parameters have been chosen such that
the SII is highly correlated to intelligibility. The SII model
has been developed to predict theaveragespeech intelligi-
bility for a given speech-in-noise condition; it does not at-
tempt to predict the intelligibility of the individual utterances
~phonemes or words! of a speech fragment. Also, speech
redundancy or contextual effects, which are inherent to
meaningful speech, are captured in the SII model by choice
of the model parameters. Higher speech redundancy simply
results in less information~i.e., a lower value for the SII!
required for understanding the speech message. Within the
context of the present paper, an important observation is that
the existing SII model does not take into account any fluc-
tuation in the masking noise, since the SII is computed from
the long-term speech and noise spectrum. Therefore, the SII
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is independent of the amount of fluctuations in the noise
signal.

Numerous papers have reported on experiments dealing
with speech intelligibility in fluctuating noise. In almost all
cases, normal-hearing listeners perform better in conditions
with fluctuating noise compared to those with stationary
noise of the same rms level~Miller, 1947; Miller and Lick-
lider, 1950; Licklider and Guttman, 1957; de Laat and
Plomp, 1983; Duquesnoy, 1983; Festen, 1987, 1993; Festen
and Plomp, 1990; Gustafsson and Arlinger, 1994; Bacon
et al., 1998; Peterset al., 1998; Brungart, 2001; Versfeld and
Dreschler, 2002; Dubnoet al., 2002; Nelsonet al., 2003!. In
many cases, this finding has been phenomenologically ex-
plained by stating that the listener is ‘‘able to catch glimpses
of the speech during the short silent periods of the masking
noise’’ ~Howard-Jones and Rosen, 1992, 1993; Festen, 1993;
Peterset al., 1998!. Recently, Oxenham and co-workers~Ox-
enham and Plack, 1997; Plack and Oxenham, 1998; Oxen-
hamet al., 2004! proposed that the nonlinear behavior of the
basilar membrane enables increased gain during the silent
periods, allowing increased audibility. In hearing-impaired
subjects, this nonlinear behavior is less or even absent, which
results in decreased audibility during absence of masking
noise.

So far, the SII model has been validated only for station-
ary masking noises, for which it works well. However, it
fails to predict speech intelligibility accurately in the case of
fluctuating noise maskers~Festen and Plomp, 1990; Houtgast
et al., 1992; Versfeld and Dreschler, 2002!. Other methods,
such as the Speech Transmission Index~STI, Steeneken and
Houtgast, 1980!, or even the speech-based STI~van Wijn-
gaarden, 2002! also fail at this point. To our knowledge,
there is still no method that can predict the speech intelligi-
bility in fluctuating noise accurately. Yet, since most real-life
noises do exhibit strong variations over time, there is great
interest in a procedure that is able to predict speech intelli-
gibility in fluctuating noises adequately.

In the present paper, an extension to the SII model is
proposed in order to be able to predict the speech intelligi-
bility not only in stationary noise, but also in fluctuating
noise. The extension consists of an approach where, for a
given condition, both speech and noise signal are partitioned
into small time frames. Within each time frame, the conven-
tional SII is determined, yielding the speech information
available to the listener at that time frame. Next, the SII
values of these time frames are averaged, resulting in the SII
for that particular noise type. It is hypothesized that this av-
eraged SII is closely related to the speech intelligibility for
that condition.

In the next section, an outline of the existing SII model
is given. It is followed by a detailed description of the ex-
tensions to the existing model, which are introduced to allow
predictions of the speech intelligibility in fluctuating noises
as well. In extending the SII model, attention has been given
to stay as close as possible to the original SII model, thus
making as few adaptations as possible. In the choice of the
model parameters, this paper concentrates on experiments
where speech intelligibility has been assessed with the
method of the so-called speech reception threshold~SRT!, as

described by Plomp and Mimpen~1979!. With this method,
short everyday sentences are used as speech materials. In
Sec. II C the SRT method is described in some detail. Next
~in Sec. III! data from the literature are used to evaluate the
extended SII model. Finally, in Sec. IV, predictions and limi-
tations of the extended SII model will be discussed.

II. MODEL DESCRIPTION

A. The SII model

A detailed description of the SII model is given in ANSI
S3.5-1997~1997!. Here, a brief overview is given so that in
the next section the extensions to the existing model are
easier to follow.

The SII model basically calculates the average amount
of speech information available to a listener. To that extent,
the model uses the long-term averaged speech spectrum and
the long-term averaged noise spectrum as input. Both speech
and noise spectrum are defined as the spectrum level~in
dB/Hz! at the eardrum of the listener. Within the model, an
option exists to partition the speech and noise spectrum into
octave bands, one-third-octave bands, or critical bands. In
this paper, spectra are partitioned into critical bands~given in
Table I of the ANSI S3.5-1997 standard!, although the other
two options are equally valid. Within each critical band, the
spectrum level is separately determined for both speech and
noise. Next, correction factors are taken into account for ef-
fects such as upward spread of masking for both speech and
noise, inaudibility due to the auditory threshold for pure
tones, and distortion due to excessive high speech or noise
levels. Then, within each frequency band, the difference be-
tween the speech and noise level~signal-to-noise ratio, or
SNR! is calculated and this value is multiplied with the so-
called band-importance function, which results in the propor-
tion of information in that band that is available to the lis-
tener. The band-importance function may depend on the type
of speech materials~e.g., sentences or words!, or level. Fi-
nally, these values are added, yielding the Speech Intelligi-
bility Index ~SII!, or the amount of speech information avail-
able to the listener. For normal-hearing listeners, the SII has
proven to be closely related to the average intelligibility in a
given condition where speech is masked by a stationary
noise masker~Pavlovic, 1987!.

B. Extension to the SII model

Since the SII model uses the long-term averaged speech
and noise spectrum as input, all temporal characteristics of
these signals are lost. As mentioned in the Introduction, large
differences in intelligibility exist between masking noises
that differ from each other solely with respect to temporal
fluctuations~e.g., steady-state versus fluctuating noise!. In
this section, an extension is presented that does take the tem-
poral characteristics of the masking noise into account. In
essence, the SII model is adapted such that the SII is calcu-
lated within small time frames, after which the average SII is
calculated.

A block diagram of the calculation scheme is presented
in Fig. 1. Both speech and noise are analyzed separately for
the SII calculation. Although, in principle, regular speech
could be used as the speech input signal, speech-shaped
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noise~i.e., stationary Gaussian noise with the long-term av-
erage spectrum of speech! was used. The main reason for
this is that, in combination with stationary noise as a noise
masker, all SII values are identical to those obtained with the
existing SII model. This prerequisite is not easily fulfilled
when normal speech signals would be used.

The SII is in principle designed to predict the average
intelligibility of speech in noise and not the intelligibility of
individual words or phonemes. In any case, the SII is badly
defined in case of silent periods occurring within the normal
speech signal because, regardless of the masking noise, the
SII will always be zero. Thus, even when a speech signal is
presented at a clear level without any masking noise, the SII
based on regular speech never will reach unity, due to the
inherent silent periods in the speech signal. Moreover, prob-
lems will occur if one considers the silent periods between
sentences. It is clear that large differences in SII may occur
when the silent periods between sentences vary, whereas the
actual intelligibility should not be different.

The most straightforward approach to determine the SII
within small time frames is to window the speech and noise
signal at a given point in time, calculate the frequency spec-
trum ~by means of a fast Fourier transform, FFT!, and derive
an SII from the resulting speech and noise spectrum and the
threshold of hearing. However, in order to be able to track
the perceptually relevant fluctuations over time, the window
length should be small enough. This means that the time
window should have a duration of several milliseconds,
which is the temporal resolution for normal-hearing listeners
based on gap-detection thresholds in the higher frequency
bands~Plomp, 1964; Shailer and Moore, 1983, 1987; Glas-
berg and Moore, 1992; Eddinset al., 1992; Oxenham and

Moore, 1994, 1997; Mooreet al., 1996; Plack and Oxenham,
1998; Moore, 1997!. Unfortunately, such a short time win-
dow leads to the signal-analytical problem that the level in
the lower frequency bands is not estimated accurately. On the
other hand, a longer time window leads to a poorer grasp of
the temporal variations of the signal.

It is known that the temporal resolution of the auditory
system is frequency dependent~Shailer and Moore, 1983,
1987!. Time constants~i.e., integration times! for the lower
frequency bands are larger than those for the higher bands.
To overcome the analysis problems on the one hand, and to
stay close to the characteristics of the auditory system with
respect to temporal resolution on the other hand, the signal
was first filtered into 21 critical bands, and the window
length was chosen to be relatively short in the higher bands
and relatively long in the lower bands. Since in the original
SII calculations the frequency bands are essentially nonover-
lapping ~after all, the intensity within each filter band was
derived from the frequency spectrum!, a FIR filter bank of
order 200@MATLAB function firl~200,Wn!# was used to filter
the entire speech and noise signal into the separate bands.
Within each band, the temporal envelope was determined by
means of a Hilbert transform. At a given time frame, rectan-
gular windows were used with window lengths ranging from
35 ms at the lowest band~150 Hz!, to 9.4 ms at the highest
band ~8000 Hz!. These window lengths were taken from
Moore ~1997, Chap. 4! for gap detection and have been mul-
tiplied by 2.5. The factor 2.5 was chosen to provide a good
fit to the present data set, as will be discussed below. The
windows were aligned such that they ended simultaneously.
Within each time frame the intensity was determined, and
these, together with the absolute threshold for hearing were
used as input to calculate the instantaneous SII, for that given
time frame. To calculate the SII, the so-called speech percep-
tion in noise~SPIN! weighting function~ANSI S3.5-1997,
1997, Table B.1! was used. This choice seems to be valid,
since the speech materials of Plomp and Mimpen~1979! are
closely related to the SPIN materials with respect to sentence
length and redundancy. Last, the SII for the speech-in-noise
condition under consideration was determined by averaging
across all instantaneous SII values.

C. Speech reception threshold

In the present paper, the proposed extension to the SII
model was evaluated using existing data from the literature.
The data differ from each other with respect to a number of
variables that all can have an effect on intelligibility, hence
on the parameter settings of the SII model. For example, it is
known that the type of speech material~monosyllables,
words, sentences, etc.!, open or closed response set, and na-
tive or non-native language acquisition can have a large ef-
fect on intelligibility ~Bosman and Smoorenburg, 1995;
Drullman and Bronkhorst, 2000; van Wijngaarden, 2003!.
Next, similarity between masker and target, e.g., in the case
where both target and masker consist of a male voice
~Bronkhorst and Plomp, 1992; Bronkhorst, 2000!, has a det-
rimental effect on the actual threshold~i.e., the signal-to-
noise ratio that results in just-intelligible speech!. Also, the
experimental paradigm influences threshold to a large extent.

FIG. 1. Schematic overview of the calculation scheme for the extended SII
model. A detailed description is given in the main text. The input speech
signal ~stationary Gaussian noise with the long-term average spectrum of
speech! and input noise~in this example interrupted noise with the long-
term average spectrum of speech! are separately filtered by a 21 critical-
band ~CB! filter bank. The envelope of the input speech and noise are
estimated in every CB~1–21!; the instantaneous intensity is estimated in a
frequency-dependent time window, as indicated by the shaded bars
~CB1535 ms to CB2159.4 ms!. Every 9.4 ms an SII is calculated as de-
scribed by ANSI S3.5-1997. For each of the approximately 200 steps~of 9.4
ms!, the instantaneous SII~t! is determined~sentence of about 2 s!. Last, the
SII for that speech-in-noise condition is determined by averaging across all
instantaneous SII~t! values.
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The adaptive SRT procedure according to Plomp and
Mimpen~1979!, and the Just to Follow Conversation~Hygge
et al., 1992; Larsby and Arlinger, 1994! result in different
threshold levels for the same speech material. Additionally,
differences in data acquisition~e.g., strictness of sentence
scoring! may have an effect on threshold level. Furthermore,
different presentation methods~through headphones, loud-
speakers, monaural, binaural, diotic, or dichotic presentation!
evidently affect threshold level. If one considers masking
noises bearing silent periods, it is likely that, even within a
group of normal-hearing subjects, differences in hearing
level may affect audibility, and thus intelligibility. Finally,
when dealing with spectral differences between masker and
target, the method used for calibrating signal levels~e.g.,
rms, dBA! may have a clear effect.

To enable a comparison between data obtained in differ-
ent studies, in the present study only thresholds are used that
were obtained with the so-called speech reception threshold
~SRT! method for sentences, as described by Plomp and
Mimpen~1979!. Speech materials consist of simple everyday
sentences, having a length of 8 to 9 syllables~Plomp and
Mimpen, 1979; Nilssonet al., 1994; Versfeldet al., 2000!.
The SRT is defined as the signal-to-noise ratio~SNR! needed
for 50% sentence intelligibility. The SRT is estimated as de-
scribed by Plomp and Mimpen~1979!: A list of 13 sentences,
unknown to the listener, is monaurally presented via head-
phones. The masking noise is presented at a fixed level,
whereas the sentence level is varied adaptively. The first sen-
tence starts at a very unfavorable SNR, and is repeated each
time at a 4-dB higher level until the listener is able to repeat
every word of this sentence exactly. The SNR of the 12 re-
maining sentences is varied adaptively with a step size of 2
dB using a one-up, one-down procedure. The SNR of the
next sentence is increased by 2 dB after an incorrect response
and decreased by 2 dB after a correct response. The average
adjusted SNR of sentence 4 through 13 is adopted as the SRT
for that particular noise condition. With the speech material
of Plomp and Mimpen~1979!, normal-hearing listeners re-
quire an SNR in stationary speech-shaped noise of25 to 24
dB, which corresponds to an SII between 0.3 and 0.4
~Steeneken, 1992; Bronkhorst, 2000; Noordhoek, 2000;
Versfeld and Dreschler, 2002; van Wijngaarden, 2002, 2003!.
This means that roughly one-third of the speech information
is required to the normal-hearing listener~i.e., the SII is be-
tween 0.3 and 0.4! to reach the SRT for these sentences.

III. MODEL PREDICTIONS

A. Steady-state speech noise

Speech intelligibility in stationary speech-shaped noise
can be well predicted by the existing SII model. There are
numerous papers dealing with the SRT in stationary speech
noise, and all report for normal-hearing listeners at a fixed
noise level between 60 and 80 dBA an SRT for sentences of
approximately24.5 dB ~de Laat and Plomp, 1983; Middel-
weerdet al., 1990; Festen, 1987; Festen and Plomp, 1990;
ter Keurset al., 1993; Versfeld and Dreschler, 2002; Neijen-

huis, 2002!. For speech in stationary speech noise, an SRT of
24.5 dB results for the existing SII model in an SII value of
0.35.

Figure 2 displays the results of a calculation with the
extended SII model for speech in stationary speech noise.
The upper panel in Fig. 2 displays the waveform of a speech
signal representation~that is—a stationary speech-shaped
noise signal instead of an actual speech signal, as discussed
in the previous section! with a duration of 2 seconds, pre-
sented at a level of 55.5 dBA. Here, speech noise was taken
from Versfeld et al. ~2000! for the female speaker. The
middle panel shows a 2-s sample of the stationary speech-
shaped noise masker derived from the same female speaker,
at a level of 60 dBA. The lower panel in Fig. 2 shows the
resulting instantaneous SII, where the SII has been deter-
mined every 9.4 ms. Due to the fact that speech and noise
signal are uncorrelated~different noise samples!, small fluc-
tuations in the instantaneous SII occur. It is easy to see that
the SII, averaged across the 2-s sample, is between 0.3 and
0.4. In fact, the average is 0.35, which is identical to the
value obtained by the existing SII model. Many conditions
with speech in stationary noise have been studied, and all
calculations show that neither speech type nor noise type
result in differences between the existing SII model and the
present extended SII model. In conclusion, the extended SII
model yields exactly the same results as the existing SII
model, as long as a stationary masking noise is used.

B. Speech noise with a speech-like modulation
spectrum

As discussed above, the existing SII model is not able to
correctly predict intelligibility for speech in modulated noise.
This section deals with speech intelligibility for speech in
noise with a speech-like spectrum and a single-speaker
modulation spectrum. The generation of this type of noise is
described by Festen and Plomp~1990!. With normal-hearing

FIG. 2. Representation of the SII with the extended SII model for a speech-
in-noise sample of 2 s. The upper panel represents a speech signal of a
female speaker. The middle panel represents a stationary speech-shaped
masking speech noise. The noise has been scaled to 60 dBA. The target has
been scaled to 55.5 dBA, which results in an SNR of24.5 dB. The lower
panel displays the resulting instantaneous SII as a function of time. The SII
averaged across time is equal to 0.35.
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subjects, several papers report for this condition an SRT
around212 dB ~Festen and Plomp, 1990; ter Keurset al.,
1993; Versfeld and Dreschler, 2002; Neijenhuiset al., 2002!,
when the noise level is between 60 and 80 dBA. Computa-
tions with the existing SII model yield a score of 0.089,
which is far too low. Figure 3 displays the results of the
calculations with the extended SII model, similar to the pre-
vious section. The upper panel displays the waveform of a
speech signal~again, taken as a stationary speech-shaped
noise signal! with a duration of 2 seconds, presented at a
level of 48 dBA. The middle panel shows a 2-s sample of the
modulated speech noise masker, at a level of 60 dBA. The
lower panel in Fig. 3 shows the resulting instantaneous SII,
where, in contrast to the findings in Fig. 2, the SII value
greatly varies over time. It ranges from values close to zero
~at points in time where the speech is entirely masked by the
masking noise! to values near unity~at points where the
masking noise is momentarily absent!. The lower panel thus
denotes the amount of speech information available to the
listener as a function of time. Averaging across time results
in an SII score of 0.35. Because large fluctuations exist over
time, a suitably long period has to be chosen to average
across. The time interval required to reach stable values for
the SII depends on the periodicity, or alternatively, random-
ness, of the signal as well as on the modulation frequencies
in the masking signal. With the present type of masking
noise, where the modulations are most prominent near 4 Hz,
a period of 2 s appears to be long enough to reach a between-
samples standard deviation for the SII of 0.0056. Increasing
the period to 4 s decreases the standard deviation of the SII
to 0.0030.

Figure 4 displays the SII as a function of the SNR. Here,
the masking noise has been kept fixed at 60 dBA, and the
level of the speech has been varied between 30 and 80 dBA
~thus between SNRs of230 and120 dB!. With stationary
speech noise~denoted as filled symbols in Fig. 4! the SII

starts to deviate from zero as the SNR reaches a value of
215 dB and increases almost linearly with the SNR up to a
value of115 dB. At this value, the speech level is about 75
dBA, and the distortion factor in the SII model prevents the
SII from reaching unity. The behavior of the SII as a function
of SNR with stationary noise is identical for the existing and
the extended SII model. Differences between the two models
arise when fluctuating noise is used as a masker. Since the
existing SII model does not take the amplitude modulations
in the noise masker into account, the SII as calculated with
the existing SII model will be identical to that calculated for
stationary noise. The SII as a function of SNR for fluctuating
noise predicted by the extended SII model is given with open
symbols in Fig. 4. Even at very low signal-to-noise ratios,
there is still some speech information available to the listener
and the SII exceeds zero. Increasing the SNR causes the SII
to increase, but the slope of the function is not as steep as
that calculated for speech in stationary noise. Again, at
higher speech levels, the distortion factor of the SII model
causes the function to level off, such that the SII does not
reach unity. An important observation seen in Fig. 4 is that a
constant SII value of 0.35~the information required to reach
threshold! results in an SRT of24.5 dB for stationary mask-
ing noise and212 dB for fluctuating masking noise.

C. Interrupted speech noise

de Laat and Plomp~1983! measured SRTs for sentences
in interrupted~gated! speech noise with a duty cycle of 50%.
Modulation frequency was 10 Hz. Masking noise was pre-
sented at 65, 75, or 85 dBA. Figure 5 displays the calcula-
tions with the extended SII model, similar to Figs. 2 and 3.
The upper and middle panel show the speech signal and
masking noise signal, respectively. Signal and noise level are
42 and 65 dBA, respectively. The SNR thus is223 dB. The
lower panel shows the SII as a function of time. As seen
earlier, the SII is close to zero when the masking noise is
present, and is close to unity when the masking noise is
absent. Due to the longer integration times in the lower fre-

FIG. 3. Representation of the SII with the extended SII model for a speech-
in-noise sample of 2 s. The upper panel represents a speech signal of a
female speaker. The middle panel represents a fluctuating speech-shaped
masking speech noise, as used by Festen and Plomp~1990!. The noise has
been scaled to 60 dBA. The target has been scaled to 48 dBA, which results
in an SNR of212 dB. The lower panel displays the resulting instantaneous
SII as a function of time. The SII averaged across time is equal to 0.35.

FIG. 4. SII as a function of SNR as calculated with the extended SII model.
Filled symbols denote calculations with a stationary noise masker with the
long-term spectrum of the female target speaker. Open symbols denote cal-
culations with a fluctuating noise masker with the long-term spectrum of the
female target speaker and a speech-like modulation spectrum. The level of
the noises was set to 60 dBA.
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quency bands, the SII does not change as rapidly as the in-
terrupted noise, but rather smears out over time. Again, the
SII averaged across time is equal to 0.35.

Figure 6 displays the SII as a function of SNR for sta-
tionary speech noise~filled symbols!, and for the three con-
ditions with 10-Hz interrupted noise used in de Laat and
Plomp ~1983, open symbols; noise at 65, 75, and 85 dBA!.
At low SNRs~between215 and235 dB!, speech is entirely
masked at moments when the masking noise is present, and
it is audible in the gaps. Due to the gaps in the masking
noise, values for the SII are relatively independent of SNR
and are still quite large, on the order of 0.3. At even lower
SNRs~below235 dB!, SII eventually decreases to zero, due
to the fact that the speech signal will fall below the absolute

threshold. Absolute threshold here has been taken equal to 0
dB ~HL!. At an SNR of 215 and larger, portions of the
speech signal start to exceed the noise signal, and SII in-
creases. Again, at high speech levels, distortion occurs which
causes the function to level off. de Laat and Plomp~1983!
found an SRT of223, 226, and229 dB at a presentation
level of the noise of 65, 75, and 85 dBA, respectively. Figure
6 shows that for these conditions a large variation in the SNR
causes only a slight variation in the SII. At time frames
where the noise signal is present, no speech information is
available; but at time frames where the noise masker is ab-
sent, the amount of speech information available is deter-
mined by the degree of temporal resolution~i.e., forward and
backward masking! as well as by the absolute threshold of
hearing. Nevertheless, while computations with the existing
SII model give an SII of zero, the extended SII model results
in values near 0.35.

D. Sinusoidally intensity-modulated speech noise

Festen~1987! measured the SRT for sentences in 100%
sinusoidally intensity-modulated~SIM! speech noise. At a
presentation level of the noise of 75 dBA he found SRTs of
27.5, 29, 210, 210.2, and24 dB for modulation frequen-
cies of 4, 8, 16, 32, and ‘‘infinity’’ Hz~steady state!, respec-
tively. Figure 7 displays the SII as a function of SNR for
stationary speech noise~filled symbols!, and for four condi-
tions with SIM noise used in the study of Festen~1987, open
symbols!. Computations with the extended SII model, given
an SII of 0.35, result in SRTs of210,29, 28, 26.3, and24
dB for the above-mentioned conditions. The predicted SRT
in a 4-Hz SIM noise with the extended SII model seems to
be lower compared to SRT values obtained by Festen~1987!.
Furthermore, the predicted SRT in a 16- or a 32-Hz SIM
noise with the extended SII model seems to be higher com-
pared to SRT values obtained by Festen~1987!. Although the
SRT values obtained with the extended SII model indicate an
improvement over the existing model~which pre-

FIG. 5. Representation of the SII with the extended SII model for a speech-
in-noise sample of 2 s. The upper panel represents a speech signal of a
female speaker. The middle panel represents an interrupted speech-shaped
masking speech noise, as used by de Laat and Plomp~1983!. The noise has
been scaled to 65 dBA. The target has been scaled to 42 dBA, which results
in an SNR of223 dB. The lower panel displays the resulting instantaneous
SII as a function of time. The SII averaged across time is equal to 0.35.

FIG. 6. SII as a function of SNR as calculated with the extended SII model.
Filled symbols denote calculations with a stationary noise masker with the
long-term spectrum of the female target speaker at a level of 60 dBA. Open
squares, circles, and triangles denote calculations with the interrupted noise
masker with the long-term spectrum of the female target speaker where the
level of the noise was set to 65, 75, and 85 dBA, respectively.

FIG. 7. SII as a function of SNR as calculated with the extended SII model.
Filled symbols denote calculations with a stationary noise masker with the
long-term spectrum of the female target speaker at a level of 75 dBA. Open
squares, circles, diamonds, and triangles denote calculations with SIM noise
as a masker at a level of 75 dBA, and a modulation frequency of 4, 8, 16,
and 32 Hz, respectively.
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dicts an SRT of24 dB for all conditions!, there are still
some deviations. So far, no explanation can be given for this
result.

E. Multiple-talker noise

There are numerous papers dealing with the SRT for
speech in the presence of one or more competing talkers
~e.g., Festen and Plomp, 1990; Bronkhorst and Plomp, 1992;
Bronkhorst, 2000; Drullman and Bronkhorst, 2000; Brun-
gart, 2001; Brungartet al., 2001, 2002!. It is generally ob-
served that the SRT becomes worse as the number of com-
peting voices increases~Miller, 1947; Carhartet al., 1969;
Bronkhorst and Plomp, 1992!, eventually resulting in the
SRT for stationary speech noise. Bronkhorst and Plomp
~1992! measured the SRT for sentences masked by speech-
shaped noise modulated by the envelope derived from one,
two, four, or six interfering speakers. Observed SRTs were
29.7, 29.9, 27.2, and26.4 dB, respectively. The stimuli,
i.e., speech and fluctuating speech noise, were recorded with
a KEMAR manikin and presented monaurally to the sub-
jects. Figure 8 displays for the four conditions of Bronkhorst
and Plomp~1992! calculations of the extended SII model as
a function of the signal-to-noise ratio where it was attempted
to simulate Bronkhorst and Plomps~1992! speech-shaped
noises. It shows that at an SII value fixed at 0.35, the SRT
increases from212 dB ~for a single interfering speech
shaped noise! to 26 dB ~for six interfering speech-shaped
noises!. Although the masking noises were regenerated, since
the original masking noises of Bronkhorst and Plomp~1992!
were not available, the trend is similar to that reported in the
original study.

IV. DISCUSSION

Figure 9 displays the relationship between the observed
SRT~i.e., as measured in actual experiments! and the SRT as
predicted by the extended SII model for all conditions de-

scribed in the previous section, as well as some other condi-
tions that will be discussed below. SRTs were calculated by
taking the hearing loss fixed at 0 dB~HL! at all audiometric
frequencies, and by setting the threshold value of the SII to
0.35. Different SRTs were obtained by taking the associated
sample of the masking noise. The diagonal indicates the
points where the observed and predicted SRT are equal.
Points under the diagonal indicate an overestimation~with
respect to performance! of the predicted SRT; points above
the diagonal indicate that listeners generally perform better
than predicted by the extended SII model. All predicted SRT
values are within a few decibels of the diagonal, or even lie
on the diagonal, indicating that the model does well with the
present set of data. The extended SII model yields a substan-
tial improvement over the existing model. Since the latter is
insensitive to modulations in the masking noise, it thus pre-
dicts for practically all conditions an SRT of24.5 dB. The
most important finding of this paper is that average speech
intelligibility in fluctuating noise can be modeled by averag-
ing the amount of speech information across time.

If the data in Fig. 9 are considered in detail, some of the
results obtained with the SIM noises of Festen~1987! seem
to deviate to some degree from the diagonal. Festen~1987!
found lowest SRTs for modulation frequencies of 16 and 32
Hz. His finding is in contrast with most data from the litera-
ture that indicate maximum performance at 10 Hz~Miller
and Licklider, 1950; Licklider and Guttman, 1957; Gustafs-
son and Arlinger, 1994; Trine, 1995; Bronkhorst, 2000; Nel-
sonet al., 2003!. The difference in the position of the mini-
mum may be attributable to differences in stimulus type
~gated noise versus SIM noise! and speech materials~word
versus sentence scoring!. There appears to be a large differ-
ence in the SRT results~about 16 dB! found by de Laat and
Plomp ~1983! and Festen~1987! obtained with about the
same modulation frequencies@modulation frequency: 10 Hz;
SRT: 226 dB for de Laat and Plomp~1983!, compared to
modulation frequency: 8 Hz: SRT210 dB for Festen
~1987!#. Festen~1987! suggested that this discrepancy can be
due to the relatively broad and deep minimum in the inter-

FIG. 8. SII as a function of SNR as calculated with the extended SII model.
Filled symbols denote calculations with a stationary noise masker with the
long-term spectrum of the female target speaker. Open squares, circles, dia-
monds, and triangles denote calculations with noise derived from a single,
two, four, and six speakers speech-shaped noise. The level of the noises was
set to 65 dBA.

FIG. 9. For a number of different masking noises, the SRT~dB! predicted
with the extended SII model is plotted as a function of the observed SRT
~dB!. Conditions are denoted in short in the figure.
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rupted noise compared to that in the SIM noise~Fig. 2 from
Festen, 1987!. The SRT values, obtained with 16- and 32-Hz
SIM noise are very similar,viz., 210 dB, and are 2 to 3 dB
better than predicted by the extended SII model. As for now,
we have no explanation for this part of Festen’s~1987! data.
Increasing the modulation frequency of the SIM noise results
in gaps that are sufficiently small such that they start to fall
within the time window of the extended SII model~i.e.,
smaller than 35 ms!. This results in a decrease in perfor-
mance, and finally performance will approach that of station-
ary noise. This condition is indicated by ‘‘SIMinf.Hz’’ in Fig.
9, and is close to the diagonal. Decreasing the modulation
frequency to 8 Hz also results in a point close to the diago-
nal. However, a further decrease of the modulation frequency
to 4 Hz again results in a deviation from the diagonal. The
overestimation of the 4-Hz SIM noise may be accounted for
by the fact that with these slow modulation rates, masking of
complete words in a sentence can occur. This phenomenon
has already been observed by Miller and Licklider~1950!,
who found optimal performance around modulation rates of
10 Hz. The mere fact that complete words are masked im-
plies that the SRT procedure—where every word of the sen-
tence needs to be repeated correctly—is unsuitable for these
low modulation frequencies. Indeed, Trine~1995! shows that
in the so-called Just-to-Follow-Conversation~JFC! proce-
dure, the signal-to-noise ratio keeps on decreasing below
modulation rates of 8 Hz. In this procedure, the subject is
asked to adjust the level of speech in a fixed given noise
masker such that he or she is able to ‘‘just follow’’ the
speech. This procedure does not require the intelligibility of
individual syllables, words, or even sentences. Therefore, the
optimum performance for 8 Hz is a procedural artifact.
Hence, to validate the extended SII model for masking
noises comprising modulation rates of, say, 8 Hz and below,
procedures other than the SRT procedure of Plomp and
Mimpen ~1979! should be utilized.

A. Effect of informational masking

The extended SII model may not be able to predict SRTs
accurately in conditions where speech and masking noise
interfere at a higher level. One example of such interference
is when both target speech and masking noise are derived
from the same speaker. In that condition, the listener is con-
fused since he or she does not know which signal represents
the target and which components of the signal represents the
masker. Festen and Plomp~1990! describe a number of con-
ditions where speech is masked by a single speaker or by
multiple speakers. Indeed, performance for speech intelligi-
bility in time-reversed masking speech is better than for
forward-masking speech. This additional masking, on top of
energetic masking, is called informational masking
~Bronkhorst, 2000; Brungart, 2001; Brungartet al., 2001!:
The spoken message of real interfering speech accounts for a
rise in SRT.

In another experiment, Festen~1993! measured SRTs in
other speech-like maskers. The target speech was uttered by
a female speaker~of Plomp and Mimpen, 1979!. The inter-
fering speech consisted of comparable sentences from a male
voice ~Smoorenburg, 1992!. In the reference condition, the

interfering speech signal consisted of a concatenation of sen-
tences, with no pauses between the sentences. Five other
conditions were derived from this reference condition by first
dividing the masking speech stream into 2, 3, 6, 12, or 24
separate frequency bands that next were independently
shifted in time. One may see this masker as an addition of 2,
3, 4, 6, 12, or 24 speakers where the speech of the individual
speakers does not overlap in frequency. The result is a
masker that sounds very speech-like. The measured SRTs as
well as the SRTs calculated with the extended SII model are
displayed in Fig. 10. Different conditions are denoted as
B02, B03, B06, B12, and B24, where the number denotes the
number of frequency bands. The extended SII model appears
to overestimate the observed SRT values of all conditions by
4 to 5 dB. Although speech and noise masker were well
discernible, informational masking may have played a role,
since the maskers still resembled running speech.

In addition to these conditions, Festen~1993! generated
other maskers, where the upper 1/3 octave of each frequency
band in the 3- and 6-band speech masker was replaced by
noise of the same level as the time average of the original
masker. Maskers therefore consisted half of stationary
speech-shaped noise. The modulated part was either synchro-
nous in time ~labeled in Fig. 10 as ‘‘CB’’ for ‘‘constant
bands’’! or shifted in time~labeled in Fig. 10 as ‘‘SB’’ for
‘‘shifted bands’’!. As can be seen in Fig. 10, the extended SII
model is able to predict the SRT of all these noise conditions
~CB3, CB6, SB3, and SB6! reasonably well, probably due to
the fact that the masker is less speech-like.

In summary, when speech-like maskers are used, it is
expected that the obtained thresholds are worse than pre-
dicted by the extended SII model due to additional~i.e., in-
formational! masking.

FIG. 10. The SRT~dB! predicted with the extended SII model is plotted as
a function of the observed SRT~dB! for the noise maskers used in Festen
~1993!. Conditions are denoted by abbreviations in the figure. In conditions
B02 through B24, conditions consisted of speech fragments that were ma-
nipulated by shifting individual frequency bands of the noise masker inde-
pendently over time. In conditions CB3, CB6, SB3, and SB6, half of the
speech masker was replaced by stationary speech noise. For further details
the reader is referred to the main text.
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B. Steepness of the psychometric function

Festen and Plomp~1990! measured entire psychometric
functions for speech in stationary and fluctuating noise.
Given the larger dynamic range of fluctuating noise, one
would expect a larger range in SNR in which the speech is
audible, hence a shallower slope for the fluctuating noise
masker. Indeed, with normal-hearing subjects, at the level for
which a score of 50% is obtained, Festen and Plomp~1990!
found a slope of 21.0%/dB and 11.9%/dB for stationary
noise and fluctuating noise, respectively. The present Fig. 4,
too, shows a shallower slope for fluctuating noise. With the
extended SII model, it is possible to predict the slope of the
curve obtained with fluctuating noise from that obtained with
stationary noise. To that end, it first should be noted that for
SNRs from29 to 21 dB the psychometric curve with sta-
tionary noise in Fig. 6 of Festen and Plomp~1990! ranges
from 0% to 100%. Figure 4 shows that this SNR range cor-
responds to a range for the SII of 0.2 to 0.5. An important
observation hence is that within the range of 0.2 to 0.5 of the
SII, sentence intelligibility changes from 0% to 100%.
Within that range for the SII, both curves in Fig. 4 can be
well approximated by a linear function. The curve for sta-
tionary noise is given by

SIIS5~151SNRS!/30, ~1!

the curve for fluctuating noise is given by

SIIF5~271SNRF!/40. ~2!

Festen and Plomp~1990! describe their curves with a
logistic function

p~SNR!5
1

11e~M2SNR!/S
, ~3!

whereM is the SNR for which the probability on a correct
responsep(SNR) is equal to 0.5, andS is the steepness of
the function atp(SNR)50.5. For the stationary noise curve
in Fig. 6 of Festen and Plomp~1990!, M524.7 dB andS
51.19 dB ~corresponding to 21.0%/dB as given by Festen
and Plomp, 1990!. For the fluctuating noise curve,M5
29.7 dB andS52.10 dB~corresponding to 11.9%/dB!. The
data of Fig. 6 of Festen and Plomp~1990! are replotted in
Fig. 11, together with the two functions given by Festen and
Plomp~1990!, given as solid curves. When SIIS5SIIF , Eqs.
~1! and ~2! give the relation between SNRS and SNRF

SNRS5~2113SNRF!/4. ~4!

By insertion of Eq.~4! into Eq.~3!, the shape of the function
for fluctuating noise is obtained. This curve is plotted as a
dotted line in Fig. 11. The predicted curve for fluctuating
noise has a slope of 15.6%/dB and a value forM of 213.3
dB. The curve is about 3.8 dB to the left of the data of Festen
and Plomp~1990!, but has a slope that fits very well to the
data of Festen and Plomp~1990!, as can be seen when the
curve is shifted 3.8 dB to the right, as has been done in Fig.
11 ~dashed curve!. The slope fits their data even better than
their calculated slope of 11.9%/dB. The fact that the calcu-
lated curve does not fall on top of the data of Festen and

Plomp~1990! is due to the fact that Festen and Plomp~1990!
shifted their data to the average results.

C. Effect of absolute threshold

With the calculation of the SII, it was assumed that all
subjects had normal hearing; that is, thresholds for all fre-
quencies were taken equal to 0 dB~HL!. In real life, thresh-
olds deviate to some degree from this value, but with the
normal-hearing group it is generally assumed~ANSI S3.6-
1996, 1996! that the hearing level is equal to or less than 15
dB~HL!. Given the dynamic range of speech~30 dB! and the
presentation level of the masking noise, one can calculate the
effect of an elevated threshold. With stationary speech noise
as a masker, audibility of average conversational speech
starts to play a role only at losses of 50 dB~HL! and larger, as
can be calculated with the existing SII model. In contrast,
with fluctuating noise and interrupted noise, effects become
already noticeable at thresholds of 30 or 15 dB~HL!, respec-
tively. The effect of hearing loss on the SII is depicted in Fig.
12 for both a stationary noise masker and an interrupted
noise masker. As can be seen in this figure, elevating the
threshold from 0 to 15 dB~HL! has no effect on the SII with
stationary noise, but has a clear effect with interrupted noise.
The two curves with interrupted noise start to overlap near
an SNR of215 dB. For the calculations with the extended
SII model, little differences in prediction of the SRT in sta-
tionary noise were found by variation of the absolute thresh-
old ~HL ,50 dB!. Figure 12 nevertheless shows that with
these fluctuating noise maskers, the effect of absolute thresh-
old can be substantial, especially at lower presentation lev-
els. This could account for the large standard deviation be-
tween subjects found by SRT in fluctuating noises~de Laat
and Plomp, 1983; Festen, 1987, 1993; Festen and Plomp,
1990; Bronkhorst, 2000; Versfeld and Dreschler, 2002! com-

FIG. 11. Percentage of sentences correct as a function of signal-to-noise
ratio ~dB!, for a stationary noise masker~open symbols! and fluctuating
noise masker~filled symbols! ~replotted from Festen and Plomp, 1990!. The
two solid curves represent Festen and Plomp’s~1990! fit to the data. The
dotted curve is predicted by the extended SII model, based on the curve
given by Festen and Plomp~1990! for stationary noise. The dashed curve
~without symbols! is identical to the dotted curve, except for a shift of 3.8
dB to the right.
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pared to the small standard deviation between subjects found
by SRT in stationary noises~Plomp and Mimpen, 1979!.

D. Effect of window length

With the presentation of the extended SII model, the
signals were windowed in time and the length of the time
window was frequency dependent. The choice of the time
windows was adapted from Moore~1997! and was based on
psychophysical data. As discussed above, given these set-
tings, the extended SII model is able to predict the data well.
Within a time window, level variations of the signal are av-
eraged. Thus, the longer the time window, the more the sig-
nal is smoothed, thus the more the obtained SII will resemble
the existing SII~i.e., the SII of stationary noise!. On the other
hand, if the time windows are taken smaller, all signal varia-
tions are caught, which in the case of highly fluctuating
maskers as interrupted noise results in better SRTs than ac-
tually measured. Calculations have been performed to check
whether a single fixed window length for all frequency bands
could account for the present data set as well. The results of
these calculations show that an optimum fit was obtained
with a fixed window length of 12 ms, but that this approach
could not account for the data as well as the approach with
frequency dependent windows. Yet, it remains possible to
manipulate the lengths of the individual time windows, in
order to reach an even better fit to the data. However, the
present choice of parameters does well, and has the advan-
tage that the window lengths are derived from psychoacous-
tical measurements. In this paper, rectangular windows have
been taken, but future experiments may point to the use of
differently shaped windows, such as an exponential window.
The latter shape may be more similar to the shape of the
forward-masking function.

E. Extensions to the model

In this paper the authors purposely have tried to stay as
close as possible to the existing SII model. Extensions to the
existing SII model have been proposed, which seem to work
well for the SRT with sentences in a given number of noise
maskers. To see to what extent the model can be generalized
to other types of speech material and noise maskers, mea-
surements should be performed. Although the basic assump-
tions regarding the extensions may remain valid, it seems
plausible that, as with the existing SII model, different
speech materials require different weighting functions or
window lengths. With the present data set, an SII of 0.35
corresponded to the amount of information required to reach
the SRT. These data were obtained with normal-hearing lis-
teners. As discussed extensively by Noordhoek~2000!,
hearing-impaired subjects often require more speech infor-
mation to reach threshold, which she attributed to suprath-
reshold deficits. These deficits probably deal with a decrease
in spectral or temporal resolution. With the extended SII
model, both decreases in resolution can in principle be mod-
eled by increasing the width of the different frequency bands,
or by increasing the window length or window shape. Per-
haps more sophisticated adaptations to the SII model@such
as the temporal window model of Oxenham~Oxenham and
Moore, 1997; Oxenham and Plack, 1997!# are required. It is
left to future research to find the extent to which the model is
able to describe the data.

F. Other extensions to the SII model

Another shortcoming of the SII model is its inability to
account for synergetic and redundant interactions among the
various spectral regions of the speech spectrum~Steeneken
and Houtgast, 1999; Mu¨sch and Buus, 2001!. Due to fact that
the SII uses the long-term spectrum of speech and noise
~minimum length of 30 s; ANSI S3.5-1997, 1997!, these in-
teractions among the various frequency bands are lost. Nev-
ertheless, speech communication is remarkably robust for
normal-hearing listeners and does not have to be broadband
to be highly intelligible~Allen, 1994; Warrenet al., 1995;
Lippmann, 1996; Stickney and Assmann, 2000!. Steeneken
and Houtgast ~1999, 2002! implemented a frequency-
dependent redundancy correction factor to the STI model,
which accounts for synergetic and redundant interactions.
Since the STI is related to the SII~van Wijngaarden, 2002!, it
is in principle possible to implement this redundancy correc-
tion factor in the SII calculation method.

V. SUMMARY

The present paper describes an SII-based approach to
model SRTs ~speech reception thresholds! for sentences
masked by fluctuating noise. The basic principle of this ap-
proach is that both speech and noise signal are partitioned
into small time frames. Within each time frame the instanta-
neous SII is determined, yielding the speech information
available to the listener at that time frame. Next, the SII
values of these time frames are averaged, resulting in the SII
for that particular noise type. From the literature many SRT
values are available for a variety of noise types. In this paper,

FIG. 12. SII as a function of SNR as calculated with the extended SII
model. Filled symbols denote calculations with the absolute threshold set to
0 dB~HL!. Open symbols denote calculations with the threshold set to 15
dB~HL!. Circles and triangles indicate calculations with a stationary noise
masker and squares indicate calculations with interrupted noise masker, re-
spectively, both with the long-term spectrum of the female target speaker.
The level of the noises was set to 65 dBA.
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it is shown that this approach can give a good account for
most existing data. Hence, it forms a valuable extension to
the existing SII~ANSI S3.5-1997, 1997! model.
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Perception of pitch location within a speaker’s F0 rangea)
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Fundamental frequency~F0! is used for many purposes in speech, but its linguistic significance is
based on its relation to the speaker’s range, not its absolute value. While it may be that listeners can
gauge a specific pitch relative to a speaker’s range by recognizing it from experience, whether they
can do the same for an unfamiliar voice is an open question. The present experiment explored that
question. Twenty native speakers of English~10 male, 10 female! produced the vowel /Ä/ with a
spoken~not sung! voice quality at varying pitches within their own ranges. Listeners then judged,
without familiarization or context, where each isolated F0 lay within each speaker’s range.
Correlations were high both for the entire range~0.721! and for the range minus the extremes
~0.609!. Correlations were somewhat higher when the F0s were related to the range of all the
speakers, either separated by sex~0.830! or pooled~0.848!, but several factors discussed here may
help account for this pattern. Regardless, the present data provide strong support for the hypothesis
that listeners are able to locate an F0 reliably within a range without external context or prior
exposure to a speaker’s voice. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1841751#

PACS numbers: 43.71.An, 43.71.Bp, 43.71.Es@PFA#. Pages: 2193–2200

I. INTRODUCTION

Fundamental frequency~F0! carries information about
many different linguistic and paralinguistic aspects of the
speech signal, but it does so in a speaker-dependent way. A
pitch-accent system like that of Japanese, for example, dis-
tinguishes words on the basis of which mora bears a shift in
relative F0. However, F0 height is not specified by the lan-
guage in general; rather, what counts as high or low varies by
speaker~Leather, 1983; Moore and Jongman, 1997!. Irre-
spective of which parameters require F0 manipulation in a
given phonology, the most obvious source of difference in
pitch is speaker sex. Peterson and Barney~1952! found a
difference of approximately three-quarters of an octave be-
tween adult males and adult females in average F0s of
citation-form monosyllables across vowels, and approxi-
mately a full octave’s difference when comparing analogous
F0 measures for adult males and children. It appears, then,
that ‘‘high pitch’’ cannot be specified as a particular F0
value, because any value~if attainable! could be high for
some speakers and low for others.

How, then, do listeners gauge where within the speaker’s
range a particular pitch lies? One possibility, of course, is
that direct exposure to a voice over time allows a listener to
learn the range of pitches that a speaker can and does pro-
duce. If so, the perception of linguistic pitch targets may
become possible as a function of exposure to a speaker’s
voice. Indeed, there is evidence that familiarity with a voice
is a factor in speech perception. For example, words spoken
by familiar voices are easier to recognize~Palmeri et al.,
1993! and identify in noise~Nygaard and Pisoni, 1998!. Such
effects of familiarity in perception are not surprising given
that linguistic and sociophonetic features are intertwined

with speaker-indexical information in the speech signal
~Ladefoged and Broadbent, 1957; Felloweset al., 1997; Re-
mezet al., 1997! and in word memory~Goldinger, 1996!. It
may be that listeners perform ‘‘speaker normalization’’ in
order to strip away linguistically extraneous information
from the linguistic message, but it is at least as likely, as
recent findings suggest, that listeners use a normalization
strategy in order to disentangle invariant phonological infor-
mation and invariant speaker information from each other
without necessarily forgetting the latter~see Sheffert and
Fowler, 1995!. There may remain much that we do not yet
understand about how speaker normalization is accom-
plished by human listeners~e.g., Johnson and Mullennix,
1997!, but we should be careful not to assume that percep-
tion always entails a computational process of normalization.
Clearly, listeners successfully perceive the speech of unfa-
miliar voices—voices not stored in memory. In such cases,
no exposure-based normalization strategy is available to the
listener.

It is unclear whether previous exposure to a voice is
required for accurate pitch perception. When a sentential
context is given, listeners can estimate the location of a pitch
within a speaker’s range~Wong and Diehl, 2003!. Other
studies suggest success with contexts even shorter than a
sentence. For example, in some languages, there are utter-
ances as short as a single syllable that span a large region of
the speaking range as in the case of the falling tone of stan-
dard Mandarin, in which case exposure to a single utterance
of a single tone might, conceivably, provide enough informa-
tion about a speaker’s range to allow listeners to normalize
F0. Indeed, a study by Moore and Jongman~1997! indicates
that perception of a Mandarin tone having an F0 turning
point or change in F0 does not depend on context, thus dy-
namic F0 is presumably calibrated syllable internally. If prior
exposure to a short contour is required for the listener to
succeed at normalizing pitch, logically, the listener should

a!Portions of this work were presented at the 146th Meeting of the Acousti-
cal Society of America, Austin, Texas, November 2003.

b!Electronic mail: honorof@haskins.yale.edu
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not be able to normalize pitch correctly if presented only
with steadyF0s. It remains to be seen whether listeners can
correctly assess the location of F0 within the spoken pitch
range~tessiture! of an unfamiliar individual on the basis of
isolatednatural utterances without first having been exposed
to F0 contours within the speaker’s range.

If perception of steady F0 does not require prior expo-
sure to the speaker’s range, we must determine how the lis-
tener is able to accomplish the task. One basis for pitch lo-
cation within an F0 range might be voice quality. The
literature has produced a number of differing claims regard-
ing the nature of dependencies between voice quality~as
reflected in glottal pulse characteristics! and F0. Common
measures of glottal pulse characteristics include overall in-
tensity, the open quotient of the voice source~that is, the
relative time during which the glottis remains open during a
pitch period!, skewness of the glottal pulse, the strength of
the relationship between the amplitudes of F0 and F0*2 ~that
is, H2–H1!, etc. Swerts and Veldhuis~2001! review this lit-
erature and present the results of a highly constrained study
of their own aimed at exploring the proposal that listeners
‘‘might be able to locate an utterance in a speaker’s speech
range on the basis of voice quality~298!.’’ They conclude
that there is some evidence that the perception of F0 depends
on voice quality, but do not go so far as to explore directly
the ramifications of such a finding for perception~see also
Fant et al., 1985; Klatt and Klatt, 1990; Gobl and Nı´ Cha-
saide, 1992!. Di Paolo and Faber~1990! have reported that
voice quality~breathy versus creaky phonation as indexed by
F1–F0! can be used by listeners to distinguish tense from lax
vowels. Taken as a whole, these studies make direct assess-
ment of voice quality a possible means for the immediate
normalization of an individual speaker’s pitch without prior
exposure to a broad range of productions by the voice of the
individual. Therefore, we hypothesize that listeners should
be able to use immediately available information about voice
quality to locate where within a speaker’s range the pitch of
a vowel lies, even when presented with unfamiliar voices
and virtually no context for their judgments.

If listeners are unable to perform this task, we will have
to conclude that the perception of pitch does indeed require
contextualization or familiarization with a particular speak-
er’s pitch range. If, on the other hand, as predicted, listeners
are able to successfully identify the relative location of iso-
lated steady pitches without prior exposure to a speaker’s
voice ~and thus to a speaker’s tessiture!, we will have evi-
dence that acoustic parameters of some sort must co-vary
with F0 so as to make an immediate identification of relative
F0 possible.

II. METHODS

A. Materials

1. Speakers

Twenty native speakers of North American English~10
men, 10 women! participated in the production phase of the
experiment. Ages ranged from 20 to 78. Each speaker passed
a prescreening administered by questionnaire. The answers
of those who participated in the production phase of the ex-

periment indicated that they had neither training nor experi-
ence as a vocal soloist, that they were nonsmokers~for at
least the preceding five years!, that they were in good vocal
health ~including the absence of symptoms of congestion,
coughing, post-nasal drip, or fatigue on the day of the test!,
that they were not prone to severe or chronic respiratory
allergies, and that they had never received the diagnosis of a
communication disorder, vocal-fold pathology, or neuromo-
tor impairment. Furthermore, on the day of the test, all 20
speakers passed manual binaural audiometric screening via a
Beltone 110 in a sound-attenuated chamber. The audiometric
tests demonstrated hearing-threshold levels at audiometric
~pulsed! frequencies between 0.125 and 1 kHz at 25 dB or
lower—well below the average amplitude of conversational
speech.

2. Stimulus generation

In order to determine which F0s we should attempt to
elicit from a given speaker and in order to allow us, at a later
date, to calculate where those F0s lay within speaker-specific
voice ranges, we elicited spoken tessitures~vocal ranges!
from each speaker. In a double-isolated sound booth, the
speaker was instructed to speak, not sing~Titze, 1995!, /Ä/
glissandos as though they were saying the words at a con-
versational ‘‘loudness’’ to the experimenter, who was seated
in the booth approximately one meter away from the speaker.
The speaker spoke an /Ä/ by beginning at a comfortable~self-
determined! habitual pitch~see Fairbanks, 1960!, then in-
creasing fundamental frequency continuously until modal
phonation could no longer be sustained. Multiple rising glis-
sandos of this type were elicited from each speaker until the
experimenter was satisfied that he had recorded one
smoothly rising, nonsung glissando that included the extreme
high end of the speaker’s range. Next, a set of falling /Ä/
glissandos was elicited in a similar manner beginning at a
speaker-specific habitual pitch and falling until the speaker
was no longer able to sustain phonation at the low end of the
range. The number of attempts was typically three but varied
from two to eight. During elicitation of spoken glissandos,
the speaker was asked to begin again if he or she sensed, or
the experimenter judged, that the voice had taken on a sung
quality or if the audio signal was clipped or if a vowel token
was produced noticeably more quietly than other tokens.

Speaker-specific ranges were calculated from these glis-
sandos using autocorrelation in Praat v4.1~range545–900
Hz; 15 maximum candidates!, in particular, to provide infor-
mation about the high end of the tessiture. Autocorrelation
was supplemented by interactive measurement of the recip-
rocal of the arithmetic mean of three successive pitch peri-
ods. The floor of the spoken tessiture was defined as the
basal pitch, specifically, the frequency at which periodic F0
was no longer analyzable by autocorrelation or, in dubious
cases, identified by direct measurement of three pitch peri-
ods. The ceiling of the spoken tessiture was defined as the
frequency of the first falsetto break extracted from the rising
glissando during which nonfalsetto voice quality was sus-
tained at the highest frequency. In clinical practice, falsetto is
often included in a normative voice range profile~VRP, also
called the ‘‘F02SPLmin voice profile,’’ ‘‘F0 /SPL profile,’’
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‘‘voice field,’’ ‘‘voice area,’’ or ‘‘phonetogram’’! in an at-
tempt to assess voice disorders~especially of singers!, in
which case the falsetto break is often seen as a small notch in
intensity ~,5 dB! on the loud side of the~normally! oval
shape of the profile~Schutte and Seidner, 1983; Heylen
et al., 2002!. Although falsetto may be used in speech, not
just in singing, we excluded falsetto from our speaker-
specific ranges in order to increase the difficulty of the rank-
ing task for the listeners~see later!. Because we were not
interested in the margins of the F0 range, no effort was made
to control for variations in extrema within speakers as a func-
tion of time of day~see Gelfer, 1989!, beyond the collection
of multiple ranges from each speaker.

Once speaker-specific ranges had been established, each
speaker was asked to sustain a spoken /Ä/ on at least eight
distinct notes spaced roughly evenly within his or her non-
falsetto spoken F0 range. The instruction to speak rather than
sing /Ä/ was met with surprisingly little resistance, perhaps
because nonsingers had been recruited by design, some of
whom having expressed relief that they were not expected to
sing. As was the case with the glissandos, occasional lapses
into a sung voice quality also occurred in the production of
steady tones, and sung tokens were replaced. In order to help
these nonsingers space notes out within their own ranges,
they were provided with sinusoidal audio stimuli. Specifi-
cally, they heard four 300 ms pure tones per octave~notes c,
e, g, and a from 49 to 524 Hz! in which a linear ramp func-
tion was applied to the amplitude over the first 100 ms and
over the last 100 ms. The experimenters selected at least
eight such auditory stimuli within the speaker’s tessiture and
presented them over a harman/kardon multimedia speaker
system with adjustable output levels. Output was always well
above measured auditory threshold levels for the speaker.
The talker was asked to respond to each stimulus by attempt-
ing to match the pitch of the tone while speaking /Ä/ at a
conversational ‘‘loudness.’’ In order to help the speaker fur-
ther, we used a Kay Visipitch II running in DOS to provide
real-time visual feedback on success of pitch-matching. The
participant saw a trace of his or her own pitch along with
horizontal guide lines placed at 10 Hz above and 10 Hz
below the target pitch. Speakers were asked to hold each
tone for four to five seconds, then to inspire~to encourage
resetting of the glottis! and to produce at least another two
vowels, also separated by a breath. Vowels so produced were
also digitized as 44.1 kHz, 16-bit NSP sound files using a
near-measurement-quality microphone~Earthworks QTC1!
routed to the Visipitch via a hardware high-pass filter~Fo-
cusrite ISA220, cutoff530 Hz, 18 dB/octave rolloff! under
speaker-independent input gain. We excluded tokens with
noticeable F0 or intensity excursions, as seen in acoustic
analysis displays. For each speaker, the eight tokens that
were best spread out throughout the speaker’s range were
then selected. For each item selected, the first 500 ms con-
taining no noticeable F0 or intensity excursions were ex-
tracted from the longer vowel. A linear amplitude ramp was
applied to the first and last 100 ms of this extracted segment.

B. Listeners

Twelve native speakers of North American English~6
men, 6 women! participated in the listening task. Ages
ranged from 20 to 58. Each listener was asked to respond to
a prescreening questionnaire. Answers indicated that none
had ever been diagnosed with a communication disorder.
Furthermore, on the day of the test, all 12 listeners passed a
manual binaural audiometric screening via a Beltone 110 in a
sound-attenuated chamber. The audiometric tests demon-
strated hearing threshold levels at audiometric~pulsed! fre-
quencies between 0.125 and 1 kHz at 30 dB or lower, well
below the lowest amplitude present in the stimulus materials.

C. Procedures

For each stimulus we had recorded, we calculated the
achieved F0—not the target F0—as a percentage of the cor-
responding speaker-specific nonfalsetto tessiture using the
formula in Eq. ~1!, where F0ratio is the percentage of the
individual speaker’s tessiture with which we aimed to corre-
late listener rankings, F0ach is the fundamental frequency lo-
cation actually achieved by the speaker,Tbase is the lowest
sustainable F0 within the speaker’s spoken tessiture, and
Trange is the tessiture itself.

F0ratio5
F0ach2Tbase

Trange•0.01
. ~1!

Tessitures were based on spoken glissandos, not steady
F0s, but highest speakable steady F0s and the top end of the
nonfalsetto spoken glissando ranges differed slightly, as re-
ported elsewhere~Reich et al., 1990, but see Zraicket al.,
2000!. Therefore, for two female speakers, the highest F0
values lay above the speaker’s tessiture, 3% and 14% above
for one speaker, and 5% above for the other. Half of the
lowest male tokens and half of the lowest female tokens,
though they fell within the tessiture, were produced with
highly periodic glottal fry. Two instances of the second low-
est tones~one male, one female! were also produced with fry.
Tessitures for each speaker appear coded by sex in Fig. 1.

Listeners were warned that they would be hearing the
voices of different speakers using different parts of their
speaking ranges, and asked to identify where within the
speaker’s range each token fell. The list of stimuli, consisting
of one token of each of eight F0s collected from each
speaker~83205160 stimuli!, was randomized across speak-
ers and tokens separately for each listener and presented di-
otically one at a time over headphones. Stimuli were pre-
sented at a comfortable output level set by the experimenter
and kept constant across listeners. Responses were solicited
via a custom MATLAB graphical user interface~GUI! on a
flat-panel display. The GUI window accepted input via click-
able buttons numbered sequentially and arranged vertically,
with the word ‘‘high’’ at the top and ‘‘low’’ at the bottom.
Listeners used these buttons to indicate the location of an /Ä/
token within a speaker’s pitch range on a nine-point scale
numbered ‘‘1’’~‘‘just about as low as they could go’’! to ‘‘9’’
~‘‘just about as high as they could go’’!. A nine-point scale
was used so that the eight F0 levels would not be underrep-
resented. Listeners were instructed to choose ‘‘5’’ if they
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thought the pitch was ‘‘just normal,’’ but listeners were told
that they would probably need to use all the numbers equally
often. They were able to press a ‘‘repeat’’ button to hear a
stimulus again, but they were discouraged from listening
more than twice. They were also allowed to rest at any point
if they wished.

After the task had been completed, listeners were de-
briefed regarding the perceived difficulty of the task and
strategies they believed they had employed. Additionally, all
were asked to confirm that they had correctly understood the
instruction to indicate where each token lay within its
speaker-specific range. All of them did so.

III. RESULTS

A. Correlations by speaker tessitures

A linear regression was run on two variables, with as-
signedranking of individual tokens~12 listeners! as the de-
pendent variable and, as the independent variable, F0loca-
tion of the same tokens~calculated as a percentage of the
relevant speaker-specific tessiture based on a log base 10
transformation of the high and low F0s from the glissandos!.
In the scatterplot given as Fig. 2, a relatively dense cluster~a
binned range of values! of individual tokens appears as a
collection of densely petalled ‘‘sunflowers’’ surrounding a
regression line. Correlations were calculated for each listener
separately. In all casesr was positive, ranging from 0.587 to
0.789, andp,0.001. In order to render the variance more
independent of the population, Fisher’sz transformation was
applied to eachr ~Fisher, 1915!. The mean of the resultingz
values was calculated and that mean inverted into anr; this
value was 0.721 and indicates a relationship between as-
signed rankings and location of the tones within speaker-
specific tessitures.

B. Correlations by speaker tessitures, extrema
excluded

In order to exclude the possibility that the correlation
reported above was skewed by listener reliance on unusual
voice qualities located at range extrema, we ran a further
linear regression between assigned rankings from the middle
six F0s for each speaker and actual locations of the middle
six F0s within speaker-specific tessitures. That is, the high
and low F0s for each talker were excluded. Half of these low
values were judged by the experimenters to have a creaky
voice quality. ~Two other tokens that were second lowest
were judged to have a creaky quality.! Here also, the scatter-
plot ~see Fig. 3! suggests a linear relationship between rank-
ing and location, and allr values were positive and signifi-
cant (p,0.001); they ranged from 0.463 to 0.716. The
inverse Fisher meanz ~calculated as above! was 0.609,
which indicates a direct relationship between the variables,
though it suggests a weaker relationship than reported above
for all eight F0s per speaker. However, a reduction in the
strength of the correlation does not necessarily indicate that
information around the center of each speaker’s range was
not sufficient for the listener. We return to this point in the
Discussion.

C. Correlations by generic ranges

To test for the possibility that listeners were actually
locating F0 relative to F0 ranges heard elsewhere~and per-
haps separately for the two sexes!, two further analyses were
performed. One assumed that listeners would be able to de-
termine for each stimulus whether a male or a female had
uttered the vowel. Listeners are good at doing this based on
sentence-length stretches of speech~Lasset al., 1978!, and
on short segments of speech~Ingemann, 1968!. It is also

FIG. 1. Line chart of tessitures by speaker with high and low values con-
nected. The chart is arranged from lowest falsetto break~left! to highest
~right!. Male falsetto breaks cluster toward the low end and gradually rise
toward the female falsetto breaks with little overlap. Sex-based differences
in the location of the low end of the tessiture are less striking. There, ranges
bottom out in the high 20s and low 30s for the lowest voices in both sexes,
though the 3 highest points are female~594, 563, 581, and 563 Hz! and are
measured at over 150 Hz higher than the highest male low end.

FIG. 2. Sunflower scatterplot with regression line between rankings as-
signed by 12 listeners and log base 10 transformed locations of eight spoken
F0s per speaker~20 speakers!. Locations are reported as a percentage of
speaker-specific spoken F0 ranges. Vowel: /Ä/. A direct linear relationship is
apparent. Each sunflower represents one or more cases that occur very close
together on the scatterplot, with each case represented as a sunflower petal.
Each sunflower is positioned at the mean of the cluster of cases that it
represents. Each dimension of the sunflower cell is 1/15 of the appropriate
range.
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possible to reliably distinguish sex on the basis of the acous-
tics of vowel segments alone~Childers and Wu, 1991!. All of
these studies use central F0 values, so it is not clear whether
the current listeners would be able to make this distinction
throughout the range. Nonetheless, it seemed reasonable to
assume that such a distinction might be of perceptual value,
so a correlation was calculated as before but using the male
or female extreme values as the definition of the range rather
than the individual speaker’s extremes.

The pattern of correlations is very similar to that found
before, so no figure is given. The correlations for the sex-
linked estimates were all positive and significant (p
,0.001), ranging from 0.611 to 0.901, and the inverse
Fisher meanz was again positive~0.830, p,0.001). The
magnitude of the correlation was somewhat larger than that
for the individual tessitures.

A final analysis used the overall extreme values~low
from the lowest male, high from the highest female! as de-
fining the global ‘‘tessiture.’’ The correlation coefficients for
the global, non-sex-linked range were also positive and sig-
nificant (p,0.001), ranging from 0.611 to 0.934, with an
inverse Fisher meanz of 0.848. These correlations are simi-
lar to those found in van Bezooyen~1984! for mean F0 and
the perceived pitch level of her natural speech stimuli~ex-
pressing nine emotions plus a neutral reading!.

D. Comparison of the two types of ranges

In order to assess the fit between the estimate of the
location within range and the ranges based on individual and
group tessitures, we have plotted the eight sustained F0s col-
lected from each speaker, superimposing speaker-specific up-
per and lower tessiture boundaries elicited from spoken glis-
sandos, plotting data according to the value of the bottom of
the tessiture~Fig. 4!. Colors in the figure represent a continu-
ous gradation based on averaged listener rankings. The figure

allows some comparison of success with the two types of
range. Speaker-specific patterns of color updrift across the
figure are balanced by global patterns seen in the relative
stability of the mid-range bands of color across speakers.

Colored dots tend to expand to fill the tessitures whose
boundaries are demarcated by black lines, though there are
notable gaps between the lowest or highest F0 attained and
the limit of the speaker-specific tessiture. That is, there are
steady F0s that were produced and excluded either because
eight values had already been obtained from that speaker or
because no acceptable token was obtained by our elicitation
technique. Those gaps are seen especially, on the low end, in
the productions of speakers 6 and 8 among the males and 4,
11, 12, and 17 among the females, and on the high end, in the
productions of speakers 2, 3, 6, 9, 18, and 20 among the
males and 15 and 16 among the females. The lack of a dark
blue dot for the lowest production of speakers 7, 9, 13, and
15 is more consistent with a global interpretation of F0 range
fitting, since these attained F0s were close enough to the
lower limit of the tessitures that listeners ought to have been
able to assign them a ranking of 1 if they were able to locate
F0 within individual ranges. Here, just as the correlation
analyses show, there is evidence for both specific and general
patterns.

IV. DISCUSSION

Significant positive correlations obtain between the as-
signed ranking and the actual location of tones within indi-
vidually defined tessitures. However, similar correlations
were also found when the F0s were scaled to the ranges of
the speakers as a group. Since there was sizable overlap
among the F0 ranges of our current talkers, it was not pos-
sible to distinguish which factor was more important.

One possible objection to the analysis might be that lis-
teners were biased by the inclusion of extrema in the random
presentation of F0s. Therefore, in order to rule out the pos-
sibility that ranking of F0 extrema was accurate but ranking
of more central F0 values inaccurate, linear regressions on
individually defined tessitures were rerun with the top and
bottom F0 for each speaker excluded. This test produced
slightly lower correlation coefficients~inverse Fisher meanz
of 0.609, down from 0.721!, but, crucially, the correlation
was still positive and significant atp,0.001, even thoughn
was 25% smaller. This test confirms the finding that listeners’
successful ranking of pitch did not depend upon identifying
peculiarities associated with the extreme high or low F0 val-
ues for each speaker.

The fact that listeners are able to locate within a tessiture
steady, isolated pitches produced by unfamiliar voices im-
plies some degree of speaker normalization. Although the
present results strongly support our hypothesis that parsing
of the F0 location does not require context or familiarization,
they do not allow us to distinguish between possible models
of F0 normalization. Listeners might build models of indi-
vidual speakers or they might fit individual pitch ranges to
previously built prototypes of possible vocal ranges. It is
known that factors extrinsic to the signal are implicated in
normalization-factors such as the overall formant range
~Ladefoged and Broadbent, 1957! or the acoustics of inspi-

FIG. 3. Sunflower scatterplot with regression line between rankings as-
signed by 12 listeners and log base 10 transformed locations of six spoken
tones per speaker~20 speakers! with locations reported as a percentage of
speaker-specific spoken F0 ranges. The single highest and lowest tone for
each speaker have been excluded from the regression, along with corre-
sponding rankings. Vowel: /Ä/. A direct linear relationship is apparent. Plot-
ting dimensions are as in Fig. 2.
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ration, for example~Whalen and Sheffert, 1997!. If signal-
extrinsic aspects of speech are used in speaker normalization,
it stands to reason that signal-intrinsic aspects of speech
might also be used as listeners familiarize themselves with
the voices of individual vocal tracts or vocal tract types.
Voice quality is one such a signal-intrinsic feature.

Extremely low F0 within a speaker’s range is often as-
sociated with a glottal fry or creaky voice~Ladefoged, 1971;
Laver, 1980!. Similarly, breathy voice tends to occur with
low F0s ~Fairbanks, 1960!. Thus it may be that creak and
breathiness indicate to the listener that the lower portion of
the tessiture is being used. At the high end, the mode of
vibration of the vocal folds changes dramatically between
modal and falsetto voice~Hollien et al., 1971; Laver, 1980!.
Minimally, therefore, it is likely that listeners can use infor-
mation about voice quality directly to gauge the location of a
steady pitch at the very least at the top and bottom of a
speaker-specific range. However, in the present study, listen-
ers appeared to base their rankings on signal-intrinsic~per-
haps voice quality! information at or near the extrema as
well as throughout the tessitures.

The proposal that listeners rely at least somewhat on
voice quality as they locate pitch within a speaker-specific
range does not lead naturally to a relational theory of F0
normalization in which pitch is located relative to other
pitches via a Fraction-of-Range comparison orZ-Score-
around-Mean comparison~e.g., Rose, 1987!. In fact, one
finding in the present investigation suggests the possibility of

a more direct route to F0 normalization: Listeners performed
well throughout a speaker’s range, even though F0s were
presented randomly. If listeners use information on voice
quality intrinsic to the signal to aid in predicting pitch loca-
tion within the range, no model of speakers is needed, per-
sonal or generic. If listeners parse voice quality information
and relate F0 information to it, normalization may follow a
more direct route. The present findings do not argue conclu-
sively in favor of voice quality as the basis of parsing, but
they show clearly that listeners need not depend on sampling
the F0s of a speaker before making range judgments. The
slight improvement in the correlations when the F0s were
coded for the full range of F0s in the experiment suggests
that listeners might be calibrating their responses to their
experience with typical F0 ranges that they have heard
throughout their lives, with or without reference to the intri-
cacies of voice quality changes at different parts of the F0
range. Since our speakers seem to be typical in this regard,
such a strategy seems to be a reasonable one. Further tests, in
which speakers with less overlapping ranges are selected~if
this is possible!, would be necessary to sort this out.

In addition to voice quality, there are many sources of
information about pitch range available to listeners. However
listeners use that information, we can be fairly certain that
they do not perform normalization simply by linking speaker
pitch location to the perceived size of the speaker. While it
appears that vocal tract length in humans depends on skull
size, and while it has been shown that vocal tract length, in

FIG. 4. Color-scaled mean rankings~12 listeners! plotted for each of eight sustained frequencies produced by each of 20 speakers. Data are ordered by bottom
of glissando-based tessiture. The sex of the speaker is given below the speaker number.
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turn, directly affects the averaged distance between succes-
sive formant frequencies when the cross-sectional area is
held constant~Fant, 1960; Fitch, 1997!, neither average nor
basal pitch~e.g., Cooper and Yanagihara, 1971! correlates
directly with adult human vocal tract size. The perhaps com-
mon but false supposition of a body size-pitch connection
may follow from our more generally correct intuition that
large objects resonate at low frequencies, combined with a
casual confusion between source and filter properties. In-
deed, certain species of birds and mammals ‘‘falsely adver-
tise’’ their body size with disproportionately low calls pro-
duced primarily by enlarging the vocal tract~Fitch, 1999;
Fitch and Reby, 2001!, but actual correlations between body
size and the length and mass of the vocal folds have been
found to be small in adult humans~e.g., Lass and Brown,
1978; Künzel, 1989! and in other vertebrates more generally
~see Fitch, 1997 for a review!. In fact, the larynx develops
independently of the head and body, and is even hypertro-
phied in post-pubescent human males~Hollien, 1960!. It
seems that there is no direct link between larynx size~and
thus average or basal F0! and vocal tract length or body size,
so pitch normalization cannot proceed from ‘‘on-line’’
~probabilistic! estimation of vocal tract length.

Although F0 does not directly correlate with vocal tract
length ~or formant distance!, a speaker’s sex can be deter-
mined reliably from either long~Lasset al., 1978! or short
~Ingemann, 1968! segments of typical speech, and automatic
techniques are similarly successful with just vowels
~Childers and Wu, 1991!. It would appear that information
regarding speaker sex may be present in what we might gen-
erally refer to as source or hybrid source-filter properties. It
has been claimed, for example, that information about sex is
available to the listener in the absolute value in Hz of some
aspect of F0, usually mean or median F0. Peterson and Bar-
ney ~1952! report male/female differences of around 100 Hz,
as does van Bezooyen~1984!. Indeed, Bachorowski and
Owren ~1999! found that sex was classified correctly 92.4%
of the time by discriminant analysis on the basis of formant
frequency cues to vocal tract length for 2500 tokens of one
vowel produced by 125 subjects. The success of a multivari-
ate statistical technique in classifying speaker sex on the ba-
sis of vocal tract length cues alone does not necessarily mean
that listeners judge speaker sex in the same way, or that
listeners use judgments of speaker sex to normalize pitch at a
gross level, but the possibility remains. It has also been
claimed that information about sex may be available in spec-
tral tilt. For example, Hanson and Chuang~1999! found the
ratio of the amplitude of H1 to that of F3 to be 9.6 dB lower
for male than for female speakers, with lower mean values
and less variation between male speakers for F1 bandwidth,
open quotient, and other measures. However, it is not known
whether information about speaker sex is available to the
listener in short segments throughout the tessiture. It may be
that F0s at the high or low end can be misleading about the
sex of the talker, with low values perhaps sounding more
typically male and high values, female. This question will be
addressed in future research. For now, it is reasonable to
assume that the sex of the speaker for at least some of the
stimuli could have been perceived in this experiment.

Given the listener’s potential for identifying the sex of
the speaker, we might anticipate the following interpretation
of our results, namely that listeners rank F0s based on stored
templates representing population tessitures for adult male
and adult female speakers, respectively. Indeed, correlations
based on F0 locations within sex-based population ranges
were almost as high as those based on global~sex-
independent! ranges. Figure 4 shows evidence for both spe-
cific and global trends. If listeners were simply fitting judg-
ments to absolute high- or low-frequency values, the colors
of the dots would be expected to appear in straight horizontal
bands uniformly throughout the chart; they do not, especially
at the high and low ends. Yellow and near-yellow bands in
the mid-tessiture range do cluster roughly in the 125–225 Hz
range, but so do tessiture midpoints. In other words, where
the yellow bands seem too high or too low relative to steady
F0s produced by a speaker, they tend to fall roughly on cen-
ter relative to speaker-specific tessitures. Furthermore, if lis-
teners were simply fitting judgments to male and female
~adult! population tessitures, the colors would be expected to
band within sex, but plotting them this way~not shown di-
rectly! does not reveal any clear difference. In most cases
where the lowest F0 within a speaker-specific tessiture does
not receive a blue ranking or the highest F0, a red ranking, it
is because of gaps in the stimuli. That is, there are steady F0s
that, in an ideal world, could have been produced, but were
not produced by some of our speakers. Major gaps appear on
the low end for speakers 6 and 8 among the males and 4, 11,
12, and 17 among the females, and, on the high end, for
speakers 2, 3, 6, 9, 18, and 20 among the males and 15 and
16 among the females. If the reader imagines dark blue and
dark red dots in these spaces, respectively, a sex-independent
pattern is enhanced. The dark dots simply follow tessiture
boundary marks; they do not form bands of a single color
family across all speakers of a particular sex. The lack of
very high rankings may also be due to our intentional exclu-
sion of falsetto from the stimuli. To the extent that falsetto is
part of the speech range, listeners would be correct in not
assigning a score of 9 to the highest F0s presented.

Where the F0 literature contains multiple studies of
mean or median fundamental frequency as noted above, we
focused on the entire range, and found a considerable overlap
in tessiture between male and female speakers both in range
and location of range. The overlap is especially apparent at
the low end, where there is very little in the way of a con-
sistent sex-based F0 difference in the glissando base. What
we do see are more gaps for the females, who seem to have
had a difficult time sustaining low F0s to which they can
indeed glide down in a spoken voice register. At the high
end, the highest glissando breaks are achieved by the fe-
males, and there is less overlap between sexes. There is some
overlap, however, but it is again accompanied by~comple-
mentary! high-end gaps in sustained-but-possible F0s by the
males. Had listeners here relied on a first-pass discrimination
of sex to provide two templates for comparison, they would
have misranked far more of these tokens. This pattern is
consistent with the evidence for the use of both individual
and global ranges.

Whether or not voice quality alone routinely provides
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listeners with sufficient information for F0 normalization, it
is clear that listeners are sensitive to the location of pitch
within a speaker’s range, even for isolated utterances. It will
take further experimentation to isolate the features that lis-
teners are sensitive to and to explain why listeners are good
but not perfect at the task. For example, it would prove use-
ful to test whether varying synthetic voice quality across a
range of F0s confounds the listeners’ attempts to track F0
values. Another avenue of research suggested by the present
study would involve a replication in which the experimenters
selected speakers with tessitures located high and low in ab-
solute frequency and with less overlap than seen among the
present speakers, if such speakers can be found.
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Perception of aperiodicity in pathological voice
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Although jitter, shimmer, and noise acoustically characterize all voice signals, their perceptual
importance in naturally produced pathological voices has not been established psychoacoustically.
To determine the role of these attributes in the perception of vocal quality, listeners were asked to
adjust levels of jitter, shimmer, and the noise-to-signal ratio in a speech synthesizer, so that synthetic
voices matched naturally produced tokens. Results showed that, although listeners agreed well in
their judgments of the noise-to-signal ratio, they did not agree with one another in their chosen
settings for jitter and shimmer. Noise-dependent differences in listeners’ ability to detect changes in
amounts of jitter and shimmer implicate both listener insensitivity and inability to isolate jitter and
shimmer as separate dimensions in the overall pattern of aperiodicity in a voice as causes of this
poor agreement. These results suggest that jitter and shimmer are not useful as independent indices
of perceived vocal quality, apart from their acoustic contributions to the overall pattern of spectrally
shaped noise in a voice. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1858351#

PACS numbers: 43.71.Bp, 43.71.Gv@PFA# Pages: 2201–2211

I. INTRODUCTION

Jitter, shimmer, and noise-to-signal ratios~NSRs! are the
cornerstones of acoustic measurement of voice signals, and
are often regarded as indices of the perceived quality of both
normal and pathological voices. In general, applications of
acoustic measures to assess vocal quality derive their validity
from the relevance of specific acoustic properties of the sig-
nal to auditory perceptions of voice. Researchers typically
use correlation or regression techniques to demonstrate the
extent to which such measures explain or predict listeners’
scalar quality judgments. However, observed associations
between acoustic and perceptual measures have varied con-
siderably across studies. For example, correlations between
measures of jitter and ratings of both breathiness and rough-
ness have ranged from 0 to about 0.7~for review see
Heiberger and Horii, 1982; Kreiman and Gerratt, 2000!.
Multidimensional scaling studies~which examine the per-
ceptual dimensions that underlie perceived vocal similarity!
have also provided inconsistent results with respect to the
role that jitter, shimmer, and the NSR play in determining
quality ~Kreiman et al., 1990; Kreiman and Gerratt, 1996!.
Such variability in results has undermined confidence in both
the acoustic measures and their perceptual interpretation.

Although hundreds of studies describing, evaluating,
and applying measures of noise and acoustic signal perturba-
tion have been published~Buder, 2000!, the perceptual sa-
lience of these attributes remains poorly understood. A dis-
crepancy exists between the results of early synthesis studies
and findings from later investigations examining this associa-
tion in naturally produced voices~Heiberger and Horii,
1982!. Synthesis studies~Wendahl, 1963, 1966a, b; Coleman
and Wendahl, 1967! used sawtooth waves with added jitter
~61–50 Hz around a meanf 0 of 100 or 200 Hz! or shimmer

~alternate periods reduced in amplitude by 1–6 dB!. Near-
perfect correlations were observed between the amount of
jitter or shimmer and judgments of relative roughness for
these nonspeech stimuli. More recently, Hillenbrand~1988!
used synthetic vowels to examine the univariate relationships
between jitter, shimmer, and noise and ratings of breathiness
and roughness. He reported that roughness ratings increased
with levels of jitter and shimmer up to about 2% jitter and
2-dB shimmer, after which increasing jitter and shimmer lev-
els did not increase perceived roughness. Similarly, as the
NSR increased, so did breathiness ratings.

Several limitations are inherent in these synthesis stud-
ies. The synthesis techniques employed in the earliest studies
~Wendahl, 1963, 1966a, b! did not include vocal-tract filter-
ing, and used a highly unnatural sawtooth source along with
levels of jitter and shimmer~up to 650%! that greatly ex-
ceed those usually associated with the human voice~e.g.,
Andrianopouloset al., 2001; Munozet al., 2003!. Stimuli
lacked pitch contours or formant structure, and varied in only
one acoustic dimension at a time. Further, a relatively small
number of stimuli differed in relatively large acoustic steps,
making it easy for listeners to perform the paired comparison
task reliably ~Heiberger and Horii, 1982!. These factors
could account for the high correlations with perceived vocal
roughness, and limit the extent to which early studies explain
how listeners hear naturally produced voice signals.~Hillen-
brand, 1988, also commented that his stimuli sounded some-
what unnatural.! Further, previous studies assessing the role
of noise and perturbation in determining voice quality have
always assessed quality in terms of specific scales like
breathiness, roughness, or hoarseness. However, the reliabil-
ity of such scales has been repeatedly questioned, and their
validity as measures of quality is also questionable~e.g.,
Jensen, 1965; Kreiman, Gerratt, and Berke 1994; see
Kreimanet al., 2005, for review!.

A final limitation of previous synthesis studies is the fact
a!Electronic mail: jkreiman@ucla.edu
b!Electronic mail: bgerratt@ucla.edu
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that jitter, shimmer, and noise have been manipulated inde-
pendently of one another, and the perceptual interactions
among these three variables have not been investigated.
Acoustically, these attributes are obviously related. For ex-
ample, adding aspiration noise to a signal adds jitter and
shimmer; adding jitter also adds shimmer as changes in pe-
riod length move harmonics toward and away from vocal-
tract resonances; and adding jitter and shimmer produces
measurable changes in the NSR~Hillenbrand, 1987!. Natu-
rally produced voice signals include all these attributes, and
separating them analytically has proven difficult~Hillen-
brand, 1987; Fukazawaet al., 1988; de Krom, 1993; Titze,
1995; Michaeliset al., 1997; Murphy, 1999!.

In contrast to synthesis studies, correlational investiga-
tions of jitter, shimmer, and noise perception in naturally
produced voices have produced highly variable results.
Many low or nonsignificant correlations have been reported
~e.g., Martinet al., 1995; de Krom, 1995; Deal and Emanuel,
1978; Proseket al., 1987!. However, correlational ap-
proaches are of limited use in resolving the issues surround-
ing the perceptual importance of vocal aperiodicity, because
they cannot provide evidence about cause and effect. Lack of
information about how~or whether! an acoustic variable
evokes perception of a particular vocal quality leaves re-
searchers and clinicians to make assumptions without evi-
dence about the validity and utility of such measures. For
example, it is impossible to determine if statistically signifi-
cant changes in some parameter are actually perceptually
meaningful or not in the absence of a demonstrated cause
and effect relationship between an acoustic variable and a
perceptual outcome.

In this study, we used a method of adjustment task to
examine the perceptual significance of jitter, shimmer, and
the NSR. Listeners were asked to manipulate jitter, shimmer,
and NSR levels in high-quality synthetic voice stimuli, until
the synthetic voices matched naturally produced target
voices. This approach avoids the use of verbal rating scales,
because listeners compare the stimuli directly in terms of
their overall similarity. Further, in the method of adjustment
task, subjects manipulate acoustic variables directly, so the
association between signal and percept need not be inferred
from correlation. Finally, in this task the perceptual impor-
tance of acoustic variables is evaluated in the same complex,
multidimensional context in which the variables naturally oc-
cur. In particular, this study examined the perceptual interac-
tions of jitter and shimmer with noise. A previous study
~Gerratt and Kreiman, 2001! found good agreement among
listeners for the NSR. It is possible that, because noise com-
prises jitter and shimmer acoustically, listeners agree about
overall levels of noise, but not about the levels of jitter and
shimmer present in a voice. On the other hand, if measures
of jitter and shimmer are valid indices of perceived vocal
quality, then listeners should agree well in the levels of these
variables they select in the method of adjustment task.

II. EXPERIMENT 1

A. Rationale

To examine the contributions of jitter, shimmer, and
noise to voice quality, listeners in this experiment were asked

to adjust the levels of jitter, shimmer, and/or noise present in
a synthetic stimulus until that stimulus matched a naturally
produced voice sample as closely as possible. We then ex-
amined the extent to which listeners agreed about how much
of each variable was necessary for the synthetic and natural
voice samples to sound the same, consistent with the ANSI
definition of sound quality as ‘‘that attribute of auditory sen-
sation in terms of which a listener can judge that two sounds
similarly presented and having the same loudness and pitch
are dissimilar’’ ~ANSI Standard S1.1.12.9, p. 45, 1960!. If
jitter, shimmer, and noise contribute independently to the
perceived quality of a voice, then listeners should agree well
in the values they choose when making their adjustments.

B. Method

1. Voice samples

The voices of 20 speakers with voice disorders~10
males and 10 females! were selected from a large library of
samples recorded under identical conditions as part of a
clinical voice evaluation. Selection was random except that
samples with period doubling or biphonation were excluded
because jitter and shimmer are undefined for such signals
~e.g., Titze, 1995!. Speakers ranged in age from 22 to 78
years~mean549.8 years; sd517.2 years! and represented a
variety of primary diagnoses, including mass lesions of the
vocal folds ~7!, glottal incompetence~6!, chronic laryngitis
~4!, adductory spasmodic dysphonia~2!, and Parkinson dis-
ease~1!. Severity of vocal deviation was rated by consensus
vote of the authors. Ratings ranged from 2–5 on a 5-point
scale ~where 15normal quality!, and averaged 3.55~sd
50.97!.

During the voice evaluation, speakers sustained the
vowel /a/ as steadily as possible. Voice signals were trans-
duced with a 1-in. Bruel & Kjaer condenser microphone held
a constant 5 cm off axis. They were then low-pass filtered at
8 kHz and directly digitized at 20 kHz. A 1-s segment was
excerpted from the middle of these productions, antialias fil-
tered, and downsampled to 10 kHz for further analysis.

2. Analysis and synthesis methods

Analysis techniques have been described in detail else-
where ~Gerratt and Kreiman, 2001; Gabelman, 2003!.
Briefly, formant frequencies and bandwidths were estimated
using linear predictive coding analysis with a window of
25.6 ms~increased to 51.2 m when stimulusf 0 was near or
below 100 Hz!. The glottal volume velocity derivative was
estimated by interactively inverse filtering a single glottal
pulse from the microphone recordings, using the method de-
scribed by Javkinet al. ~1987!. The output of the inverse
filter was least-squares fit with a modified Liljencrants–Fant
~LF! source model~Fantet al., 1985!, and the parameters of
the best-fitting LF model were used to specify the harmonic
component of the voice source in the synthesizer. The shape
of the inharmonic part of the voice source~the noise spec-
trum! was estimated by applying cepstral comb filtering to
remove periodic source components following the method
described by de Krom~1993!. The residual was then inverse
filtered to remove the effects of vocal-tract resonances, leav-
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ing the inharmonic part of the source, which was fitted with
a 25-segment piecewise linear approximation. Finally,f 0
was tracked pulse by pulse on the time-domain waveform by
an automatic algorithm. Location of cycle boundaries was
verified by the first author. Tremor rates were estimated
by visual inspection of smoothed plots off 0 versus time
~Kreimanet al., 2003!. Estimated tremor rates averaged 6.45
Hz, with a range of 2 to 10 Hz and a median of 6 Hz.

Variability in f 0 was modeled as follows~Fig. 1!. The
estimated tremor rate served as a dividing line between slow
frequency and amplitude modulations~tremors! on the one
hand and fast variations~jitter and shimmer! on the other. To
model tremor, thef 0 track was low-pass filtered with the
cutoff value equal to the estimated tremor rate, and period
lengths were altered to incorporate this slowly varying fre-
quency track@Fig. 1~a!#. Low-frequency amplitude modula-
tions were similarly generated for each voice@Fig. 1~b!#, and
the power of each cycle was modified to incorporate ob-
served low-frequency modulations in amplitude.1 Jitter was
modeled by altering the duration of each cycle by an amount
sampled from a high-pass filtered, normally distributed ran-
dom sequence whose variance was determined by the desired
level of jitter. The filter’s cutoff frequency again equaled the
estimated tremor value. Shimmer was similarly modeled by
altering the power of each cycle of phonation, with power
values sampled at random from a normal distribution of val-
ues whose variance corresponded to the desired amount of
shimmer.~See Gabelman, 2003, for more detail.!

Stimuli were synthesized using a custom formant syn-
thesizer implemented inMATLAB ~MathWorks, Natick, MA;
Gerratt and Kreiman, 2001!.2 The synthesizer sampling rate
was fixed at 10 kHz. The following procedure was applied to
overcome quantization limits on modelingf 0. Source pulses
were synthesized pulse by pulse. A single LF-modeled
source pulse was upsampled from 10 to 40 kHz and used as
a basis for each pulse in the time series. A plot of the desired
f 0 values versus time was generated for the 1-s synthetic
sample, taking into account the tremor contour and requested

level of jitter. As the series of pulses was constructed, precise
ending times for each LF pulse were tracked, and this curve
was interpolated to findf 0 for the next pulse in the series.
The basic LF pulse was then time warped~stretched or com-
pressed! to obtain the appropriate period length, and sample
points were calculated accordingly. A similar power versus
time curve was constructed for the time series, reflecting
amplitude tremor and shimmer, and this curve was interpo-
lated to determine the power for each successive cycle in the
time series. The overall effect is equivalent to digitizing an
analog pulse train with pulses of the exact desired frequen-
cies and amplitudes at the fixed 10-kHz sample rate.

A 100-tap finite impulse response filter was constructed
for noise synthesis, with its shape corresponding to the 25-
segment piecewise linear approximation fit to the inharmonic
part of the voice source derived through comb filtering. A
spectrally shaped noise time series was then created by pass-
ing white noise through this filter. The jittered, shimmered,
and tremored LF pulse train was antialias filtered and down-
sampled to 10 kHz, and then added to this noise time series
to create a complete source time series. The source was fil-
tered through the vocal-tract model to generate a preliminary
version of the synthesized voice. Finally, formant frequen-
cies, bandwidths, and LF parameters were adjusted to pro-
vide good perceptual matches to the target voices, and then
held constant across experimental conditions.

3. Listening pretest

A listening pretest was used to verify the accuracy of the
synthesis. Prior to this pretest, estimated values of the NSR,
jitter, and shimmer were adjusted in the synthesizer by the
first author as necessary to provide the best possible percep-
tual match to the natural voice samples, because measure-
ment of jitter, shimmer, and the NSR is difficult and often
inaccurate when phonation departs from periodicity~e.g.,
Titze, 1994; Bielamowiczet al., 1996!. Synthetic copies of
each of the 20 natural voice samples were then generated,

FIG. 1. Modeling of jitter, shimmer, and low-frequency
modulations of frequency and power~tremors!. ~A!
Output of f 0 analysis algorithm. Solid line shows the
low-frequency pitch track, and open circles show devia-
tions about this contour~jitter!. ~B! Output of power
analysis algorithm. Solid line shows the low-frequency
power track, and open circles show deviations about
this contour~shimmer!. Units for power are arbitrary.
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using the methods described above and these perceptually
adjusted levels of jitter, shimmer, and noise. Twenty listeners
~UCLA students and staff; 20 to 53 years of age; mean age
526.4 years; sd59.93 years! heard pairs of voices. On half
of the trials, a synthetic voice sample was paired with its
natural counterpart, and on the other half stimuli were iden-
tical. Each pair was repeated 3 times, for a total of 120 trials/
listener.

For each trial, listeners were asked to judge whether the
two samples were the same or different, and to rate their
confidence in their response on a 5-point scale ranging from
‘‘positive’’ to ‘‘wild guess.’’ Listeners were not allowed to
replay the stimuli before responding. Order of voices in ‘‘dif-
ferent’’ pairs was randomized, and the stimulus pairs were
rerandomized for each listener. Listeners were tested indi-
vidually in a double-walled sound suite. To approximate nor-
mal listening conditions, stimuli were presented in free field
at a comfortable constant listening level. Testing lasted ap-
proximately 15 min.

To provide a measure of the average discriminability of
the synthetic and natural tokens, responses were pooled
across listeners. Overall rates of correct and incorrect
‘‘same’’ responses~hits and false alarms! were calculated for
each voice. Hit rates ranged across voices from 85%–98.3%
~mean591.8%; sd53.66%!; false-alarm rates ranged from
51.7%–85%~mean565.7%; sd511.18%!. The probability
of any correct response~‘‘same’’ or ‘‘different’’ ! ranged
across voices from 54.2%–70%~mean563.1%; sd55.02%!.

Same/different responses for each voice were combined
with confidence ratings to create a 10-point scale ranging
from ‘‘positive voices are the same’’ to ‘‘positive voices are
different.’’ For example, ‘‘same’’ responses with confidence
equal to 1~positive! were recoded as ‘‘1,’’ ‘‘same’’ responses
with confidence equal to 5~wild guess! were recoded as ‘‘5,’’
‘‘different’’ responses with confidence equal to 5 were re-
coded as ‘‘6,’’ and ‘‘different’’ responses with confidence
equal to 1 were recoded as ‘‘10.’’ Receiver operating charac-
teristics~ROCs! consisting of 9 points each~10 recoded re-
sponse categories minus 1! were constructed from these re-
coded data following the procedure described by Green and
Swets~1966; see also MacMillan and Creelman, 1991!. The
area under the ROC for each voice was calculated, along
with 99% confidence intervals around these values. In all
cases, these confidence intervals included the chance value
of 0.5. These data, combined with consistently high false-
alarm rates, indicate that listeners were unable to consistently
distinguish the synthetic copies from the natural samples. We
conclude that the synthesis technique is able to model the
quality of the natural target voice samples adequately for
purposes of the following experiments.

4. Listening task

Seventy listeners participated in experiment 1. They
ranged in age from 19–57 years~mean age526.7 years; sd
57.83 years!. All reported normal hearing. Listeners were
unselected with respect to experience with voice disorders,
and most were phonetically- and otolaryngologically naive.

Listeners were tested individually in a sound-treated
room. Each listener participated in 20 trials, one for each

voice. Voices were presented to each listener in a unique
random order, in free field through two loudspeakers at a
constant comfortable listening level~to approximate normal
listening conditions!. At the beginning of each trial, listeners
heard the natural voice sample paired with a copy of that
voice synthesized without jitter, shimmer, or noise. They
were told that one voice was naturally produced, and that the
other was a synthetic copy. They were then asked to adjust
the quality of the second voice by moving a sliding cursor or
cursors on a computer monitor with a mouse, until the two
voices matched on the target dimension or dimensions as
closely as possible. These cursors controlled the jitter, shim-
mer, and NSR levels present in the synthetic voice. Depend-
ing on condition, listeners adjusted either one, two, or all
three parameters in a given trial. Listeners heard a given
voice in a single condition only. Which task a listener per-
formed for a given voice was assigned at random, with the
constraint that ten listeners performed each of the seven pos-
sible tasks ~jitter only; shimmer only; noise only; jitter
1shimmer; jitter1noise; shimmer1noise; or jitter1shimmer
1noise! for each voice. Listeners were encouraged to play
the natural and synthetic stimuli as often as they liked in any
order, and could make as many adjustments as necessary to
achieve the best possible match to the target voice.

Scale displays were 115 mm in length. The NSR scale
ranged from250 to 0 dB~noise-free to extremely noisy!; the
jitter scale ranged from 0% to 3%; and the shimmer scale
ranged from 0 to 2 dB. These values were chosen based on
measurements of the test voices, on pilot tests, and on data
from Hillenbrand~1988!, who reported that increasing jitter
beyond 2.5% and shimmer beyond 2 dB had little additional
effect on perceived vocal roughness. Ranges of values for
jitter, shimmer, and the NSR vary widely across previous
studies, for both pathological and normal voices, due to dif-
ferences in measurement techniques, instrumentation, and
computational algorithms. In the present research, stimuli
were frequency- and amplitude demodulated prior to pertur-
bation analysis to remove the contributions of tremor from
measured values. Values of these variables in the synthesizer
were also calculated independently of the effects of tremor.
For these reasons, the ranges used here for these variables
are lower than those reported by some authors~see Buder,
2000, for review!. Parameters not being manipulated in a
given trial remained set in their ‘‘off’’ position~0% jitter,
0-dB shimmer,250-dB NSR!.

Prior to the experiment, the synthesizer was demon-
strated and two practice items were presented, so that listen-
ers could become thoroughly familiar with the task and with
the sounds of different amounts of jitter, shimmer, and noise,
individually and in combination. Practice continued until
subjects were satisfied that they understood and could per-
form the task; it lasted about 15 min on average. The total
test session lasted 1.5–2 h. Listeners were encouraged to
take breaks during this period as necessary to maintain atten-
tion and motivation.

C. Results

Figure 2 shows the distributions of jitter, shimmer, and
NSR responses, summed over voices and experimental con-
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ditions. Across conditions and voices, listeners used the full
range for each of these scales. Responses for jitter and shim-
mer clustered toward the lower third of each scale, with lis-
teners adding only small amounts of jitter and/or shimmer on
most trials. In contrast, NSR responses were approximately
normally distributed.

To measure response variability, we calculated the coef-
ficient of variation ~the standard deviation divided by the
mean! for the jitter, shimmer, and NSR responses for each
voice. Figure 3 shows the distribution of variation coeffi-
cients for each measure across the 20 stimulus voices. For
each of the individual voices, variability of the jitter and
shimmer responses exceeded that of the NSR responses. On
average, jitter and shimmer responses were more than 5
times more variable than NSR responses, and in one case

they were over 20 times more variable. These differences
were significant across voices@F(2,297)5162.12,p,0.01;
Bonferronipost hoccomparisonsp,0.01].

Jitter and shimmer responses varied significantly with
the particular listening task. Listeners used significantly less
jitter and shimmer when asked to adjust all three parameters
at once than they did when matching jitter or shimmer alone
@jitter: F(3,796)54.32,p,0.01; shimmer:F(3,796)54.14,
p,0.01; Bonferronipost hoccomparisonsp,0.01]. In con-
trast, listeners always adjusted the NSR to similar levels,
even when they were also adding jitter and/or shimmer to the
voice, so no significant effect of response condition on NSR
values was observed@F(3,796)51.01, n.s.#. However, coef-
ficients of variation did not vary significantly by experimen-
tal task@jitter: F(4,95)50.288,p.0.01; shimmer:F(4,95)
51.05,p.0.01; NSR:F(4,95)50.525,p.0.01].

Variability in NSR responsesdecreasedwith increasing
rated severity of vocal deviation. In other words, the worse
the voice sounded, the better the listeners agreed in their
NSR responses (r 520.64, p,0.01). No significant rela-
tionship between severity of deviation and response variabil-
ity was observed for jitter or shimmer~jitter: r 520.23, n.s.;
shimmer:r 520.16, n.s.!. However, variability in jitter and
shimmer responses did increase significantly with the NSR
~jitter: r 50.68,p,0.01; shimmer:r 50.74,p,0.01). When
the NSR was low, listeners’ responses rarely exceeded 1%
jitter or 1-dB shimmer. However, as the NSR increased, so
did response variability, with some listeners adding little or
no jitter or shimmer to the synthetic stimuli, and others add-
ing large amounts. This contrasts sharply with NSR re-
sponses: The higher the NSR, the better listeners agreed in
their responses (r 520.66, p,0.01).

To examine the relationship between response variabil-
ity and the spectral shape of the harmonic part of the source
~Gerratt and Kreiman, 2001!, we calculated the difference in
the amplitudes of the first two harmonics (H1-H2) from
FFT spectra of the LF source pulses. This measure provides
one index of the source spectral slope, independent of the
influence of the vocal-tract transfer function: The larger

FIG. 2. Distribution of responses for jitter~A!, shimmer~B!, and the NSR
~C!, pooled across the 20 stimuli in the method-of-adjustment task in ex-
periment 1.

FIG. 3. Distribution of coefficient of variation values for the jitter, shimmer,
and NSR responses in experiment 1, across experimental conditions and
stimuli.
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H1-H2, the more sinusoidal the source. Variability in NSR
responses increased asH1-H2 decreased (r 520.57, p
,0.02). Listeners agreed best in their NSR responses when
the harmonic part of the voicing source was near-sinusoidal,
as predicted by theory and previous research~Gerratt and
Kreiman, 2001!. That is, listeners were less sensitive to
changes in the NSR when enough energy from the harmonic
part of the voice source was also present to provide percep-
tually salient excitation in the high-frequency part of the
voice spectrum. No such relationship was observed between
harmonic source characteristics and agreement levels for jit-
ter or shimmer~jitter: r 50.29, n.s.; shimmer:r 50.28, n.s.!.

D. Discussion

These data suggest that listeners are relatively sensitive
to the overall extent of aperiodicity in the signal, as mea-
sured by the NSR. Response variability was relatively low
for NSR responses; responses were consistent across experi-
mental conditions, and agreement increased with the amount
of noise present. In contrast, the correspondence between
jitter, shimmer, and perceived vocal quality appears far less
precise. Responses varied widely when listeners were asked
to match the amounts of jitter and shimmer present in natural
voice signals. Jitter and shimmer responses varied signifi-
cantly with experimental condition, and variability in re-

sponses increased with increasing aperiodicity. No effect of
task on variability was observed, suggesting that listener dif-
ficulties were not related to the presence or absence of noise
~and corresponding differences in the naturalness of the
stimuli!.

The dependence of jitter and shimmer responses on ex-
perimental condition suggests that listeners judge aperiodic-
ity with respect to the overall amount of noise in the signal,
rather than by decomposing aperiodicity into independent,
separable aspects. This in turn suggests that listeners’ relative
insensitivity to the amounts of jitter and shimmer present in
a voice signal may be due to their inability to isolate jitter
and shimmer within a noisy voice signal. The increasing
variability in jitter and shimmer responses as the NSR in-
creased is consistent with this explanation. When the NSR
was low, listeners chose~relatively! low values for all as-
pects of aperiodicity. As the NSR increased, however, vari-
ability in jitter and shimmer responses increased, suggesting
that listeners as a group could not decide how much of the
aperiodicity they heard was jitter or shimmer.

The following experiment tested this hypothesis. We
synthesized stimuli with and without noise, and added jitter
and shimmer in steps to those stimuli to create several series
of voices. If listeners are able to separate the effects of jitter
and shimmer from the overall noise pattern, then they should
be equally able to detect differences between these stimuli

FIG. 4. Sources, noise spectra, and time series wave-
forms for representative stimuli used in experiment 2.
The leftmost three panels represent a voice with a rela-
tively sinusoidal source and a high noise-to-signal ratio
~26.9 dB!. The rightmost three panels represent a voice
with a nonsinusoidal source and a lower noise-to-signal
ratio ~240.4 dB!.
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whether noise is absent or present. If listeners are simply
grossly insensitive to jitter and shimmer, then they should
have difficulty detecting differences whether noise is present
or absent. Finally, if listeners can easily distinguish among
the variable jitter and shimmer responses from experiment 1,
this would implicate difficulties with the multivariate match-
ing task as the cause of the observed variability in responses.

III. EXPERIMENT 2

A. Method

1. Stimuli

Eight voices~four males and four females! were selected
from the set of 20 studied in experiment 1. Because sensitiv-
ity to the level of noise in a voice may depend on the spectral
shape of the harmonic part of the source~Gerratt and Kre-
iman, 2001!, voices were chosen based on the shape of the
LF-fitted source pulses~relatively sinusoidal/relatively non-
sinusoidal! and on the NSR of the natural voice~relatively
high/relatively low! ~Fig. 4!. Stimuli were chosen so that
these parameters varied as orthogonally as possible, given
the characteristics of the original voice samples. One male
and one female voice were assigned to each source-by-NSR
cell ~Table I!.

Five series of stimuli, each comprising five tokens, were
synthesized for each of these eight voices. In two series, the
amount of jitter increased across the five tokens in steps. One
jitter series was synthesized with the NSR set at a constant
value equal to the mean of the levels listeners selected for
that voice in experiment 1. The second jitter series was syn-
thesized with the NSR set at250 dB ~no perceptible noise
present!. Two series of shimmered stimuli were also created,
one in which the NSR was set at250 dB and one with the

NSR set at the mean of the values listeners selected in ex-
periment 1. In both series, the amounts of shimmer present
increased across the series in steps, as for the jittered stimuli.
The fifth series of stimuli was synthesized with the amount
of noise increasing in steps, without any additional jitter or
shimmer. Because noise responses were independent of jitter
and shimmer responses in experiment 1, additional stimulus
series were not created varying noise levels in the contexts of
average amounts of jitter and shimmer.

Series endpoints and step sizes were individually deter-
mined for each voice~Table II!. Endpoints for the jitter series
represented the maximum and minimum jitter responses ob-
served for that voice in the condition in experiment 1 in
which listeners adjusted jitter only, with noise and shimmer
set at250 and 0 dB, respectively. The three intermediate
points in each series were evenly spaced~in acoustic units!
between these extremes. Endpoints for the shimmer and
noise series were similarly selected based on ‘‘shimmer
only’’ and ‘‘noise only’’ response ranges from experiment 1.
All other synthesis parameters were held constant for each
voice at the values used in experiment 1.

Stimuli were 1 s in duration, and were synthesized with
a sampling rate of 10 kHz, using the methods described for
experiment 1. They were multiplied by 25-ms onset and off-
set ramps and scaled for equal peak amplitude prior to pre-
sentation to listeners.

2. Listeners and listening task

Eighteen listeners participated in this experiment. All re-
ported normal hearing. For each series of stimuli for each
voice, listeners heard all possible pairs of the five synthetic
tokens in the series, plus an equal number of pairs where
stimuli were the same, for a total of 800 trials/listener~8
voices35 series/voice310 comparisons/series, plus 400
‘‘voices same’’ trials!. They were asked to determine whether
the stimuli were the same or different within a pair, and to
rate their confidence in their response on a 5-point scale
ranging from ‘‘positive’’ to ‘‘wild guess.’’

Testing took place in a double-walled sound suite in two
sessions, each lasting about 45 min. Stimuli were presented
in free field at a comfortable constant listening level, and
were rerandomized for each listener. Voices within a pair
were separated by 350 ms. Listeners controlled the rate at
which pairs were presented, but were not allowed to play a
pair more than once before responding.

TABLE I. Stimulus characteristics, experiment 2.

Voice Speaker sex Source
NSR
~dB!

1 F 2sine 223.2
2 M 1sine 26.9
3 F 1sine 214.9
4 M 2sine 240.4
5 M 1sine 224.9
6 F 2sine 229.2
7 F 1sine 228.5
8 M 2sine 229.5

TABLE II. Characteristics of stimulus series for jitter, shimmer, and noise in experiment 2.

Voice

Step
sizes for

jitter
~%!

Jitter
continuum
endpoints

Step sizes
for shimmer

~dB!

Shimmer
continuum
endpoints

Step sizes
for NSR

~dB!

NSR
continuum
endpoints

1 0.26 0.018, 1.05 0.18 0, 0.73 1.60 227.15,220.80
2 0.65 0.15, 2.75 0.39 0.18, 1.75 1.46 210.10,24.25
3 0.41 0, 1.63 0.45 0, 1.82 0.87 216.90,213.40
4 0.25 0, 0.98 0.10 0, 0.41 4.68 249.20,230.45
5 0.47 0.08, 1.94 0.30 0, 1.18 1.97 229.20,221.30
6 0.19 0, 0.74 0.15 0.04, 0.64 4.57 241.95,223.65
7 0.23 0, 0.90 0.24 0.09, 1.07 4.17 240.20,223.50
8 0.70 0, 2.80 0.29 0, 1.16 2.84 236.60,225.25
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3. Results and discussion

Same/different response data were pooled across listen-
ers to estimate overall discrimination performance.3 For each
voice and stimulus series, we calculated the percentage of
correct ‘‘same’’ responses and the percentage of correct ‘‘dif-
ferent’’ responses. The rate of correct ‘‘same’’ responses was
consistent across experimental conditions@F(4,35)
50.14, p.0.05#, ranging from 78.9%–92.8%~mean
586.5%, sd53.70%!. Discrimination accuracy~the rate of
correct ‘‘different’’ responses! is shown as a function of the
acoustic distance between stimuli within a pair in Fig. 5.

Each panel of this figure combines data from the eight indi-
vidual stimulus voices, pooled across listeners.

Results for jitter and shimmer are shown in panels~A!
and ~B!. In these panels, stimuli from series that included
noise are plotted with stars, and stimuli from series synthe-
sized without noise are plotted with filled circles. Regression
lines through the two series of data in each panel are plotted
with solid lines@Jitter: with noise,F(1,30)59.12, p,0.01;
no noise,F(1,30)546.39, p,0.01. Shimmer: with noise,
F(1,30)532.33, p,0.01; no noise,F(1,30)583.56, p
,0.01]. Data in panels~A! and ~B! show similar patterns.
Discrimination accuracy was significantly better in both
cases when noise was absent~filled circles! than when it was
present~stars!. For jitter, correct discrimination rates aver-
aged 14.95% greater when noise was absent than when it
was present@matched pairst(31)54.37,p,0.01]. For shim-
mer, discrimination accuracy averaged 9.03% more when
noise was absent@matched pairst(31)53.74,p,0.01].

Difference limens were estimated by the point of inter-
section between the regression lines fit to the data and the
point at which discrimination accuracy reached 75%~indi-
cated by a dashed line in the figures; e.g., Marks and Algom,
1998!. For jitter, averaged across the eight voices, listeners
only reliably heard a difference between stimuli that differed
by 2.27% or more in jitter when spectral noise was absent.
When noise was present, listeners never reliably heard a dif-
ference between the stimuli used in this experiment, indicat-
ing that stimuli must differ by more than 3% jitter~the maxi-
mum range available! for the difference to be reliably
perceptible. For shimmer, in the absence of spectral noise
listeners could discriminate only among stimuli that differed
by at least 1.42 dB in mean shimmer; in the context of spec-
tral noise, a difference of 1.99 dB in mean shimmer~given a
maximum range of 2.0 dB! was required for listeners to hear
a difference between stimuli 75% of the time.4

The pattern is somewhat different for spectral noise
@panel ~C!#. One voice~number 4! with an extremely high
NSR and a harmonic source that provided significant high-
frequency excitation was an obvious outlier~plotted with
open circles in the figure!. When this voice is omitted from
the analysis, the function relating discrimination accuracy to
differences in noise levels appears curvilinear. This curve
was interpolated using a power function rather than a linear
function @F(1,26)543.58, p,0.01#, as shown in the figure,
omitting the outlying case. For stimuli to be correctly dis-
criminated 75% of the time required a difference in the NSR
of 10.65 dB, a relatively low value given the 50-dB range of
the scale.~Recall that listeners used the entire scale for all
three measures, so observed differences in the magnitude of
the estimated difference limens with respect to the length of
the scales are not due to the length of the scales themselves.!

Experiment 2 examined three hypotheses regarding the
causes of poor listener agreement in experiment 1. The
present results are consistent with two of these hypotheses:
Listeners are unable to isolate jitter and shimmer as separate
components in the overall pattern of aperiodicity in a voice,
and they are also insensitive overall to jitter and shimmer.
Listeners were significantly better at discriminating levels of
both jitter and shimmer when noise was absent than when it

FIG. 5. The rate of correct ‘‘different’’ responses versus as a function of the
acoustic distance between stimuli. For jitter and shimmer data, stimuli from
series that included noise are plotted with stars, and stimuli from series
synthesized without noise are plotted with filled circles. For noise data, open
circles indicate a voice with a nonsinusoidal source and a high NSR. Re-
gression lines through the two series of data in each panel are plotted with
solid lines. The dashed line corresponds to 75% correct discrimination, as
described in the text. Top panel: shimmer. Middle panel: jitter. Bottom
panel: the noise-to-signal ratio.
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was present, indicating that listeners do have difficulty de-
composing the overall aperiodic component of a voice into
independent constituent parts. However, estimated difference
limens for jitter and shimmer are large overall, both in the
presence and in the absence of spectral noise. These limens
are also large relative to jitter and shimmer levels usually
considered experimentally or clinically significant. For ex-
ample, Karnellet al. ~1995! reported that differences in the
jitter measured by different analysis systems averaged
0.01%, while differences in shimmer averaged 0.085 dB.
Bielamowiczet al. ~1996! reported differences between sys-
tems in measured jitter of about 0.4%–0.5%; differences be-
tween systems in measured shimmer values were less than
0.1 dB. Linville ~2000! reported that the voices of old and
young men differed in jitter by about 0.6%. Shimmer values
for old and young men differed by about 0.4 dB. Hanson
et al. ~1997! found decreases in jitter of about 0.03% after
6–9 weeks of treatment for laryngeal inflammation from
gastroesophageal reflux, and claimed that these changes
‘‘document the changes in vocal quality with treatment for
chronic laryngitis’’~p. 284!. Shimmer levels for patients with
unilateral vocal-fold paralyses differed from those of control
patients by about 1 dB~Hartl et al., 2003!; and reliable
changes in jitter level during a histamine challenge test av-
eraged about 1.5%, leading to the conclusion that ‘‘jitter is an
objective and repeatable measurement of hoarseness’’~Jones
et al., 2001, p. 29!. Although probable variations in measure-
ment techniques may limit comparisons among studies, esti-
mated difference limens for jitter and shimmer in the present
study far surpass these values, and also exceed the measure-
ment precision usually required for such measures~Titze,
1995; Titzeet al., 1987!.

Finally, the results do not support the hypothesis that
listener problems in agreement observed in experiment 1 re-
sulted from difficulties in performing the multivariate
method-of-adjustment task. In our previous study using this
method~Gerratt and Kreiman, 2001!, listener agreement was
substantially higher for NSR settings than it was for percep-
tual ratings of the noisiness of the same stimuli. However, in
that study listeners were asked to adjust only a single syn-
thesizer parameter. Similar levels of listener agreement were
observed for NSR settings in the present study, when listen-
ers were asked to adjust as many as three parameters simul-
taneously. Further, NSR ratings remained consistent, whether
listeners were adjusting one, two, or three parameters simul-
taneously. The fact that listener agreement about NSR ratings
remained consistently high across tasks suggests that listen-
ers’ inconsistency with each other when matching jitter and
shimmer levels was not due to the multivariate task, but in-
stead was related to their auditory insensitivity to these two
parameters.

IV. GENERAL DISCUSSION

Acoustic measures of voice derive their importance from
the relevance of the acoustic signal to auditory perception of
voice, association with some aspect of laryngeal physiology,
or both ~Catford, 1977!. Jitter, shimmer, and noise have
many physical sources and may arise at many stages in the
speech production process~see, e.g., Titze, 1994, for review!.

Because a given measurement value can reflect so many dif-
ferent causes, acoustic measures of aperiodicity are not diag-
nostically useful as indices of any particular physical state or
physiological process. This leaves associations with voice
quality as a possible motivation for measuring aperiodicity.
This motivation also appears to fail in the cases of jitter and
shimmer. Comparisons with published values are difficult
because recording techniques, measurement procedures, and
computational algorithms vary widely~see Buder, 2000, for
review!, and authors are not always specific about the meth-
ods applied. However, it appears that listeners are insensitive
to the amounts of jitter and shimmer present in a voice
sample within a range often treated as meaningful, as dis-
cussed above. We conclude that the associations between jit-
ter, shimmer, and perceived voice quality are not sufficiently
explanatory to justify continued reliance on jitter and shim-
mer as indices of voice quality.

The case is stronger for the perceptual relevance of NSR
measures, because listeners agreed far better in their NSR
responses than they did for jitter and shimmer, and the mini-
mum reliably perceptible difference for the NSR was much
smaller relative to the range of observations than it was for
jitter and shimmer. NSR responses were independent of ex-
perimental task, and observed variability could be explained
in part by the pattern of high-frequency excitation in a voice.
These results indicate that listeners respond perceptually to
changes in the NSR in consistent and principled ways, sug-
gesting that the NSR is a significant and reliable determinant
of vocal quality.

However, the fact that a measure is perceptually or psy-
chologically important does not mean that researchers can
ignore the limits of perceptual resolution on that scale when
applying it. Although comparisons to values in the literature
are again difficult~differences among computational meth-
ods for NSR measures being particularly inscrutable and
vexing; see Buder, 2000!, many authors’ claims about group
differences or treatment effects rest on NSR differences that
may be imperceptible. For example, Suet al. ~2002! found
statistically significant differences in pre- and postsurgical
NSR values of 0.12 dB; Jotzet al. ~2002! reported that each
increase of 0.01 dB in the NSR doubled the risk of dyspho-
nia in a sample of boys with and without vocal-fold lesions;
and Niedzielska~2001! found differences in NSRs between
control subjects and various diagnostic groups ranging from
2.7 to 14.2 dB. Further research examining the perceptual
interactions between the harmonic and inharmonic parts of
the voicing source should contribute to standardizing NSR
measures so that they reflect vocal quality as accurately as
possible. This will enhance our ability to apply NSR mea-
sures appropriately.

Finally, the present data extend our previous findings
regarding the reliability of the method of adjustment task
from expert listeners~Gerratt and Kreiman, 2001! to naive
listeners. Reanalysis of data from our previous experiment,
which used a different set of stimulus voices and expert lis-
teners, produced a difference limen for the NSR~the point at
which listeners achieved 75% correct discrimination, on av-
erage! of 13.4 dB, compared to the value of 10.65 dB for
naive listeners in the present study. Expert and naive listeners
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have previously been shown to differ significantly in the per-
ceptual strategies they apply when rating pathological voices
on traditional scales like breathiness or roughness~Kreiman
et al., 1990!. However, the similarity in sensitivity levels for
expert and naive listeners suggests that this method-of-
adjustment task controls the effects of listener experience on
perceptual responses, as previously predicted~Kreiman and
Gerratt, 2000!.

The results reported here may be surprising in light of
the hundreds of papers published on these acoustic measures
over the last 40 years. These results highlight the importance
of applying psychometric methods to the study of voice qual-
ity. Descriptive and correlational statistical techniques, in-
cluding multidimensional scaling and factor analysis, may
suggest that a given dimension is perceptually important.
However, without confirmatory experimental studies, such
associations between signal and percept remain merely sug-
gestive. At a minimum, both theory and application will ben-
efit if investigators verify that listeners are auditorily sensi-
tive to the range of values of interest for a particular acoustic
measure to ensure that such measures are in fact determi-
nants of perceived quality.
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The purpose of this paper is to provide insight into how speech is processed by the auditory system,
by quantifying the nature of nonsense speech sound confusions.~1! The Miller and Nicely
@J. Acoust. Soc. Am.27~2!, 338–352~1955!# confusion matrix~CM! data are analyzed by plotting
the CM elementsSi , j (SNR) as a function of the signal-to-noise ratio~SNR!. This allows for the
robust clustering of perceptual feature~event! groups, not robustly defined by a single CM table,
where clusters depend on the sound order.~2! The SNR is then re-expressed as an articulation index
~AI !, and used as the independent variable. The normalized log scores log(12Si,i(AI)) and
log(Si,j(AI)), j Þ i , then become linear functions of AI, on log-error versus AI plots. This linear
dependence may be interpreted as an extension of the band-independence model of Fletcher.~3! The
model formula for the average score for the finite-alphabet casePc(AI, H)5( i 51

N Si ,i /N is then
modified to include the effect of entropyH. Due to the grouping of sounds with increased SNR~and
AI !, the sound-group entropyHg plays a key role in this performance measure.~4! A parametric
model for the confusionsSi , j (AI, Hg) is then described, which characterizes the confusions between
competing sounds within a group. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1856231#

PACS numbers: 43.71.Gv, 43.71.An, 43.72.Ne@DOS# Pages: 2212–2223

I. INTRODUCTION

The articulation index~AI ! and the confusion matrix
~CM!, denotedCi , j , are two important measures frequently
used to characterize human speech recognition. This paper
explores the merging of these two measures by expressing
the CM as a function of the AI. The natural grouping of
sounds, observed by Miller and Nicely in their classic 1955
experiment, is then explained in terms of a change in each
group’s entropyHg , which is also a function of the AI. A
parametric model of the symmetric form of the CM confu-
sionsSi , j (AI, H) is then developed. These parametric models
lead to a new formulation of the average scorePc(AI, H),
which accounts for chance. This model provides an accurate
fit to the raw data, and provides new insight into Fletcher’s
band independenceformulation for the average articulation
score~Allen, 1994!.

A fundamental building block in the theory of speech
communication is the articulation index~AI ! model of
speech sound recognition~French and Steinberg, 1947;
Fletcher and Galt, 1950; Allen, 1994!. The AI is a speech
audibility measure, averaged across many cochlear fre-
quency bands, of a specific speech-to-noise ratio measure,
that takes into account the effects of masking and cochlear
filtering ~Allen, 1994!. The masking can be due either to
external noise, when noise is added to the speech at the
source, or internal noise, present in the cochlea and auditory
nerve. The AI measure is weighted to account for both co-
chlear critical bands and those frequency regions containing
important speech information. Fletcher developed the AI to
predict the average nonsense-phone articulation score
Pc(SNR), as a function of the speech-to-noise ratio~SNR!
~specified over 20 frequency bands!, as a way of avoiding
expensive and time-consuming listening tests on speech
communication equipment. The AI also offers important in-

sights into human speech perception. In this paper the AI is
used to provide a new and insightful view of the confusion
data of Miller and Nicely~1955!.

Many procedures have been developed which claim to
predict the phone performance score for noisy and/or filtered
channels, several of which are called the ‘‘articulation in-
dex.’’ Following the first proposal in 1921 by Fletcher, there
is the Bell Labs procedure of FS47~key abbreviations are
provided in Table I!, followed by the more extensive version
by Fletcher and Galt~1950!. Then, Kryter published his sim-
plified method in 1962~Kryter, 1962a, 1962b!, soon fol-
lowed by the ANSI version. More recently, the STI was pro-
posed to extend the AI procedure when room reverberation is
present~Houtgast and Steeneken, 1973; Steeneken and Hout-
gast, 1980!. This was then followed by the new ANSI pro-
cedure SII~S3.5-1997, 1997!.

The focus on the articulation index provided here is not
on predicting the performance of speech communications
systems, but rather in understanding and modeling the per-
ception and recognition of human speech sounds. The focus

TABLE I. Table of abbreviations.

Abbreviation Definition

CV, CVC Consonant1vowel sounds
intelligibility Recognition of phonemes
articulation Recognition of nonsense phones
CM Confusion matrix
AM Articulation matrix ~CM of nonsense speech!
AI Articulation index
SNR Speech-to-noise ratio
rms Root-mean-squared
events Perceptual features
MN55 Miller and Nicely ~1955!
FS47 French and Steinberg~1947!
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here is not on procedures for predicting phone intelligibility,
but in gaining leverage from the well-validated AI predic-
tions, to provide insight into nonsense-phone identifications.

At least four fundamental questions are addressed in this
presentation.

~1! What is the relation between the AI and the CM?
~2! How can one more accurately determine the groups that

are present in Miller and Nicely’s CM data at certain
SNRs?

~3! What are the limits of Fletcher’sband independenceas-
sumption?

~4! Can the AI be used to predict the phone score for closed
sets~i.e., what are the limits of the AI procedure!?

Subsequent to the Bell Labs articulation studies, and fol-
lowing up work done during WWII, Miller took up the study
of speech articulations in much greater detail. As detailed in
Miller’s ~1951! book Language and Communication, infor-
mation and communication theory are the basis for under-
standing the speech code. One of the basic tools of informa-
tion theory is thechannel, the mathematical characterization
of a communication link~i.e., a noisy pair of wires, with
codecs attached!, in terms of discrete input and output sym-
bols from somealphabet. One method for characterizing the
human speech communication channel is the nonsense-
phone confusion matrix~CM!, which characterizes the prob-
abilities of nonsense speech sound~the symbols! transmis-
sion errors. It is expected that an error analysis of this
articulation matrix~AM !, as a function of the SNR, can give
important insight into the speech code.

A second key concept from information theory is that of
entropyH, which is a measure of the compactness of a prob-
ability distribution, which in the case of speech represents
the distribution of the sound confusions. In his classic 1951
study, Miller et al. ~1951! ~MHL51! showed the effects of
symbol alphabet size, and thus the entropy, on word recog-
nition. Four years later, in a second classic study, Miller and
Nicely ~MN55! showed that as the wideband SNR is raised
from 218 to 112 dB, the sounds form perceptual groups.
The formation of a group, as a function of the SNR, also
results in a change~reduction! in H.

In analyzing their confusion matrices, MN55 quantified
the grouping effect using a mutual-information~MI ! analy-
sis, on assumed groups. An natural advantage of the MI
analysis method is its insensitivity to bias, as defined by the
skew-symmetric form of the CM. This is at the same time a
weakness of the MI, since it may be beneficial to remove the
effects of subject bias prior to modeling the confusions. A
major disadvantage of mutual information, as used in MN55,
is that it gives no insight into the formation of the groups
being analyzed.

This paper explores the limits and applicability of
Fletcher’s band-independence model, applied to the 1955
closed-set consonant articulation data of Miller and Nicely
~MN55!. Such data do not meet the usual assumptions of the
AI audibility measure, of a large, high-entropy open-set cor-
pus. By plotting the confusions as a function of SNR, it is
possible to identify the groups in a systematic, logical way,
without assuming any predetermined sound ordering. This

leads to an accurate method of identifying the natural sound
groups, and allows one to display the complex body of CM
data at all SNRs, in a single figure. Once the groups have
been identified, one is then free to further explore the rela-
tionship of the AM to the AI andH.

The definitions of mathematical symbols has been sum-
marized in Table II.

II. REPRESENTATIONS OF THE CONFUSION MATRIX
„CM…

Figure 1 shows a typical MN55 consonant–vowel~CV!
confusion matrixor count matrixfor wideband speech~0.2–
6.5 kHz!, at aspeech-to-noise ratio~SNR! of 26 dB ~Miller
and Nicely, 1955, Table III!. The 16 consonants were pre-
sented along with the vowel /a/ as in father~i.e., the first
three sounds were@/pa/,/ta/,/ka/#!. After hearing one of the 16
CV sounds as labeled by the first column, the consonant that
was reported is given as labeled along the top row. This array
of numbers form the basic CM, denotedCs,h , where integer
indicess and h ~i.e., ‘‘spoken’’ and ‘‘heard’’! each run be-
tween 1 and 16. For example, /pa/ was spoken 230 times~the
sum of the counts in the first row!, and was reported heard 80
times (C1,1), while /ta/ was reported 43 times (C1,2). For
Table III the mean row count was 250, with a standard de-
viation of 21 counts.

When the sounds are ordered as shown in Fig. 1, they
form groups, identified in terms of hierarchical clusters of
articulatory features. For example, the first group of sounds
1–7 correspond to unvoiced, group 8–14 are voiced, and 15,
16 are nasal~and also voiced!.

At an SNR of 26 dB, the intraconfusions~within a
group! are much greater than the interconfusions~between
groups!. For example, members of the group 1–7~the un-
voiced sounds! are much more likely to be confused among
themselves, than between the voiced sounds~8–14!, or the
nasal sounds~15,16!. The nasal are confused with each other,
but rarely with any of the other sounds 1–14.

TABLE II. Table of mathematical symbols.

Symbol Definition Equation

I Intelligibility ~meaningful sound recognition!
C Confusion matrix ~2!
A Articulation matrix ~1!
S Symmetric form ofA ~3!
A Skew-symmetric form ofA ~4!, ~5!

Pc Probability correct ~17!, ~16!, ~18!
Pc

( i ) Same asAi ,i andSi ,i

H Entropy
AI Articulation index ~AI ! ~8!
AI k Specific AI in bandk ~11!

e Total error ~12!, ~13!, ~20!
ei Total error for soundi: ei[12Pc

( i )512Ai ,i ~7!

emin Minimum error ~15!
echance Chance error ~19!
ek kth band error ~14!
emin(i) Minimum error for soundi: ei uAI51

S15 Shorthand forS15,15

snrk Speech-to-noise rms ratio in bandk ~9!
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The MN55 articulatory feature classification scheme is
far from perfect. For example, the nasals are voiced in the
same sense as those labeled voiced; however, they clearly
form a unique cluster. Thus, there is no unique simple articu-
latory label for sounds 8–14. Groups systematically depend
on the SNR, and groups remain unidentified by this scheme.
Using the example of Table III~Fig. 1!, @/ba/,/va/,/Za/# form
a group that is distinct from the nonfricative voiced
subgroup. An improved order for sounds 8–14 would be
@/ba/,/va/,/Za/#, @/za/,/ca/,/da/,/ga/#. Of course, this example
fundamentally breaks the MN55 articulatory feature classifi-
cation scheme. In fact, the feature space cannot strictly be
articulatory feature based.

The MN55 data have been the inspiration for a large
number of studies. The sound grouping has been studied us-
ing multidimensional scaling, which has generally failed in
providing a robust method for finding perceptually relevant
groups of sounds, as discussed by Wang and Bilger~1973!.
Thus, the grouping problem has remained unsolved.

The data in the CM represent a psychological subject
response, and therefore need to be represented in terms of
psychological variablesrather than physical~production!
measures, as labeled by articulatory features. This could have
been the role ofdistinctive features, had they been so de-
fined. Unfortunately, there seems to be some confusion in the
literature as to the precise definition of a distinctive feature.
For example, are distinctive features production or percep-
tion quantities?

To avoid this confusion, I shall use the termeventwhen
referring to perceptual features. Since Miller and Nicely’s
confusion data are based on perception, they must be de-

scribed by events. The precise nature of these events may be
explored by studying the 15 plotsSi , j , iÞ j , as shown in the
lower-left panel of Fig. 2 for the case ofi 52.

A. The transformation from CM to AM

The termarticulation is defined as the probability cor-
rect Pc of identifying nonsense-phone speech sounds~con-
sonants and vowels!, while intelligibility I is the probability
of identifying meaningful speech sounds, such as words and
sentences~Fletcher and Galt, 1950!.

When normalized as a probability, the consonant confu-
sion matrix is transformed to anarticulation matrix ~AM !,
denotedA ~script A, Table II!, with elements

As,h[
Cs,h

(hCs,h
. ~1!

This normalization, to an equal probability for each row, is
justified because of the small standard deviation of the row
sums~i.e., 250621!.

The AM is the empirical conditional probabilityPc(hus)
of reporting soundh after speaking sounds, namely

As,h[Pc~hus!, ~2!

for integer labelss, h ~i.e., spoken, heard!. In another sense,
As,h for sÞh is an error probability, since it is the probabil-
ity of reporting the wrong soundsh after hearing spoken
soundsÞh.

Figure 2 shows the probability of responding that the
soundh51,...,16 was reported, following speaking /ta/ (s
52), as a function of the wideband SNR. The upper-left

FIG. 1. Typical Miller–Nicely frequency of confusions, or count matrixC, from Table III at26-dB SNR. Each entry in the matrixCs,h is the subject response
count. The rows correspond to thespokenCVs, each row representing a different consonant, froms51,...,16. The columns correspond to theheardCVs, each
column representing a different consonant, fromh51,...,16. The common vowel /a/, as in ‘‘father,’’ was used throughout. When the 16 consonants are ordered
as shown, the count matrix shows a ‘‘block-symmetric’’ partitioning in the consonant confusions. In this matrix there are three main blocks delineated by the
dashed lines, corresponding to unvoiced, voiced, and nasal. Within the voiced and unvoiced subgroups, there are two additional symmetric blocks, corre-
sponding to affrication and duration, also delineated with dashed lines.

2214 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Jont B. Allen: Consonant recognition and the AI



panel shows the probabilityA2,h(SNR) of each heard sound
(h51,...,16), given /ta/ was spoken. The upper-right panel
shows the probabilityAs,2 of each sound spoken (s
51,...,16), given that /ta/ was heard. The curve that rises to
1 is the probability of correctly reporting /ta/A2,2(SNR),
given that it was spoken~left!, or spoken given that it was
heard~right!. The solid-thick curve is the total probability of
error e2(SNR)[12A2,2(SNR) of not reporting /ta/, given
that it was spoken~left! or heard~right!.

Symmetric and skew-symmetric decomposition

The lower-left panel of Fig. 2 is a plot of the second row
S2,j of the symmetric form of the AM, defined as

S[ 1
2~A1At!, ~3!

whereAt is the transpose ofA, while the lower-right panel is
the second row ofAi , j of the skew-symmetricform of the
matrix, defined as

A[ 1
2~A2At!. ~4!

It appears that the sampling error~statistical uncertainty!
in the measurements, due to the sample size, is about 0.5%
~0.005!, which is where the measurements become scattered.
This variability is determined by many factors, including the
number of trials per sound, the smoothing provided by the
symmetric transformation, the consistency of the talker, and
the mental concentration and number of the observers~four
in this case!.

From the lower-right panel, it is clear that the AM is
close to symmetric, since the skew-symmetric terms are
small. A few terms ofA2,h(SNR) are as large as 5%, but
most are less than 1%. Since the MN55 data are close to
symmetric, it is reasonable to force the symmetry, and then
to study S and A separately, which is the approach taken
here. Note thatS is slightly smoother thanA, since each
elementAs,h is the average of two similar terms,Ah,s and

As,h . Using the symmetric form simplifies the analysis of
the matrix and gives us access to the skew-symmetric form.

Based on an analysis by Goldstein~1980!, the interpre-
tation of the skew-symmetric form is quite different from
that of the symmetric form. The most likely explanation of
the skew-symmetric matrix is that the subjects have a bias
for one sound over another, and are therefore more likely to
report the consonant for which they have the bias~Goldstein,
1980!.

The largest skew-symmetric sounds in row 2 are /fa/,
/ua/, /va/, and /Za/, which have errors approaching 5%, but
are always less than chance~1/16!. It seems significant that
the skew-symmetric form always lies slightly below chance
~Fig. 2, lower-right panel!. For the rest of the sounds, the
error patterns are similar in their nature to those of /ta/, with
the largest errors of about 10% in a few places, but with most
of the errors being a few percent or less.

There is an interaction between the row normalization
@Eq. ~1!#, and the symmetry transformation Eq.~3!, which
requires that the row normalization and symmetric computa-
tions be iterated. This iteration always converges to the same
result, and is always stable for all of the MN55 tables. An
entry of ‘‘1’’ in C represents a single vote for the same utter-
ance, from four listeners who heard that utterance. All 1’s
were deleted from the matrix before computingS. Once ma-
trix S has been determined,A is computed from

A5A2S. ~5!

Plotting the symmetric dataS(SNR) as a function of
SNR, as shown in Fig. 2, provides a concise yet comprehen-
sive summary of the entire set of measurements, and shows
the hierarchical grouping, without a need to order the sounds.
In the next section it is shown that ifSi , j is described as a
function of the AI, rather than the SNR, the same data may
be quantitatively modeled, and the important effects of
chance may be accounted for.

FIG. 2. This figure shows Miller and Nicely’s 1955
wideband row-normalized confusion matrix data
As,h(SNR) @Eq. ~1!# for the sound /ta/~sound 2! from
MN55 Tables I–IV, as a function of the speech-to-noise
ratio. The upper-left panel is a plot of the second row of
the articulation matrix@A2,h(SNR), h51,...,16, corre-
sponding to /ta/ spoken#, while the upper-right panel is
a plot of the second column@As,2(SNR), corresponding
to /ta/ heard#. The matrix is not perfectly symmetric
(AÞAt), which explains the small differences between
these two plots. The lower-left panel is the symmetric
form of the articulation matrix given by Eq.~3!, which
is the average ofA and its transposeAt. The lower-
right panel is the skew-symmetric formA @Eq. ~4!#. The
horizontal dashed line in each figure shows chance per-
formance~i.e., 1/16!.
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B. Grouping the sounds

Sound clustering in the CM was used by MN55 as the
basis for arguing that the sounds break down into distinct
groups, which MN55 identified as five discretearticulatory
features, which they calledvoicing, nasality, affrication, du-
ration, andplace.

Each symbol in Fig. 2 labels a different articulatory fea-
ture. Sounds 1–3~/pa/,/ta/,/ka/! are shown as circles, 4–7
~/fa/,/ua/,/sa/,/ba/! triangles, 8–10 ~/ba/,/da/,/ga/! squares,
11–14 ~/va/,/Za/,/za/,/ca/! upside-down triangles, while the
nasal sounds 14 and 15~/ma/,/na/! are labeled by 5-pointed
stars.

The hierarchical clusters are seen as groups that peel
away as the SNR increases. The symmetric /ta/ data shown
in the lower-left panel of Fig. 2 are a great example: First, all
the voiced sounds dramatically drop, starting from chance, as
the SNR is raised. Next, the unvoiced-fricatives /fa/, /ua/,
/sa/, /ba/ ~triangles! peel off, after very slightly rising above
chance at212-dB SNR. Finally, the two main competitors to
/ta/ ~/pa/ and /ka/! peak around26-dB SNR, and then fall
dramatically, as /ta/ is clearly identified at 0-dB SNR and
above. In the lower-left panel /pa/, /ta/, and /ka/~s! are
statistically indistinguishable below26 dB, and approach
chance identification of 1/16 at218 dB. Above about26
dB, /ta/ separates and the identification approaches 1, while
the confusions with the other two sounds~/pa/ and /ka/!
reach a maximum of about a 25% score, and then drop
monotonically, as the SNR increases.

The MN55 sounds 4–7~/fa/, /ua/, /sa/, and /ba/!, like
sounds 1–3~/pa/,/ta/,/ka/!, also form a group, as may be seen
in the lower-left panel, labeled byn. This group also starts
from chance identification~6.25%!, rises slightly to a score
of about 7% at212 dB, and then monotonically drops at a
slightly greater rate than sounds 1 and 3~symbolss!.

The third group is the remaining sounds 8–16, labeled
by the remaining symbols, which show no rise in perfor-
mance; rather, they steeply drop from the chance level.

At the lowest SNR of218 dB, the elements in the sym-
metric form of the AM approach chance performance, which
for MN55 is 1/16, corresponding to closed-set guessing. Ex-
trapolating the data of Fig. 2, chance performance corre-
sponds to about221-dB SNR.

Based on the clustering seen in the AM~e.g., MN55
Tables II and III!, it was concluded by MN55 that the three
sounds /ta/, /pa/, and /ka/ might be thought of as one group.
These three sounds form the unvoiced, non-nasal, nonaffri-
cate, low-duration group, having three different values of
place. The details of these groupings depend on the SNR. A
detailed analysis of these clusters show that the MN55ar-
ticulatory features~production feature set! do not always cor-
respond to theevents~perceptual feature set!.

In fact, it would be surprising if it turned out any other
way, given that production and perception are fundamentally
different things. The details of a scheme that will allow us to
make such an analysis of the optimal perceptual feature set,
form the remainder of this paper.

1. Formula for the total error

The solid-thick curve in the top two, and bottom-left
panels of Fig. 2, are graphs of the total error for /ta/

e2~SNR![12S2,2~SNR!. ~6!

Because each row ofSi , j has been normalized so that it sums
to 1, the total error for theith sound is also the row sum of
the 15 off-diagonal (j Þ i ) elements, namely

ei~SNR!5 (
; j Þ i

Si , j~SNR!. ~7!

Since each error term is non-negative,ei must bound each
individual confusionSi , j . For the data of Fig. 2, lower-left,
the other two circle curves~/pa/ and /ka/!, which compete
with /ta/, and thereby form a 3-group, are nearly identical.
All other error terms are much smaller. Thus, the solid-thick
curve, e2(SNR), is approximately twice the size of the
curves for /pa/ and /ka/. All the off-diagonal terms go to zero
at 112-dB SNR so for that one pointe25S2,j , a fluke of the
small-number statistics.

Equation~7! says that the total error for theith sound is
linearly decomposed by the off-diagonal errors of the AM.
This is a natural decomposition of the total error into its
confusions that can help us understand the AI predictions in
much greater detail.

For example:Why does the probability of identification
of sounds 1–3 and 4–7 increase even when these sounds are
not spoken? The initial rise for the two sound groups follows
from the increase in chance performance due to the de-
creased entropy, which follows from the reduced size of the
group. This conclusion follows naturally from Eq.~7!. As the
SNR increases, the size of the group exponentially decreases.

As the number of alternatives in a closed-set task de-
creases, the probability of guessing increases. Given 2 alter-
natives, chance is 1/2; given 16, chance is 1/16. Thus, group-
ing and the rise due to the confusion within the group are
intimately tied together. In the same manner, as the SNR
rises from218 to 212, the MN55 sounds 4–16 are percep-
tually ruled out, increasing chance performance for sounds
1–3 from 1/16 to 1/3.

2. The nasals

In Fig. 3 Si , j (SNR) for i 515, 16, corresponding to /ma/
and /na/, are presented. The two nasal sounds are clearly
separated from all the other sounds, even at218-dB SNR.
As the SNR increases, the scores rise to'25%, peaking at or
near 212-dB SNR, following with the identification rising
and the confusion dramatically falling for SNRs at and above
26 dB.

Sounds 1–14 are solidly rejected, even at218 dB.
These scores exponentially drop as the SNR is increased.
There is a slight~visual! hint of a rise of a few sounds for the
case of /ma/, in some of the rejected sounds in the left panel,
and some corresponding grouping, but the effect is small and
it would be difficult to tease out. The rejected sounds in the
right panel do not show any obvious grouping effect.

The subjects can clearly distinguish the two nasal
sounds~sounds 15,16! from all the others~sounds 1–14!,

2216 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Jont B. Allen: Consonant recognition and the AI



even at the lowest SNR of218 dB; however, they cannot
distinguish between them until the SNR is greater than212
dB. The subjects know the sound they hear is nasal, but the
question is, which one? This identification of event-nasal
leads to a significant increase in chance performance for
SNRs between218 and26 dB, from 1/16 to 1/2.

One may also see this effect in the raw count data at
218 dB, where the confusions are approaching equal chance
levels. For example, in MN55 Table I, the raw counts are
@25,28;33,32#. At 212 dB, /ma/ and /na/ are significantly
confused with each other, but rarely with the other sounds.
For example, from MN55 Table II, /ma/ is heard 20 times
when /ba/ is spoken@S15,8(212)56.72% of the time#, while
/ba/ is heard 11 times when /ma/ is spoken~5.83% of the
time!.

III. TRANSFORMATION FROM THE WIDEBAND SNR
TO THE AI

Miller and Nicely used the wideband SNR, in dB, as
their measure of audibility. However, as discussed in the In-
troduction, there are reasons to believe that the AI~SNR! is a
better audibility measure. We shall now demonstrate this for
the MN55 data. Our approach is to transform MN55’s wide-
band SNR into an AI, and then to plot the resultingSi , j (AI).

To compute the AI for MN55 one needs to know the
specificSNR, over articulation bands, denoted snrk . This re-
quires knowledge of the average speech spectra for five fe-
male talkers, and the noise spectra. The spectrum for five
female talkers is shown in Fig. 4, while the noise spectra was
independent of frequency~i.e., white!. The procedure for
computing AI~SNR! is described next.

A. Computing the specific AI

The AI is defined by FS47@their Eq.~8!# as

AI5
1

K (
k

K

AI k , ~8!

namely as a 20-band average over thespecificAI, denoted
AI k . The specific AI is defined in terms of the speech-to-
noise ratio

snrk[ss,k /sn,k , ~9!

where the speech power isss,k
2 @Watts/critical band# and the

masking noise power issn,k
2 @Watts/critical band#, in thekth

articulation band. When calculatingss,k , the average is over
1/8-s intervals. snrk is the same as FS47’s band sensation

level E. Thekth articulation band power-snrspeech detection
thresholdmay be modeled as

I 1DI

I
[

sn,k
2 1c2ss,k

2

sn,k
2

511c2snrk
2, ~10!

where a frequency-independentspeech detection constant c
is determined empirically from data on the detection of
speech in noise~Fletcher and Munson, 1937; French and
Steinberg, 1947!. The role ofc is to convert the speech rms
to the speech peaks, which are typically 12 dB above the rms
speech level. When snrk specifies the speech peaks,c52.

Converting to decibels, and scaling by 30, defines the
specificAI

AI k5min~ 1
3 log10~11c2snrk

2!,1!. ~11!

Relationship Eq.~11! follows from the detailed discussions
of FS47 and Fletcher and Galt~1950!, followed by the sub-
sequent analysis by Allen~1994!. @See especially~Fletcher,
1995, Eq.~10-3!, page 167!.#

Between 0 and 30 dB, AIk is proportional to log(snrk)
because the percent of the time the speech is above a certain
level is proportional to the dB SL level (re: threshold sen-
sation level! ~French and Steinberg, 1947; Allen, 1994!. The
factor of 1/3 comes from the dynamic range of speech in a
given articulation band~French and Steinberg, 1947, Fig. 4,

FIG. 3. Plots of the symmetric AM corresponding to
the nasals /ma/ and /na/. The curve that rises to 1 is
Si ,i(SNR) for i 515 ~left! and i 516 ~right!. The solid
thick curve in each panel isei @Eq. ~7!#. The other
curves represent confusionsSi , j (SNR) for the remain-
ing soundsj 51,...,14.

FIG. 4. This figure from Dunn and White, 1940~their Fig. 10! shows the
average power spectrum for six men and five women. The dashed curve,
which approximates the power spectrum for the five women, has a slope of
0 from 125 to 500 Hz, and a slope of229-dB/decade between 0.5 and 8
kHz.
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page 95!. As discussed extensively by FS47~i.e., their Table
12!, an empiricalthreshold adjustmentmust be made, la-
beledc in Eq. ~10!. The value ofc is chosen such that the
speech is just detectable when snrk51, in each cochlear criti-
cal band, corresponding to specific AIs of zero~i.e., AIk
50). Equation~11! over-predicts the data of FS47 Table V
by 3.2% (c[1/2, snrk5E). A more precise estimation ofc
would require repeating Fletcher’s critical ratio experiment
using narrow bands of speech, with a white-noise masker
and measuring snrk at the detection threshold. The min(x,1)
part of the definition limits the AI on the high end, since for
an SNR above 30 dB, the noise has a negligible effect on the
articulation~and intelligibility!.

The band independence model of the total error

The average soundarticulation error e ~SNR!, in terms
of the average sound articulationPc(SNR), is

e~SNR!512Pc~SNR!. ~12!

In 1921 Fletcher showed that the articulation error probabil-
ity e(SNR) could be thought of as being distributed over
K-independent articulation bands. The bandwidth of each of
these articulation bands was chosen so that they contribute
equally to e @the articulation per critical band is constant
from 0.3–7 kHz ~Fletcher and Galt, 1950; Allen, 1994,
1996!#. Assuming band independence, the total articulation
error may be written as a product overK band articulation
errors

e5e1e2¯ek¯eK . ~13!

This equation is called theband independence model.
Galt established that the articulation bandwidth is pro-

portional to cochlear critical bandwidths~French and Stein-
berg, 1947, page 93!, as measured by thecritical ratio
method and the frequency jnd~Allen, 1994, 1996!. Fletcher
then estimated that each articulation band was the equivalent
of 1 mm of distance along the basilar membrane, thereby
taking up the 20-mm distance along the basilar membrane,
between 300 to 8 kHz~Allen, 1996!. Thus, the AI@Eq. ~8!#
may be viewed as an average SNR,averaged over dB units,
of a scaled specific SNR, defined over cochlear critical
bands.

As first derived in Allen~1994!, the probability of ar-
ticulation error in thekth bandek may be written in terms of
the specific AI as

ek5emin
AIk /K , ~14!

where the constantemin is defined as the minimum error via
the relationship

emin[12max
snr

~Pc~SNR!!. ~15!

This constantemin depends in general on the corpus, talkers,
and subjects. For Fletcher’s work,emin was 1.5%~H'11,
i.e., more than 2048 sounds!. For the work reported here, a
value of 0.254%~H54! was used, based on an extrapolation
of the MN55 data to AI51 and a minimization of the model
parameters for a best fit to MN55 data.

It follows from the above relations that

Pc~AI !512emin
AI . ~16!

The total error e5emin
AI in Eq. ~16! was represented by

Fletcher ase5102AI/0.55. Both expressions are exponential
in AI, differing only in the choice of the base (emin

510(21/0.55)). Equation~16! only applies to the case of non-
sense phones, having the maximum entropy.

Figure 5, left, shows the relative spectrum and noise
level corresponding to SNRs of218 to 112 dB, for female
speech with a white-noise masker. On the right one may see
the resulting AI~SNR!, based on the calculations specified by
the equations presented in this section. The final values of
the AI were determined withc52 to be ~starting from an
SNR of 112!: @0.459,0.306,0.186,0.1,0.045,0.016#.

Because the spectrum of the speech and the spectrum of
the noise are not the same, the AI~SNR! cannot be a linear
function of SNR. Only for the case where the two spectra
have the same shape will AI~SNR! be linear in SNR. For the
case at hand, a white-noise masker, the high frequencies are
progressively removed as the SNR decreases, as shown in
the left panel of Fig. 5.

B. AM „SNR… to AM „AI…

The left panel of Fig. 6 shows the MN55 consonant
identification curvesPc

( i )(SNR)[Si ,i(SNR), as a function of
the SNR for each of the 16 sounds (i 51,...,16), along with
their meanPc(SNR) ~solid curve with circle symbols!

Pc[
1

16 (
i 51

16

Pc
~ i ! . ~17!

It must be mentioned that Eq.~17! only applies to the case at
hand, where thea priori probabilities of the sounds are
equal. In the more general case, a Bayesian formulation
would be required.

FIG. 5. Using the speech power spectrum given by the
dashed line in Fig. 4, and assuming a uniform noise
spectral level, the AI~SNR! was calculated. Each curve
shows the relative spectral level of the speech having a
peak level at the wideband SNRs used by Miller and
Nicely @218,212,26,0,6,12#, in units of dB. The top
curve shows the112-dB speech spectrum. The dashed-
dot line is the noise spectral level having an rms of 0
dB.
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In the right panel the individual scores, along with the
average, are shown as a function of the AI. To transform
from SNR to AI the values shown in the right panel of Fig. 5
are used.

We also wish to compare the AI model prediction to the
measurements shown in Fig. 6. However, it is necessary to
modify Eq. ~16! so that it accounts for chance~guessing!
given byPchance522H, whenH54 and AI50. This is done
by again assuming independence of the error probabilities.
Since chance error for guessing isechance512Pchance, the
chance-correctedPc(AI) formula is

Pc~AI, H!512echance~H!emin
AI , ~18!

with

echance~H![1222H. ~19!

Fletcher’s formula Eq.~16! is the limiting case of Eq.~18!
whenH becomes large~Fletcher’sH'11!.

A plot of Eq. ~18! is shown in the right panel of Fig. 6
~solid curve, square symbols!, with emin50.254%, and
H54. The fit of Eq.~18! to the average of the 16 MN55
curves is excellent.

Discussion

The left panel of Fig. 6 shows that there is an approxi-
mately linear relationship betweenPc(SNR) and SNR over
the range from218 to 6 dB. The thick dashed-dot line is
~SNR120!/30. This line is useful as a simple reference.

The main deviation from the linear dash-dot curve is due
to the strong saturation that occurs for the two nasal sounds
and sound 7@the three curves with the highestPc(SNR)].
Note that each of the sounds has a nearly linear
Pc

( i )(SNR), with different saturation levels~if they are
reached!. The saturation point forPc(SNR) occurs at an
SNR of about 30 dB above the threshold, at220 dB ~thick
solid line with circles!. Note that since the relationPc(SNR)
depends on the noise spectrum, the linear relation observed
in the left panel of Fig. 6 can only hold for the white-noise
masker, since if the noise spectrum is changed,Pc(SNR)
must change, and it is linear for the white-noise case.

In the right panel of Fig. 6 the extended AI model
@Eq. ~18!# is shown for MN55’s data. Each of the 16 curves
Pc

( i )(AI), i 51,...,16, is shown as the light-dashed curves.
This average@Eq. ~17!# is shown as the solid-thick curve
with circles.

The solid-thick line with squares is the extended
~chance-corrected! AI model, Eq.~18!. The value ofemin of

0.254% is one-sixth that used by Fletcher~1.5%!. The
smaller size could be attributed to the larger amount of train-
ing the subjects received over such a limited set sizeH54
5 log2(16).

As may be seen in the left panel of Fig. 5, since MN55
used white noise, the snrk for frequency bands larger than
about 0.7 kHz have an SNR of less than 30 dB, resulting in
an AI of much less than 1. In fact, the AI was less than 0.5
for the MN55 experiment, corresponding to a maximum
score of only 90%.

A most interesting and surprising finding is that the ex-
tended AI model@Eq. ~18!# does a good job of fitting the
average data. In fact, the accuracy of the fit over such a small
set of just 16 consonants was totally unanticipated. This
needs further elucidation.

C. Extended tests of the AI model

If one plots the total error probabilitye(AI) 51
2Pc(AI) in log coordinates, as a function of AI, such plots
should approximate straight lines. This follows from the log
of Eq. ~18!

log~e~AI !!5 log~emin!AI1 log~echance~H!!, ~20!

which has the convenient formy5ax1b. The ordinate~y
axis! intercept of these curves at AI50 gives the log chance
error @b[y(0)5 log(e(0))5log(echance(H))#, while the ordi-
nate intercept of these curves at AI51 defines the sum of the
log-chance error and the log-minimum error, namely@a1b
[y(1), thusa5 log(emin)]. In Fig. 7 the log-error probabili-
ties for each of the 16 sounds, along with the average and the
AI model, are shown. The sounds have been regrouped so
that the log-error plots have similar shapes. The shallow
slopes are shown on the left and the steeper slopes on the
right.

From Fig. 7, we shall find that the linear relationship
@Eq. ~20!# holds for 11 of the 16 sounds, with the free pa-
rameters emin(i) and echance( i ), either depending on the
sound, or on a sound group.

The upper two panels show the most linear groups,
while the lower panels are the most nonlinear~nonstraight!
log-error curves. The curves that are close to linear~the two
top panels! are consistent with the AI model, due to Eq.~20!.

This observation of a log-linearity dependence for the
probability of error of individual sounds is rather astounding
in my view. First, there was noa priori basis for anticipating
that individual sounds might obey Fletcher’s band-
independence property, Eq.~18!. Second, if individual

FIG. 6. The light dashed lines arePc
( i ) for each of the

16 consonants. On the left the abscissa is the SNR in
dB, while on the right, the AI is used as the independent
variable. The solid-thick curve~circles! on both the left
and right is the average scorePc , Eq. ~17!. The solid-
thick curve~squares! on the right is the average phone
prediction given by Eq.~18!.
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sounds obey equations of the form of Eq.~8!, then sums of
such equations cannot obey Eq.~8!, since the sum of many
exponentials, each having a different base, is not an expo-
nential.

The finding that individual CV recognition error is ex-
ponential in the AI~the basis of the band-independence hy-
pothesis! therefore extends, and at the same time violates,
Fletcher’s original fundamental AI hypothesis that the aver-
age error is exponential.

It is therefore essential to understand the source of the
deviations for the individual sounds from the average, and to
critically assess the accuracy of the model for individual
sounds. Five sounds~4,8,11,15,16! have a probability of er-
ror that deviates from linear, with the most nonlinear and the
largest deviations from the mean, being the nasals~15,16!, as
shown in the lower-right panel. In the next section I explore
the reasons for this.

1. Log-error for the nasals

In Fig. 8 the nasal data are shown using the same log-
error linear decomposition used in Fig. 3, where the total
error ~solid-thick curve! is the sum of the errors of the com-

peting sounds@i.e., Eq. ~7!#. In the case of the nasals, the
confusions for the other sounds is small, namely only /ma/
and /na/ significantly compete.

As a result of plotting the data as a function of AI, for
AI.AIg50.045 ~SNR>212!, the log-error curves become
linear in AI, as predicted~modeled! by Eq. ~18!. This value
of AIg is shown in the plot with an arrow indicating the point
of separation of the target sound from the competing sound.
Extrapolating this linear region back to AI50, one finds the
chance guessing probability of 1222Hg51/2, corresponding
to a nasal group entropy ofHg51. This is shown on the
graph by the dashed line superimposed on the corresponding
error curve~stars!. In the region 0<AI<AIg50.045,H de-
pends on AI, since it dramatically drops from 4 to 1.

Thus, the reason that the nasal curves are not linear in
Fig. 7 is that chance~the entropy factor! is dramatically
changing between 0<AI<AIg, due to the formation of the
perceptual ‘‘event-nasal’’ group.

When the data are plotted as a function of SNR, as in
Fig. 3, the log-error linearity is not observed. Also, the shape
of the curve will depend on the spectrum of the noise.
Clearly, the SNR to AI transformation is an important key to
making sense of these data.

FIG. 7. This figure shows the probability of error for theith sound,Pe
( i )(AI) [12Pc

( i )(AI), as a dashed curve. To reduce the clutter, the sounds have been
sorted over the four panels, with the sound number indicated in each panel title. The top two panels are the cases where the individual sound-error curves are
close to straight lines. The left-upper panel are those cases where the sound lies above the average, while the right-upper panel shows those cases where the
sound lies below the average. The two lower panels correspond to the sounds that violate the exponential rule~are not straight lines on a log-error plot!. For
reference, each panel contains the average probability of errorPe(AI) [12Pc(AI), shown as the solid curve with circles, and the model erroremin

AI , shown
as the solid line~squares!.
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2. Log error for ÕpaÕ, ÕtaÕ, and ÕkaÕ

Finally, in Fig. 9 we return to the case of /pa/, /ta/, and
/ka/. This 3-group generalizes the /ma/, /na/ 2-group conclu-
sions of Fig. 8. In the middle panel it is clear that for small
values of AI less than 0.045S2,2(AI) for /ta/ is equal to the
curves for /pa/ and /ka/@S2,j(AI), j 51,3#. As the AI rises
above about 0.1, the three curves~circles! split due to the
identification of /ta/ and the rejection of /pa/ and /ka/. The
shape and slope of the curves corresponding to the two re-
jected sounds are identical. The projection of the rejected
curves back to AI50 gives the probability of chance error for
a group of 3~i.e., 1–1/3!, as shown by the dashed line in this
middle panel. In the left-most and right-most panels, corre-
sponding to /pa/ and /ka/, the two rejected sounds have very
different log-error slopes. However, the two dashed curves
still project back to the chance error probability for a group
of 3 ~1–1/3!. This change in the slope for the two sounds
shows thatemin(i,j) can, in general, depend on the sound in
the group. This seems to reflect the more robust nature of /ta/
relative to /pa/ and /ka/ due to /ta/ having more high-
frequency energy than its competitors.

Based on the small amount of the data shown in Fig. 8
and Fig. 9, it appears that the band-independence assumption
@Eq. ~13!# and the band error expression@Eq. ~14!# model the
individual sound confusionsSi , j (AI) more accurately than
they model the average band error@Eq. ~13!#. The total sound
error is more precisely the sum of these off-diagonal confu-
sion terms, as given by Eq.~7!. The implications of this
model seem quite significant, but without more data it is
unwise to speculate further at this time.

IV. CONCLUSIONS

The intent of this paper is to provide a theoretical analy-
sis of the venerable 1955 Miller and Nicely confusion matrix
data, which have been difficult to fully appreciate, due to
inadequate analysis methods. Replotting the data as a func-
tion of the SNR, rather than as confusions at a fixed SNR,
provides a novel way of robustly clustering the feature
groups. This grouping, not robustly defined in a single CM,
is easily determined in such SNR plots. When working with
individual CM data at a single SNR, clusters depend on the

sound ordering. When plotted as a function of SNR, sound
order is irrelevant, and clusters depend instead on a smooth-
ness, or continuity, across SNR.

A second contribution is the use of the AI as the inde-
pendent variable. When the PI is plotted as a function of the
SNR, the only structure observed are the clusters~Fig. 2!.
When these same data are plotted as a function of AI~Fig. 8!,
they become linear functions of AI~they form straight lines
on log-error axes!, consistent with the band-independence
model of Fletcher@Eq. ~13!#, thereby corroborating Fletch-
er’s AI model equation@Eq. ~16!# for the case of single com-
peting consonants. Plots ofSi , j (AI) depend on the spectrum
of the noise.

A third contribution is the extension~and verification! of
Fletcher’s articulation model equation forPc(AI), for the
case of small set size@Eq. ~18!#, by introducing entropyH
into the model@Eq. ~16!#, thereby accounting for chance
~guessing!.

As the SNR increases from chance levels~e.g.,221-dB
SNR!, sound groups form, forcing the entropy to decrease.
The extended model@Eq. ~18!# leads us to the conclusion
that the entropy must depend on AI. This function,H~AI !,
decreases from its maximum value of 4 at AI50, to Hg

[ log2 ~group size! for AI5AIg , where the group is fully
formed. The entropy associated with these groups may be
estimated from the clusters inSi j (AI), or from the intercept
at AI50 of the dashed lines of Fig. 8 and Fig. 9. For the
nasal sounds the group size is 2~H51!, leading to an inter-
cept of 1–1/2. For the@/pa/,/ta/,/ka/# group, the group size is
3 @H5 log2(3)'1.58#; thus, the intercept is 1–1/3.

A. Parametric model

In summary, a parametric model of the confusion matri-
ces for the sound groups 1–3 and 15, 16 has been estab-
lished. Chance, defined byechance(H) @Eq. ~19!#, depends
only on the experimental set~alphabet! size, characterized by
H~0!, not on the sounds themselves. Each sound may be
described by three parameters. The sound-dependent param-
eters of Eq.~18! areemin(i,j) Hg( i ) and AIg( i ). The param-
eter emin(i,j) appears to be a property of the individual

FIG. 8. Since the log-error plots for /ma/ and /na/~see the lower-right panel of Fig. 7! show the greatest deviation from linear, they seem to be a ‘‘worst case’’
for the AI model. From this figure it is clear that the reason for the deviation from linear dependence is due to the migration of chance from 1/16~H54! to
1/2 ~H51!, due to the nasal grouping. The rising nasal curves results from the robust grouping of the nasal, resulting in the increase in chance from 1/16 at
AI50 to 1/2 at AI'0.045. The solid-thick curve is the sum of all the errors~and is 12Pc for the spoken sound!. A dashed line has been drawn from the point
~0,.5! to ~0.31,.01!. This line fits the error curve~/na/ given /ma/, and /ma/ given /na/! with very little error, for AI5AIg.0.045, and intercepts the ordinate
at 1/2 for AI50, as expected for a 2-group~H51!. This further supports the band independence model Eq.~13!.
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sounds in the group. For example, the value ofemin(i,j) for
sounds 1 and 3 are the same, but the value for sound 2 is
much smaller~Fig. 9!.

The value ofei is the sum of all the errors of the corre-
sponding off-diagonal values, namely

ei~AI !5(
j Þ i

Si , j~AI !. ~21!

This equation is the same as Eq.~7! except for the indepen-
dent variable. The total minimum error is given by the aver-
age of the row errors, evaluated at AI51

emin5
1

16(i
ei~AI !U

AI51

. ~22!

This follows from Eq.~17! and Eq.~7!.
Parameter AIg( i ) characterizes the transition from the

maximum alphabet entropy@H~AI50!# to the group entropy
Hg . We have not attempted to find an analytical expression
for H(AI), to describe the transition from entropy maximum
H~0! to that of the groupH(AIg). The hierarchies mentioned
in the Introduction each have their own AIg parameter, each
group within the hierarchy having a smaller value of AIg .

The change in the entropy, fromH→Hg , due to the
formation of groups as the sounds start becoming identified,
accounts for the deviations from linear of the log-error prob-
ability.

One might even view the ultimate identification of the
sound, as AI→1, as a further reduction of the sound’s row
entropy to zero.

Since the parametric model is based on very little data,
there is presently no clue as to how it will generalize.

B. Preprocessing of C
The confusion matrixC was transformed to form the

articulation matrixA, by a normalization step@Eq. ~1!#, and
then further transformed by symmetrizing@Eq. ~3!#. These
two transformations interact and must therefore be iterated to
convergence. While these transformation steps are not essen-
tial, they are justified, since they reduce sampling noise and
remove subject bias. Sampling noise and bias are interesting
topics in their own right that deserve further analysis. For
example, the skew-symmetric formA(AI, H) @Eq. ~4!#
should be carefully considered in the future, to characterize
and determine the precise nature of the subject bias. This
bias should be considered when designing MN55-type ex-
periments.

Once the CM has been preprocessed so that its rows sum
to 1, an error decomposition is possible. The equation for this
is Eq.~7!, which says that the total sound identification error
is the sum of the confusions. This expression is useful in
those cases where the sounds group, as it uniquely decom-
poses the error into the group confusions. When plotted as
log error ~e.g., Fig. 9! one may characterize the sources of
the sound errors in a quantitative way@i.e., using the param-
etersemin(i,j) and AIg( i )]. This method seems superior to all
previous analysis methods of such confusion matrices.

As shown in Fig. 7, the nasals appear to violate Fletch-
er’s independence formula Eq.~13!, since the total error is
not a straight line on the log-error plot. However, when de-
composed by Eq.~7!, we see thatindividual competing
sounds obey band independence. Thus the total error devi-
ates from a linear log error, due to the dramatic change inH
with AI, from 4 to 1, over the small range of AI between 0
and AIg'0.045~Fig. 8!.

Furthermore, the projection of the straight lines that lie
along the log-error curves, back to AI50, givesechance, for
the group. This is an important corroboration of Eq.~18!.
Two examples of these are seen for the nasals, where the
group has entropy 1, and the dashed lines of Fig. 8 project
back to 1–1/2, and the 3-group of Fig. 9, where the dashed
lines project back to 1–1/3.

C. Calculating the AI

The procedure for calculating the AI, developed in Sec.
III A, has some novel aspects as well. Rather than defining
the specific AI in terms of the band SNRs, the modified
function of Eq.~11! was used. The justification for Eq.~11!
comes from the work of Fletcher as well as French and
Steinberg, both of whom promote~but did not use! this de-
tection formulation. Thespeech detection constant cis cho-
sen to characterize the detection of the speech peaks when
noise is added to the speech. Even though this formulation of
the AI has some important advantages, and is more accurate,
it is never referred to in the modern AI literature. This, I feel,
is a mistake that needs rectification. Again, this approach was
not studied in detail in this paper; however, there is a detailed
analysis of Eq.~11! in both of the references, and a deeper
analysis here is off topic. It was necessary to introduce Eq.
~11! to get reasonable values of AI~SNR! when fitting the
model Pc(AI, H), as shown in Fig. 6. This is because the
estimates of the SNR as a function of frequency@i.e.,
snrk(SNR)], in the left panel of Fig. 5, are strongly affected
by this detection model, and on the specific choice ofc in

FIG. 9. This figure showsSs,h(AI) for s51, 2, 3 cor-
responding to the sounds /pa/, /ta/, and /ka/. The dashed
lines connect ~0,121/3! with ~0.48,0.1! and
~0.442,0.01!.
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Eq. ~10!. Without the use of this speech detection parameter
(c52), the band SNR values snrk(SNR) would be unrealis-
tic for small values of AI.

D. Band independence

Fletcher’s band-independence assumption Eq.~13! has
proven to be an important tool at the individual sound level.
This should come as a surprise, as it was not anticipated by
Fletcher’s work, or any work following~that I am aware of!.
On the other hand, the fact that it works at all should lead us
to the possibility that it could generalize. It would appear
from the analysis provided here that Eq.~13! is more accu-
rate in describing competing sounds than in describing the
average probability correctPc(AI, H). This statement is sup-
ported by the very linear behavior of the off-diagonal confu-
sion termsSi , j in Fig. 8 and Fig. 9. The partial errors are
highly linear once the group has formed (AI.AIg). It fol-
lows from Eq.~7! that the deviations from linear are a result
of the groups, which depend on the noise spectrum. The
influence of a group formation distorts this basic linear char-
acter, and therefore distorts the linearity of the sum over
many error terms@i.e., Pc(AI)]. Based on the small amount
of data we presently have~those shown in this paper!, it
would be reasonable to conclude that band independence is
more a property of individual consonants than it is of the
group means, as first proposed~derived! by Fletcher. Much
more data and analysis are needed to verify this possibility,
which is hardly proved at this time.

E. Implications to ASR

Automatic computer recognition of speech~ASR! could
benefit from many of the same considerations as those of
MN55. It would be interesting to run similar experiments on
modern ASR systems, to characterize theirA~AI,H! perfor-
mance. In many cases this might not be practical, due to the
limited performance of the ASR front ends, or if the confu-
sion matrices turned out to be skew-symmetric. The ASR
language model performance is inhibited when using non-
sense speech, since most of these systems depend on some
sort of language context for their performance.
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The speech intelligibility index~SII! ~ANSI S3.5-1997! provides a means for estimating speech
intelligibility under conditions of additive stationary noise or bandwidth reduction. The SII concept
for estimating intelligibility is extended in this paper to include broadband peak-clipping and
center-clipping distortion, with the coherence between the input and output signals used to estimate
the noise and distortion effects. The speech intelligibility predictions using the new procedure are
compared with intelligibility scores obtained from normal-hearing and hearing-impaired subjects for
conditions of additive noise and peak-clipping and center-clipping distortion. The most effective
procedure divides the speech signal into low-, mid-, and high-level regions, computes the coherence
SII separately for the signal segments in each region, and then estimates intelligibility from a
weighted combination of the three coherence SII values. ©2005 Acoustical Society of America.
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I. INTRODUCTION

A hearing aid is intended to improve speech intelligibil-
ity for the hearing-impaired user, but it is often difficult to
predict the amount of benefit that will be obtained in prac-
tice. Intelligibility is reduced not only by the hearing loss,
but also by ambient noise, room reverberation, and the noise
and nonlinear distortion introduced by the hearing aid. The
desire to assess speech intelligibility under adverse condi-
tions has led to the development of several measurement and
prediction procedures. Some of the problems affecting
speech intelligibility, such as additive noise and bandwidth
reduction, have been addressed by the speech intelligibility
index ~SII! ~ANSI S3.5-1997!, and reverberation has been
addressed by the speech transmission index~STI! ~Steeneken
and Houtgast, 1980; Houtgast and Steeneken, 1985!. How-
ever, there is no metric that can successfully deal both with
noise and with the various types of nonlinear distortion that
can occur in a hearing aid or communication system.

An intelligibility-estimation procedure for hearing aids
must satisfy several criteria. First, the metric must be appli-
cable to systems, like hearing aids, that have frequency-
dependent magnitude and phase transfer functions. A flat fre-
quency response, often assumed in telephony and for digital
speech coding systems, cannot be assumed for a hearing aid.
Second, in the presence of additive noise without distortion,
the metric should yield intelligibility predictions that are
consistent with those produced by the SII calculation~ANSI
S3.5-1997!. Third, the method should be applicable to
speech as the test signal; much of the nonlinear signal pro-
cessing in hearing aids is specifically designed for speech as
the input and will respond differently to other types of exci-

tation such as pure tones, multitone complexes, or broadband
noise.

The goal of the work reported in this paper is to derive a
speech intelligibility metric that generalizes the SII. The spe-
cific objectives of the work are twofold: first, the metric
should accurately predict the effects of broadband noise and
distortion for speech reproduced by hearing aids and other
communication systems, and, second, the metric should be
accurate for hearing-impaired as well as normal-hearing
listeners.

A. Speech intelligibility in normal-hearing listeners

There are several procedures for estimating speech intel-
ligibility in normal-hearing listeners. The best known are the
articulation index~AI ! ~French and Steinberg, 1947; Kryter,
1962!, which has been further developed to produce the
speech intelligibility index ~ANSI S3.5-1997!, and the
speech transmission index~Steeneken and Houtgast, 1980;
Houtgast and Steeneken, 1985!. The SII measures the signal-
to-noise ratio~SNR! on a dB scale in each frequency band.
The calculation procedure then adjusts for auditory threshold
and for frequency-domain masking effects and sums the
weighted SNR across frequency to produce the intelligibility
estimate. The STI uses amplitude-modulated speech-shaped
noise as the excitation. Its calculation procedure measures
the modulation depth in each frequency band in the listening
environment and forms a weighted sum across frequency to
give an estimate of the SNR. The STI calculation can also be
performed using speech as the stimulus~Payton and Braida,
1999!. The SII is effective in stationary additive noise and
for filtering that restricts the speech bandwidth, and the STI
is also effective in reverberation.

The SII procedure embodies a simplified model of the
auditory periphery. The critical band formulation of the SII
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procedure given in Table I of the standard~ANSI S3.5-1997!
uses the critical bands of Zwicker~1961!, which give a rep-
resentation of auditory frequency analysis. The auditory
threshold for normal and impaired hearing is incorporated
into the calculation in Eq.~10! of the standard, and upward
spread of masking for normal ears is included in Eqs.~6!–~9!
of the standard. Because of this implicit auditory model, the
SII procedure can be extended to include conditions not in-
corporated into the standard as long as the basic physical and
perceptual assumptions are not violated.

Examples of previous extentions to the SII are the work
of Kates~1987! and Rhebergen and Versfeld~2004!. To com-
pute the SII, the speech power spectrum and the noise power
spectrum are averaged across the entire duration of the
stimulus, and the SII is then calculated using these long-term
averages. The SII computed this way is accurate for station-
ary noise, but is inaccurate for fluctuating noise. Kates
~1987! evaluated an adaptive noise-cancellation system by
dividing the speech into segments, computing the AI for each
segment, and then plotting the change in the AI as a function
of time to illustrate the system convergence. Rhebergen and
Versfeld ~2004! have extended the SII approach to predict
the effects of fluctuating noise. They propose dividing the
noisy speech into segments, computing the SII for each seg-
ment, and then averaging the SII values. The SII assumptions
concerning auditory frequency resolution, threshold, and
masking are preserved in their procedure, but the analysis
adds additional understanding of the effects of signal fluctua-
tions and the ability to listen in the noise valleys.

The principles underlying the SII have also been applied
to estimating speech intelligibility and quality for distortion
mechanisms such as symmetric peak clipping. Steeneken and
Houtgast ~1980!, for example, show that the modulation
transfer function can accurately predict speech intelligibility
for peak-clipped speech. Kates and Kozma-Spytek~1994!
studied speech subjected to low-frequency or high-frequency
amplification followed by symmetric peak clipping. They
computed the signal-to-distortion ratio~SDR! from the
magnitude-squared coherence~MSC!, and then derived a
speech-quality metric based on a weighted sum of the SDR
across frequency. This metric, which is similar to the
frequency-dependent weighting of the SNR used in the SII
calculation, was accurate in predicting speech quality for
peak clipping even though auditory masking was not in-
cluded. An extension of this approach~Kozma-Spyteket al.,
1996! was accurate in predicting speech quality for peak-
clipped speech for hearing-impaired listeners, although some
of the hearing-impaired subjects appeared to concentrate
more on the low frequencies and other subjects appeared to
concentrate more on the high frequencies in making their
judgments.

B. Speech intelligibility in hearing-impaired listeners

Speech intelligibility in hearing-impaired listeners has
been studied for conditions of bandwidth reduction and ad-
ditive noise, but only rarely for distortion. For additive noise
and bandwidth reduction, the SII~ANSI S3.5-1997! proce-
dure has been found in general to overestimate speech intel-
ligibility for hearing-impaired listeners~Pavlovic, 1984;

Ludvigsen, 1987; Hornsby and Ricketts, 2003!. One solution
is to apply a desensitization factor to the SII calculation,
reducing the estimated intelligibility in proportion to the
measured hearing loss~Pavlovic et al., 1986; Magnusson
et al., 2001!. The desensitization factor does not explain the
reason for the discrepancy between the SII and the observed
intelligibility, but it does provide an accurate empirical cor-
rection. The desensitization factor accuracy can be further
improved by applying individually determined frequency-
dependent proficiency factors in the SII calculation~Ching
et al., 1998!.

A second solution to the problem of overestimating the
intelligibility for hearing-impaired listeners is to modify the
effective signal-to-noise ratio~SNR! used in the SII calcula-
tion. For example, the upward spread of masking function
used in the SII calculation is based on averaged measure-
ments of normal-hearing subjects. Increasing the spread of
masking for the impaired ear reduces the effective signal-to-
noise ratio~SNR! above the frequency region of the masker.
The reduction in SNR reduces the calculated SII value.
Rankovic~1998! used individual frequency-domain masking
functions in applying the Fletcher and Galt~1950! calcula-
tion procedure to hearing-impaired listeners and found that
the individualized calculations improved the accuracy of the
intelligibility predictions without needing a desensitization
factor. Hornsby and Ricketts~2003! measured pure-tone de-
tection thresholds in speech-shaped noise for each hearing-
impaired listener and used these data to increase the effective
masking spectrum in the SII calculation. This modification of
the SII implicitly includes the increase in spread of masking
in the impaired ear and thus reduces the effective SNR. The
modification resulted in intelligibility predictions for
hearing-impaired subjects, having flat losses, that were com-
parable in accuracy to those for normal-hearing listeners,
again without the need for a desensitization factor.

Crain and Van Tasell~1994! studied speech intelligibil-
ity in hearing-impaired subjects for peak-clipping distortion.
They found that peak-clipping distortion increased the
speech reception threshold~SRT! more for hearing-impaired
listeners than for normal-hearing listeners. Crain and Van
Tasell compared the SRT for no distortion to the SRT for
infinite peak clipping after equating the levels of presenta-
tion. They found that the SRT for the hearing-impaired sub-
jects shifted by 5 dB while that for the normal-hearing sub-
jects shifted by only 2 dB. The shift in SRT was also found
to be highly correlated with the reduction in the coherence
between the input and distorted signals.

C. Test signal

Speech is the desired test signal for most types of
hearing-aid processing. In many nonlinear processing sys-
tems, such as the noise suppression and multiband compres-
sion found in digital hearing aids, the signal processing be-
havior depends on the characteristics of the signal. For
example, replacing speech with the amplitude-modulated
speech-shaped noise used in the STI measurement
~Steeneken and Houtgast, 1980! or with a synthesized ap-
proximation to speech~CCITT, 1986! will result in different
frequency- and time-dependent gains than would occur for
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real speech. Thus estimating the distortion that will occur for
speech in a nonlinear speech-processing system requires the
use of speech or, equivalently, a speechlike test signal that
has statistics very close to those of real speech.

D. Coherence measurements and hearing aids

Coherence measurements are becoming important in
evaluating hearing aids. Coherence measurement procedures
using a broadband noise input signal have been developed
for hearing aids~Preveset al., 1989; Dyrlund, 1989; Preves,
1990; Kates, 1992; Fortune and Preves, 1992; Schneider and
Jamieson, 1995; Kates, 2000!, and measurement procedures
were standardized in ANSI S3.42-1992. The use of a broad-
band stimulus is essential for determining the response of
multi-channel compression hearing aids; in these systems the
gain as a function of frequency depends on both the signal
amplitude and spectral distribution. Coherence is attractive
for determining the nonlinear behavior of such systems be-
cause it measures all forms of distortion and not just the
harmonic distortion traditionally measured~ANSI S3.22-
1996!.

An implicit assumption in using coherence to measure
the nonlinear system behavior is that equal reductions in co-
herence will cause equal reductions in intelligibility or sound
quality. In dealing with a single distortion mechanism, such
as amplifier saturation, a correlation between a reduction in
sound quality and a reduction in coherence is often found
~Palmeret al., 1995!. However, different distortion mecha-
nisms may reduce the MSC by the same amount yet have
different perceptual consequences. The relationship between
coherence and intelligibility and sound quality has not been
investigated for different forms of distortion, and the as-
sumption that equal reductions in MSC are perceptually
equivalent has not been tested.

E. Summary of the paper

In this paper the SII approach is extended to estimate
intelligibility for peak clipping and center clipping distortion
as well as for additive noise. The new procedure is a modi-
fied form of the SII procedure wherein the standard speech
signal-to-noise ratio estimate is replaced by the signal-to-
distortion ratio computed from the MSC. The MSC is used
because it is immune to linear transformations of the signal,
is reduced by nonlinear distortion as well as by additive
noise, and because it is applicable to any excitation signal,
including speech. The SII is used as the basis of the metric
because of its established accuracy in predicting intelligibil-
ity for additive noise and because it includes a model of
auditory masking as well as the threshold shift in impaired
ears. The new metric is tested with both normal-hearing and
hearing-impaired listeners.

The remainder of this paper describes the evaluation and
modeling of speech intelligibility scores from normal-
hearing and hearing-impaired individuals. The stimuli used
in the evaluations are sentences subjected to different forms
of noise and distortion. The first experiment uses normal-
hearing listeners. The subject intelligibility scores are mod-
eled using a modification of the SII procedure in which co-

herence is used to estimate the effects of the noise and
distortion on the speech. It is shown that the predictions us-
ing the coherence SII do not adequately model the intelligi-
bility results. A further modification, based on computing the
coherence SII separately for low-, medium-, and high-level
segments of each sentence, is shown to be much more accu-
rate in predicting the intelligibility scores.

The second experiment uses hearing-impaired listeners.
The processed sentence stimuli are the same as used for the
normal-hearing subjects. However, the hearing-impaired sub-
jects are provided with amplification to compensate for each
individual hearing loss. The intelligibility scores for the
hearing-impaired subjects are predicted using the three-level
coherence SII procedure with the same weights for the low-,
mid-, and high-level segments of the sentences as used for
the normal-hearing subjects. The only modification is the
inclusion of the individual hearing loss in the coherence SII
calculations. The new procedure is shown to be just as accu-
rate in predicting the intelligibility for the hearing-impaired
listeners as it is for the normal-hearing listeners.

II. EXPERIMENT I: NORMAL-HEARING LISTENERS

A. Listeners

Thirteen adult listeners with normal hearing~age range
18 to 45 years! participated. All listeners had thresholds of
20 dB HL ~ANSI, 1989! or better at octave frequencies from
250 to 8000 Hz, inclusive. Listeners were tested individually
in a double-walled sound booth and were compensated $10/
hour for their participation.

B. Test materials

The test materials consisted of the Hearing-in-Noise-
Test ~HINT! sentences~Nilssonet al., 1994!. The sentences
were digitized at a 44.1-kHz sampling rate and down-
sampled to 22.05 kHz to reduce computation time. There are
25 lists with ten sentences per list, giving a total of 250
sentences. Each test sentence was combined with additive
noise or was subjected to symmetric peak-clipping distortion
or symmetric center-clipping distortion. The two forms of
clipping were chosen as examples of memoryless nonlineari-
ties that have been used in previous investigations~Licklider,
1946!. Peak clipping is related to arithmetic, amplifier, and
receiver saturation in a hearing aid. Center clipping is related
to noise-suppression systems that reduce the amplitude of
low-level portions of the signal.

The additive noise was extracted from the opposite
channel of the HINT test compact disc. The noise has the
same long-term spectrum as the sentences. The signal-to-
noise ratio~SNR! was determined by computing the root-
mean-squared~RMS! power of each sentence, ignoring the
silent intervals at the beginning and end of the sentence, and
adjusting the noise power over the same interval to give the
desired SNR. The combined signal-plus-noise power over
the duration of each sentence was then adjusted to give a
presentation level of 65 dB SPL.

The peak-clipping and center-clipping distortion thresh-
olds were set using the histogram of the magnitudes of the
signal samples for each sentence. The silent intervals at the
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beginning and end of each sentence were discarded, and the
cumulative distribution of the absolute values of the signal
samples was then computed for the sentence. The clipping
threshold was set as a percent of the cumulative magnitude
histogram for the sentence. For symmetric peak clipping, the
clipping operation is given by

y~n!5H c, x~n!.c,

x~n!, 2c<x~n!<c,

2c, x~n!,2c

, ~1!

wherex(n) is the speech input,y(n) is the distorted output,
and c is the clipping threshold. The symmetric center clip-
ping operation is given by

y~n!5H x~n!, x~n!.c,

0, 2c<x~n!<c,

x~n!, x~n!,2c

. ~2!

The distorted sentences were then readjusted to give an av-
erage level of 65 dB SPL.

For each individual listener, 24 lists with ten sentences
per list were selected for processing, with eight lists ran-
domly selected for each of the three distortion conditions.
Eight levels of distortion were evaluated for each distortion
type and the distortion levels were randomized within each
block. The distortion levels were peak clipping with the clip-
ping threshold set to$0%, 50%, 75%, 90%, 95%, 98%, 99%,
100%% of the cumulative magnitude histogram of each sen-
tence; center clipping with the clipping threshold set to$0%,
50%, 70%, 80%, 85%, 90%, 95%, 98%% of the cumulative
magnitude histogram; and additive noise with the SNR set to
$25, 0, 5, 10, 15, 20, 30, 100% dB. Note that the effects of
peak clipping are reduced as the clipping threshold is in-
creased, while the effects of center clipping are increased as
the clipping threshold is increased.

C. Procedure

Listeners participated in 1-h sessions. During the ses-
sion, the listeners were presented with three blocks of 80
sentences, with one block in each of the three distortion con-
ditions. The order of presentation of the three distortion con-
ditions was randomized across listeners and across sessions.
The order of presentation of sentences within a block was
also randomized for each listener. During the sessions, lis-
teners verbally repeated each sentence after it was presented.
The tester then scored the proportion of complete HINT sen-
tences that were correctly repeated by the listener.

For listener presentation, the digitally stored speech
stimuli went through a digital-to-analog converter~Tucker-
Davis Technologies RP2!, an attenuator~TDT PA5!, and a
headphone buffer amplifier~TDT HB7!. Finally, the stimuli
were presented monaurally to the left ear of each listener
through a TDH-49 earphone. All stimuli were presented to
the listeners at an equalized-RMS level of 65 dB SPL.

D. Intelligibility scores

The intelligibility scores for the normal-hearing subjects
are plotted in Fig. 1. The scores for each listener were first
averaged across the ten sentences used for each combination
of distortion type and level. The average intelligibility scores
for each condition were then averaged across the 13 listeners.
The average intelligibility~proportion sentences correct! is
plotted as a function of SNR in dB~right panel! and as a
function of the clipping threshold expressed as a percent of
the cumulative amplitude distribution~left panel!. The error
bars show the standard deviation across the 13 subjects.

For the additive noise, the intelligibility increases as the
SNR increases. The general shape of the curve is consistent
with previous intelligibility results for the HINT sentences in
additive speech-shaped noise~Nilsson et al., 1994; Eisen-
berget al., 1998!. The speech intelligibility is a steep func-
tion of SNR over the range of25 to 15 dB; the intelligi-
bility goes from 22% to 97%, giving an average slope of

FIG. 1. Average subject intelligibility scores for additive speech-shaped noise~right panel! and peak-clipping and center-clipping distortion~left panel! for the
HINT sentence test materials. The error bars show one standard deviation.
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7.5% per dB. The intelligibility reaches an asymptote of
nearly perfect sentence recognition above the 5-dB SNR.

The worst case intelligibility for peak clipping is 72%
correct, obtained for infinite clipping~replacing the speech
signal samples by their signs!. The intelligibility improves as
the clipping threshold increases. The high intelligibility for
peak clipping indicates that much of the vowel and conso-
nant structure of the speech is preserved even for infinite
clipping. For center clipping, the intelligibility remains high
for a clipping threshold up to 70%, and then decreases rap-
idly with increasing clipping threshold. At a clipping thresh-
old of 98% all but the highest peaks of the speech signal
have been removed, resulting in an intelligibility of 0%.
These results are consistent with previous results for peak-
clipped and center-clipped speech~Licklider, 1946!.

III. COHERENCE

The coherence function~Carteret al., 1973! is the nor-
malized cross-spectral density given by

g~v!5Sxy~v!/@Sxx~v!Syy~v!#1/2, ~3!

whereSxy(v) is the cross-spectral density between the two
stationary random processesx(n) andy(n) having autospec-
tral densities Sxx(v) and Syy(v), respectively. The
magnitude-squared coherence function~MSC! is then given
by

ug~v!u25uSxy~v!u2/Sxx~v!Syy~v!, ~4!

with 0<ug(v)u2<1.
When x(n) is the input to a system andy(n) is the

output, the MSC represents the fraction of the output signal
power that is linearly dependent on the input at each analysis
frequency. The complementary fraction 12ug(v)u2 gives the
output power at each frequency that is unrelated to the input
at that frequency and thus represents the nonlinear distortion
and noise. The signal-to-noise and distortion ratio~SDR! is
therefore given by~Carteret al., 1973!

SDR~v!5ug~v!u2/@12ug~v!u2#. ~5!

When ug(v)u251, all of the output is linearly related to the
input and the SDR approaches infinity. Whenug(v)u250,
there is no relationship between the output and the input and
the SDR is zero as well.

The MSC is typically estimated using fast Fourier trans-
form ~FFT! techniques~Carter et al., 1973!. The data se-
quencesx(n) and y(n) are divided into a numberM of
overlapping windowed data segments. The cross-spectrum
and autospectra are computed for each segment using the
FFT and are then averaged across segments, and the MSC is
computed from the averages. ForM data segments, the esti-
mated MSC is given by

ug~k!u25
u(m50

M21Xm~k!Ym* ~k!u2

(m50
M21uXm~k!u2(m50

M21uYm~k!u2 , ~6!

where the asterisk denotes the complex conjugate.Xm(k)
and Ym(k) are the spectra of themth windowed data seg-
ments ofx(n) and y(n), respectively, computed using the
FFT algorithm wherek is the FFT bin index. Typically, a

Hann or Hamming data window and 50% overlap are used
for the data segments. The estimated MSC is subject to bias
effects due to the finite number of segments used in the FFT
procedure and to the interaction of the processing system
delay with the segment length. For the greatest accuracy,
unbiasing techniques that temporally align the input and out-
put sequences should be used when computing the MSC
~Kates, 1992!.

The coherence is unaffected by a linear transformation
of the signal. A linear filter will increase the gain at each
frequency, but the change in gain affects the numerator and
denominator of Eq.~6! by equal amounts. Nonlinear trans-
formations, however, will reduce the MSC~Kates, 2000!.
Thus the MSC is reduced by additive noise, but it is also
reduced by nonlinear distortion such as peak clipping, center
clipping, and by dynamic-range compression.

IV. THE COHERENCE SII

A. Calculation procedure

The SII standard~ANSI S3.5-1997! allows the SNR to
be calculated using the speech and noise spectra measured in
octave, one-third octave, or auditory critical bands. The
critical-band SII procedure is used in this study, and the filter
center frequencies and bandwidths are given in Table I of
ANSI S3.5-1997. The critical band filter shapes used in this
study are the simplified ro-ex filters suggested by Moore and
Glasberg~1983!. Let qj be the center frequency in kHz of the
j th critical band, with the band center frequency shifted to
match the center frequency of the closest FFT analysis bin.
The filter bandwidth from the ANSI Table I is denoted bybj ;
the bandwidths correspond to the classical critical bands
~Zwicker and Terhardt, 1980!. The ro-ex filter parameter is
given by

pj5
4~1000qj !

bj
, ~7!

where the factor of 1000 converts the filter center frequency
to Hz. The simplified ro-ex filter is then given by

Wj~ f !5~11pjg!exp~2pjg!, ~8!

where g is the normalized deviation from the filter center
frequency given by

g5u12 f /qj u ~9!

and f is the FFT bin center frequency in kHz.
The standard SII calculation assumes that the speech and

noise spectra have been measured separately. LetP(k) be
the speech power spectrum andN(k) be noise power spec-
trum computed separately using FFT techniques and wherek
is the FFT bin index. The SNR for thej th critical band is
then given by

SNR~ j !5
(k50

K Wj~k!P~k!

(k50
K Wj~k!N~k!

. ~10!

In a system that includes distortion, the noise-plus-
distortion spectrum is not directly available and must there-
fore be estimated from the MSC. The speech power spectrum
computed using the MSC is given by
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P̂~k!5ug~k!u2Syy~k! ~11!

and the noise power spectrum is given by

N̂~k!5@12ug~k!u2#Syy~k!, ~12!

whereSyy(k) is the output power spectral density estimated
using the FFT. The SDR estimated using the MSC is thus

SDR~ j !5
(k50

K Wj~k!ug~k!u2Syy~k!

(k50
K Wj~k!@12ug~k!u2#Syy~k!

. ~13!

The calculation of Eq.~13! uses the output power spec-
trum and the coherence, and thus requires access to the input
and output signals of the system. However, the system under
test can be treated as a ‘‘black box;’’ the procedure does not
require knowledge of the distortion mechanism or separate
measurements of the noise or distortion signals. The standard
SII is computed using the procedures of ANSI S3.5-1997 and
the SNR estimate of Eq.~10!. The coherence-based SII is
computed using the same procedures, but with the speech
power spectrum replaced by Eq.~11!, the noise power spec-
trum replaced by Eq.~12!, and the SNR replaced by the SDR
estimate of Eq.~13!.

B. Validation for additive noise

The SDR computed using Eq.~13! and the SNR com-
puted using Eq.~10! should agree for additive noise. That is,
the SDR should give the same results as the SNR if only
additive noise~and no distortion! is present in the system
being measured. If the SDR equals the SNR, the standard
and coherence approaches for computing the SII will yield
identical results for additive noise.

The SDR and SNR are compared for additive low-pass
filtered noise in Fig. 2. The input was a concatenation of the
ten sentences in the HINT test list 1~Nilsson et al., 1994!
read by a male talker. The gaps between the sentences were
removed. The sentences were digitized at a 44.1-kHz sam-
pling rate and down-sampled to 22.05 kHz. The stimulus
duration was approximately 18 s. Figure 2 is for the concat-

enated sentences with low-pass filtered~one-pole filter at 900
Hz! noise at a 10-dB SNR. The spectra used a FFT size of 32
ms, which is 706 samples at the 22.05-kHz sampling rate.
The FFTs were computed using 706-point segments having
50% overlap and weighted with a Hamming window. A new
FFT was thus computed every 16 ms, and the FFT had a
frequency resolution of 31.23 Hz.

The SNR and SDR are nearly identical, with the largest
difference between the two being less than 0.5 dB. Thus the
requirement that the SDR and SNR agree for additive noise
is satisfied. The SII values computed using the SDR and
SNR are identical, being 0.671 for a signal level of 65 dB
SPL.

C. Intelligibility predictions

The proportion of the HINT sentences identified cor-
rectly is plotted in Fig. 3 as a function of the coherence SII
~CSII! for the noise and distortion conditions. The results for
the additive speech-shaped noise are in reasonable agreement
with the results of Eisenberget al. ~1998!; an SII of 0.5
corresponds to approximately 90% sentences correct for both
sets of data. A CSII of 0.2 corresponds to approximately 35%
correct in the results plotted in Fig. 3, while Eisenberget al.
~1998! found that an SII of 0.3 gave approximately the same
performance.

The intelligibility for peak-clipped speech is similar to
that for the additive noise for the same CSII values. The
worst case for peak clipping is infinite clipping, which re-
sults in a CSII value of approximately 0.3. But even for this
worst case there does not appear to be a significant difference
between the additive noise and the peak-clipping intelligibil-
ity results. For center clipping, however, the intelligibility is
significantly worse than for additive noise or peak clipping at
the same CSII values. A possible explanation is that center
clipping removes a large fraction of the consonant informa-
tion in the speech signal, but the CSII calculation is domi-
nated by the more-intense portions of the signal and thus
primarily reflects modifications of the vowels. Thus the as-
sumption that equal CSII values will give equal intelligibility

FIG. 2. SDR~solid line!, SNR ~dashed line!, and the difference between
them ~dot-dashed line! as a function of the frequency band number for the
concatenated HINT list 1 sentences. Additive noise low-pass filtered at 900
Hz is present at an SNR of 10 dB.

FIG. 3. Proportion of the HINT sentences identified correctly plotted versus
the full-level coherence SII calculation for normal-hearing subjects. The
triangles, circles, and squares show the average results for the additive
noise, peak-clipping, and the center clipping, respectively.
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is not valid, and the CSII approach cannot accurately predict
speech intelligibility for all forms of distortion and noise.

V. THREE-LEVEL CSII

The goal of the new speech intelligibility metric is to
derive a single model that accurately predicts the effects of
the additive noise, peak clipping, and center clipping used in
the experiment. The coherence SII, as implemented above, is
inadequate in representing the effects of all three noise and
distortion conditions. More information about how both
noise and distortion affect the speech signal is needed to
predict the subject intelligibility results. This additional in-
formation can be provided by dividing the speech signal en-
velope into three amplitude regions and performing a sepa-
rate CSII calculation for each region. The three CSII values
are then combined to model the intelligibility scores.

A similar multi-level procedure was proposed for esti-
mating perceived speech intelligibility for voice communica-
tion systems~CCITT, 1986!. In the CCITT~1986! procedure,
a synthetic speech signal is divided into overlapping 32-ms
windowed segments. The mean-squared level of each seg-
ment is computed, and a histogram constructed from the seg-
ment magnitudes. Each segment is then assigned to one of
four quartiles of the histogram. For the segments in each
quartile, the MSC is computed and used to scale the output
power spectrum for the quartile to give the speech and noise
power spectral estimates. The noise power spectrum is com-
bined with the auditory threshold to give a masking function,
the speech power spectrum is converted to sensation levels,
and an intermediate score is computed in a manner similar to
the SII. The intermediate scores in each quartile are then
summed using a weight of 0.556 for the lowest quartile and
weights of 0.148 for the upper three quartiles. The weighted
sum is then converted to a mean opinion score~MOS! using
a nonlinear transformation consisting of the ratio of two lo-
gistic functions. Scores predicted using this approach were
found to have an average correlation coefficient of 0.97 with
subjective ratings of telephone speech processed through
various encoding/decoding procedures, additive circuit noise,
and quadratic and cubic distortion mechanisms~CCITT,
1987!.

A. Coherence SII calculation

To compute the three-level CSII, the speech input signal
envelope is divided into three amplitude regions. The calcu-
lation uses a block size of 16 ms with a Hamming window
and 50% overlap between windowed segments. The magni-
tude of the signal in each segment is computed and stored
over the duration of the sentence. The root-mean squared
~RMS! level of the segments is then computed. The high-
level segments are those at or above the overall RMS level.
The mid-level segments are those between 0 and 10 dB be-
low the overall RMS level, and the low-level segments are
those between 10 and 30 dB below the overall RMS level.

The assignment of sentence envelope samples to the dif-
ferent levels is illustrated in Fig. 4 for the first sentence from
HINT list 1. Approximately one-third of the segments fall
into each of the three level regions. The high-level segments
can be considered to be primarily vowels, the mid-level seg-

ments contain vowel-consonant transitions, and the low-level
segments are mostly consonants and pauses. In terms of
noise and distortion, the high-level segments will be most
strongly affected by peak clipping, while the low-level seg-
ments will be most strongly affected by additive noise and
center clipping.

For the computation, the output and input signals are
first time-aligned. The high-level CSII (CSIIHigh) value is
then computed by applying the coherence SII calculation
procedure, including the auditory threshold, to just the high-
level input segments and the corresponding output segments.
The high-level MSC is computed using Eq.~6!, but the sum-
mation is only for those segments classified as high-level
input segments. The power spectra used in Eqs.~11!–~13!
are similarly restricted to the high-level input segments and
the corresponding output segments. The procedure is then
repeated to give the mid-level CSII (CSIIMid) and the low-
level CSII (CSIILow) values, after which the high-, mid-, and
low-level CSII values are combined to give the prediction of
speech intelligibility. In comparison with the CCITT~1986!
procedure, the three-level CSII procedure is more computa-
tionally efficient since it does not require computing the sig-
nal magnitude histogram, and it requires spectrum and co-
herence calculations over three rather than four signal
amplitude regions.

The correlations between the three level CSII values and
the overall signal CSII and the subject results are presented
in Table I. The correlation between the overall signal CSII
and the average intelligibility scores is 0.722. The correla-
tions between the low-level CSII and the scores and between
the mid-level CSII and the scores are all higher than the
correlations between the overall signal CSII and the scores.
Thus the overall signal CSII is not the most useful statistic
for describing the effects of the noise and distortion used in
the experiment. Furthermore, the correlation between the
low-level CSII and the overall signal CSII is only 0.703,
indicating that the low-level CSII provides information about
the noise and distortion that is absent in the overall signal
CSII. Thus the combination of low-, mid-, and high-level

FIG. 4. Envelope for a sentence~HINT list 1, sentence 1! showing the level
in dB relative to the RMS level. The dashed lines show the boundaries of the
high, mid, and low level regions used for computing the CSII.
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CSII values provides more information about the noise and
distortion and should yield a more-accurate prediction of
speech intelligibility and quality than provided by the overall
signal CSII.

B. Intelligibility model

The speech intelligibility model uses a linear weighting
of the low-, mid-, and high-level CSII values. The weighted
sum is then transformed using a logistic~or log-sigmoid!
function to give the predicted proportion sentences correct
~Gordon-Salant and Fitzgibbons, 1995!. The weights are
constrained to be positive numbers, and a bias term that ad-
justs the horizontal position of the curve is also included.
The optimum fit of the model to the subject intelligibility
scores was found using an unconstrained nonlinear minimi-
zation procedure~Nelder and Mead, 1965! to minimize the
mean-squared error between the model and the average sub-
ject intelligibility scores. LetI 3 denote the intelligibility pre-
dicted by the model. The optimum solution is given by

c523.4711.84CSIILow19.99CSIIMid10.0CSIIHigh ,

I 35
1

11e2c . ~14!

The intelligibility appears to be dominated by the mid-
level CSII, with some input from the low-level CSII. The
weight for the high-level CSII is zero, so this term has no
apparent effect on intelligibility in the context of this model.
The high-level segments are predominantly vowel nuclei,
which exhibit little variation over time in comparison with
many other speech sounds~Greenberg, 2005!, and the con-
tribution of these vowel segments to intelligibility appears to
be small~Yoo et al., 2004!. The most important term in Eq.
~14! is the mid-level CSII, which contains much of the infor-
mation on envelope transients and spectral transitions that
indicate place and manner of articulation~Greenberg, 2005!.
Preserving the integrity of the speech envelope modulation
in the mid-amplitude region appears to be important for both
intelligibility ~Plomp, 1988; Yooet al., 2004! and speech
quality ~Knagenhjelm and Kleijn, 1995!. The low-level CSII
makes a smaller contribution to intelligibility and, as shown
in Table I, much of the information in the low-level region is
correlated with that in the mid-level region. The bias value of

23.47 in Eq.~14! provides a lateral shift of the prediction
curve that minimizes the error between the prediction and the
observed subject intelligibility scores.

The accuracy of the model predictions is shown in Fig.
5. The average intelligibility scores are plotted as a function
of I 3 for additive noise, peak clipping, and center clipping.
The model tends to underestimate the intelligibility for addi-
tive noise and to overestimate the intelligibility for center
clipping. The overall accuracy of the model is high, however,
with a correlation coefficient between the intelligibility
scores and the model predictions ofr 50.94.

VI. EXPERIMENT II: HEARING-IMPAIRED LISTENERS

The above results indicate that the three-level coherence
SII procedure is accurate for normal-hearing listeners. Since
an objective of this work is accurate prediction of intelligi-
bility for hearing aids, the procedure must also be shown to
work for hearing-impaired listeners. The intelligibility ex-
periment was therefore repeated for a group of hearing-
impaired subjects, and the results analyzed using the same
three-level coherence SII technique that was used for the
normal-hearing subjects.

A. Methods

Nine adult listeners with hearing loss of presumed co-
chlear origin ~mean age549 years old; age range
523– 81 years) participated in experiment 2.~Audiometric
thresholds of the listeners with hearing loss are plotted as
part of Fig. 7.! Listeners underwent an audiometric evalua-
tion during their initial visit. All of the listeners with hearing
loss demonstrated test results that were consistent with co-
chlear impairment: normal tympanometry, the absence of ex-
cessive reflex decay, the absence of air-bone gap exceeding
10 dB at any frequency, and the absence of otoacoustic emis-
sions in regions of threshold loss. All listeners were native
English speakers.

As in experiment 1, the hearing-impaired listeners were
tested individually in a double-walled sound-treated booth.

TABLE I. Correlations between the level CSII values, the overall signal
CSII, and the average subject intelligibility scores.

Low-level
CSII

Mid-level
CSII

High-level
CSII

Overall
CSII

Average
Intelligibility

Low-level
CSII

1 0.902 0.508 0.703 0.733

Mid-level
CSII

1 0.799 0.922 0.818

High-level
CSII

1 0.966 0.626

Overall
CSII

1 0.722

Average
Intelligibility

1

FIG. 5. Proportion of the HINT sentences identified correctly plotted versus
the three-level CSII intelligibility predictionsI 3 for the normal-hearing sub-
jects. The triangles, circles, and squares show the average results for the
additive noise, peak clipping, and the center clipping, respectively.
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The stimuli were the same HINT sentence materials as were
used for the normal-hearing subjects. The additive speech-
shaped noise, peak-clipping distortion, and center-clipping
distortion levels were set using the same procedures as for
the normal-hearing listeners. The corrupted sentences were
then equalized in level so that they had the same long-term
65-dB SPL amplitude as the unprocessed stimuli. The cor-
rupted and level-adjusted sentences were then amplified us-
ing the NAL-R gain rule~Byrne and Dillon, 1986! computed
for each hearing loss at the audiometric frequencies from 250
to 4000 Hz. The gains in dB were interpolated across fre-
quency and used to design a 128-point linear-phase finite
impulse response~FIR! filter through which the stimuli were
processed. The sentences were presented monaurally to the
listener’s test ear. The equipment and headphones were the
same as for the normal-hearing subjects.

B. Intelligibility scores

The proportion of the sentences identified correctly for
the additive noise, peak-clipping distortion, and center-
clipping distortion is plotted in Fig. 6 for each of the nine
hearing-impaired subjects. The general trend of the data is
poorer performance as the amount of noise or distortion is
increased, with the spread in the data also increasing as the
noise or distortion increases. The speech recognition score
for all of the subjects is 80% or better for no noise or distor-
tion, and drops to close to zero for the worst-case noise and
center clipping conditions. The overall trends in speech-
recognition performance for the hearing-impaired listeners
agree with those in the normal-hearing listener data pre-
sented in Fig. 1.

In general, the subjects with the greatest hearing loss
have the poorest performance. For example, subject V~solid
triangles! has a flat loss ranging from 30 dB at 250 Hz to an
average of 50 dB above 2000 Hz and has nearly the best
performance of the hearing-impaired subjects. Conversely,
subject O~open circles! has a steeply sloping loss with over
70 dB of loss above 2000 Hz, and has uniformly poor
performance.

C. Hearing-impaired CSII

The predicted intelligibility for the hearing-impaired
subjects is given by the sameI 3 calculation procedure as
used for the normal-hearing subjects. The speech segments
are each assigned to one of three level regions, and the co-
herence computed separately for the groups of low-, mid-,
and high-level speech segments. The three coherence values
are then combined using the offset and weights given in Eq.
~14!, followed by the logistic function transformation. The
numerical coefficients used in Eq.~14! for the hearing-
impaired listeners were exactly the same as those used for
the normal-hearing listeners, and the upward spread of mask-
ing included in the SII calculation was as specified in the
standard procedure for normal ears. The level distortion fac-
tor in the SII calculation was not used.

The only difference between the calculations for the
normal-hearing and hearing-impaired subjects is that the cal-
culation for the hearing-impaired listeners includes the hear-

ing loss and the NAL-R amplification. These two adjust-
ments affect the SDR as a function of frequency. The
audiogram in the SII calculations is represented as an equiva-
lent internal noise source, so the hearing loss reduces the
SDR. The NAL-R amplification increases the signal gain in
the regions of hearing loss and thus partly restores the SDR.
The amplification, however, provides imperfect compensa-
tion; the SDR for all three signal levels is therefore reduced
by the hearing loss, with the greatest effect occurring for the
low-level CSII. The predicted speech intelligibility is there-

FIG. 6. Proportion of the HINT sentences identified correctly plotted for
each hearing-impaired subject for the additive speech-shaped noise, peak
clipping, and center clipping distortion.
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fore reduced both by the presence of noise and distortion in
the signal and by the reduced audibility of speech sounds
caused by the hearing loss.

The individual subject results are shown in Fig. 7, where
the audiogram is presented for each subject along with the
plot of the observed versus predicted intelligibility. The sub-
jects are ordered by increasing severity of the high-frequency
hearing loss. As explained above, the predictions for each
hearing-impaired subject use the coefficients derived for the
normal-hearing subjects in conjunction with the individual
audiogram and NAL-R gain. The correlation coefficients be-
tween the predicted and observed intelligibility scores range
from 0.88~subject S! to 0.99~subject P!. There appears to be
a slight trend of decreasing prediction accuracy with increas-
ing hearing loss, but theI 3 predictions are quite accurate
even for the most severe losses included in this study.

In Fig. 8, the average hearing-impaired intelligibility
scores are plotted against the averageI 3 predictions for each
noise or distortion condition. The correlation coefficient be-
tween the average predictions and subject scores is 0.98. The

FIG. 7. Audiograms and the three-level CSII intelligibility predictionsI 3 for each hearing-impaired subject. The triangles, circles, and squares show the
average results for the additive noise, peak-clipping, and the center clipping, respectively.

FIG. 8. Average proportion of the HINT sentences identified correctly plot-
ted versus the three-level CSII intelligibility predictionsI 3 for the hearing-
impaired subjects The triangles, circles, and squares show the average re-
sults for the additive noise, peak-clipping, and the center clipping,
respectively.
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accuracy of the intelligibility predictions is high for all three
forms of noise and distortion used in this experiment despite
the widely different distortion mechanisms. Peak clipping
predominantly affects the high-level speech sounds, with re-
duced effects on the mid-level sounds, and noise and center
clipping primarily affect the low-level speech sounds, again
with reduced effects on the mid-level sounds. Because theI 3

calculation procedure divides the speech into high-, mid-,
and low-level regions, it can effectively deal with the re-
duced audibility of speech information occurring at different
speech amplitude levels for the noise and distortion used in
this study.

VII. DISCUSSION

The experiments described in this paper deal with two
issues. The first issue is extending the SII approach to in-
clude distortion as well as noise, and the second is predicting
speech intelligibility for hearing-impaired listeners.

A. Distortion

Replacing the SNR in the SII calculation with the SDR
computed from the coherence is an intuitively obvious ex-
tension of the principles underlying the SII. Authors of pa-
pers using coherence to measure distortion in hearing aids
~Preveset al., 1989; Dyrlund, 1989; Preves, 1990; Kates,
1992; Fortune and Preves, 1992; Schneider and Jamieson,
1995; Kates, 2000! have made the assumption that there is a
direct relationship between a reduction in coherence and a
reduction in intelligibility. For any one type of noise or dis-
tortion, there will be a monotonic relationship between the
increase in the amount of distortion and the reduction in the
SDR. Thus earlier experiments that looked at just one type of
distortion, such as peak clipping~Steeneken and Houtgast,
1980; Crain and van Tasell, 1994; Kates and Kozma-Spytek,
1994!, can produce an accurate mapping of the SDR to in-
telligibility or sound quality for the distortion condition con-
sidered in the study. But as shown in this paper, those map-
pings may not be accurate if more than one type of distortion
is considered. It is much more difficult to produce a relation-
ship that is accurate for both center clipping, which most
strongly affects the lower signal amplitude regions, and peak
clipping, which most strongly affects the higher signal am-
plitude regions. The three-level coherence SII, on the other
hand, combines the effects of the three different noise and
distortion mechanisms considered in this paper into a single
relationship that is accurate for all of them.

The three-level CSII approach divides the speech into
low-, mid-, and high-amplitude regions. The three level CSII
calculations provide much more information about the ef-
fects of the distortion on the speech than can be obtained by
the SNR or the full-level CSII alone. In particular, the high-
level CSII, which dominates the full-level CSII, has a weight
of zero in the three-level calculation and thus no observed
effect on intelligibility even though the high-level CSII is
greatly reduced by peak clipping. Most of the speech infor-
mation appears to be conveyed within a narrow 10-dB dy-
namic range from the RMS level of the sentence to 10 dB
below, with a smaller contribution from the lower speech
levels. The three-level CSII approach thus provides enough

information to accurately model the reduction in intelligibil-
ity resulting from all three types of noise and distortion con-
sidered in this study, and does so in a manner consistent with
observations on speech production and perception~Green-
berg, 2005; Yooet al., 2004!. Increasing the number of lev-
els to more than three may improve the accuracy of the in-
telligibility predictions, but it would also increase the
number of degrees of freedom in the model and would thus
increase the chances of over-fitting~fitting individual data
points rather than the overall structure of the data! the lim-
ited amount of data available from the experiments.

B. Hearing-impaired listeners

Many researchers have tried to predict speech intelligi-
bility in hearing-impaired listeners. The approaches typically
taken in modeling the effects of hearing loss are the addition
of a desensitization factor to the SII calculation~Pavlovic
et al., 1986; Chinget al., 1998; Magnussonet al., 2001! or
the inclusion of increased spread of masking~Ludvigsen,
1987; Rankovic, 1998! or individually measured masking
functions~Hornsby and Ricketts, 2003!. The desensitization
factor is equivalent to a reduction in the SNR used in the SII
calculation, with the amount of the reduction based on em-
pirical observations of speech intelligibility in hearing-
impaired listeners compared with those having normal hear-
ing. Increasing the masking used in the SII calculation, either
through increased spread of masking or the use of individual
masking functions, has a similar effect in that it reduces the
effective SNR.

The three-level CSII gives an alternative approach to
modeling the effects of hearing loss. The CSII calculation for
the hearing-impaired subjects requires no modification to the
calculation procedure or masking functions; the audiogram
and amplification used for the impaired ear are the only nec-
essary inputs, after which the calculation for the hearing-
impaired listeners proceeds exactly as for the normal-hearing
listeners. The difference is that the three-level CSII incorpo-
rates a much more complete model of the effects of hearing
loss on the audibility of speech. The low-level CSII is
strongly affected by the hearing loss; the low-level speech
sounds are much closer to threshold in the impaired than in
the normal ear, and the low-level CSII is therefore much
lower in the impaired ear even without noise or distortion.
The addition of noise or distortion will reduce the low-level
CSII even further, thus quickly removing the speech infor-
mation provided in the low-level signal region. The mid-
level CSII will experience similar effects, but with reduced
severity given the higher signal level. The high-level CSII is
affected the least, but the high-level CSII is not a factor in
the I 3 calculation of Eq.~14!.

These results indicate that audibility is an important fac-
tor in the difference in speech intelligibility between normal-
hearing and hearing-impaired listeners. No modifications
were made to the auditory filter shapes, upward spread of
masking, or the importance functions used in computingI 3

for the hearing-impaired subjects, yet very accurate predic-
tions of intelligibility were obtained over a wide range of
hearing losses by incorporating just the audiogram. The SNR
used in the standard SII calculation reflects the level of the
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noise relative to the speech peaks and gives an imprecise
indication of the effects of the noise on the low-level speech
components. The desensitization factor or increased masking
proposed previously for hearing-impaired listeners can thus
be seen as attempts to take an imperfect measure of speech
audibility, the full-level SNR, and modify it to reflect the
greater loss of audibility of low-level speech information ex-
perienced by the impaired ear.

The impaired auditory system exhibits processing defi-
cits in addition to the elevated auditory threshold. These defi-
cits include recruitment~Reger, 1936; Allenet al., 1990!,
broadened auditory filters~Tyler, 1986; Dubno and Schaefer,
1991!, increased spread of masking~Gagné, 1983; Glasberg
and Moore, 1986!, and poorer temporal resolution~Oxenham
and Bacon, 2003!. It is possible that some of these effects are
subsumed into the three-level coherence SII approach. For
example, the loss of information in the low-level signal seg-
ments may be highly correlated with the audiogram, and thus
predicted by theI 3 calculation, but could still be caused by
poor temporal processing or other deficits in the impaired
ear. The predictive value of the SII, or of the three-level
coherence SII extension, is based on correlations and does
not necessarily indicate a causal relationship. It is also pos-
sible that certain types of interference that were not consid-
ered in this paper, such as temporally fluctuating noise, may
cause reductions in intelligibility for hearing-impaired listen-
ers~Festen and Plomp, 1990; Peterset al., 1998! that are not
predicted by the three-level coherence SII model.

C. Limitations and extensions

One limitation of the work reported in this paper is that
the noise was broadband, and the distortion mechanisms
were also applied to the broadband signals. These test con-
ditions are appropriate for many communication systems. In
hearing aids, however, frequency-dependent amplification is
used, which can result in different amounts of noise or dis-
tortion in different frequency regions. Previous results~Kates
and Kozma-Spytek, 1994; Kozma-Spyteket al., 1996; Tan
et al., 2004! have shown that approaches based on the prin-
ciple of coherence are accurate in predicting speech quality
for frequency-dependent distortion conditions as well as for
broadband distortion. However, experimental verification is
needed to show that the three-level coherence SII approach is
also valid for frequency-dependent distortion. Experiments
are also needed to extend the range of noise and distortion
conditions considered. Quantization noise can be caused by
the digital processing in a hearing aid or communication sys-
tem, and transducer problems such as displacement limiting
and nonuniform driver magnetic fields can also cause distor-
tion. An additional issue is the accuracy of the three-level
coherence SII approach for fluctuating noise. Additional ex-
periments are needed to validate and refine the metric for the
wide range of noise and distortion conditions that occur in
real life.

The three-level CSII approach should also lead to an
improved procedure for predicting the quality of distorted
speech. There is a strong correlation between intelligibility
and sound quality~Preminger and Van Tasell, 1995; Eisen-
berget al., 1998!, which would lead one to expect a similarly

high correlation between the intelligibility predicted byI 3

and sound quality for comparable noise and distortion con-
ditions. While preliminary results are encouraging~Kates
and Arehart, 2004!, additional experiments are needed to ex-
tend the three-level coherence SII approach to produce an
accurate speech quality metric for normal-hearing and
hearing-impaired listeners.

VIII. CONCLUSIONS

Speech intelligibility is the primary concern in hearing
aids and many communication systems. The SII has been
developed and validated for additive noise and for bandwidth
reduction, but the output of hearing aids is affected by dis-
tortion as well as by noise. The coherence between the input
and the output of the device under test provides a tool for
calculating the combined effects of noise and distortion in
the processed output. It is therefore attractive to modify the
SII calculation procedure to use the SDR computed from the
coherence instead of the SNR, and thus include distortion
along with noise.

Intelligibility was determined for broadband additive
speech-shaped noise, peak clipping, and center clipping for
normal-hearing and hearing-impaired subjects. A simple
modification of the SII, using the SDR in place of the SNR
but leaving the remainder of the procedure unchanged, was
shown to be inadequate in predicting the intelligibility data
for the normal-hearing listeners. The estimated intelligibility
for peak clipping was similar to that for noise, but center
clipping had much lower intelligibility for the same coher-
ence SII values.

Much better accuracy was obtained by dividing the
speech signal segments into three level regions. The high-
level region consists of those segments at or above the sen-
tence RMS level. The mid-level region ranges from the RMS
sentence level to 10 dB below, and the low-level region
ranges from RMS210 dB to RMS230 dB. The coherence
SII is then computed separately for the segments in each
level region. A linear combination of the CSII values, fol-
lowed by a logistic function transformation, models the
normal-hearing subject intelligibility scores with a correla-
tion coefficient of 0.94.

The intelligibility experiment was then repeated for a
group of hearing-impaired listeners. The distorted speech
was amplified using the NAL-R gains computed for each
hearing loss, and the three-level CSII calculation was ad-
justed for the hearing loss by including the audiogram and
the NAL-R gain in the constituent CSII calculations. The
intelligibility predictions were accurate across the entire
range of hearing losses used in the experiment, and the av-
erage across subjects for the different noise and distortion
conditions had a correlation coefficient of 0.98. The three-
level CSII thus appears to be an accurate procedure for esti-
mating intelligibility for the conditions of distortion and
noise considered in this paper, and it is as effective for
hearing-impaired listeners as it is for those with normal
hearing.
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Previous studies have shown that infant-directed speech~‘motherese’! exhibits overemphasized
acoustic properties which may facilitate the acquisition of phonetic categories by infant learners. It
has been suggested that the use of infant-directed data for training automatic speech recognition
systems might also enhance the automatic learning and discrimination of phonetic categories. This
study investigates the properties of infant-directed vs. adult-directed speech from the point of view
of the statistical pattern recognition paradigm underlying automatic speech recognition.
Isolated-word speech recognizers were trained on adult-directed vs. infant-directed data sets and
were tested on both matched and mismatched data. Results show that recognizers trained on
infant-directed speech did not always exhibit better recognition performance; however, their relative
loss in performance on mismatched data was significantly less severe than that of recognizers
trained on adult-directed speech and presented with infant-directed test data. An analysis of the
statistical distributions of a subset of phonetic classes in both data sets showed that this pattern is
caused by larger class overlaps in infant-directed speech. This finding has implications for both
automatic speech recognition and theories of infant speech perception. ©2005 Acoustical Society
of America. @DOI: 10.1121/1.1869172#

PACS numbers: 43.72.Ne, 43.71.2k, 43.71.Ft@DOS# Pages: 2238–2246

I. INTRODUCTION

Many studies on infant speech perception have analyzed
the acoustic-phonetic properties of infant-directed speech
~also called ‘‘motherese’’ or ‘‘parentese’’!. It has been ob-
served that infant-directed speech is generally slower in
tempo and exhibits increased segmental duration, longer
pauses, and more pronounced pitch contours~Grieser and
Kuhl, 1988; Fernaldet al., 1989; Kuhl et al., 1997!. Most
importantly, it has been shown that motherese is character-
ized by overemphasized acoustic-phonetic contrasts: com-
pared to adult-directed~AD! speech, vowels in infant-
directed~ID! speech have mean formant values closer to the
outermost points of the vowel triangle and are thus acousti-
cally more distinct~Andruski and Kuhl, 1996; Kuhlet al.,
1997; Burnhamet al., 2002!. Infants have been shown to
prefer infant-directed over adult-directed speech~Cooper and
Aslin, 1994; Fernald and Kuhl, 1987!, and a recent study
~Liu et al., 2003! has found a correlation~though not neces-
sarily a causal link! between the clarity of mothers’ speech as
measured by vowel space expansion and infants’ phonetic
discrimination abilities. It has also been demonstrated that
auditory input with overemphasized acoustic-phonetic con-
trasts is helpful in second-language learning~Protopapas and
Calhoun, 2000; Hazan and Simpson, 2000! and that it is
more intelligible to individuals with hearing impairments
~Pichenyet al., 1986; Paytonet al., 1994!. For these reasons,
it has often been suggested that ID-style speech might also
be useful for training automatic speech recognition~ASR!
systems. It is generally recognized that the amount of train-

ing data is of primary importance in developing good ASR
systems; however, a recent study~Moore, 2003! which ex-
trapolates state-of-the-art ASR results to larger training sets
suggests that ASR performance would still be far from hu-
man performance even if training sets were increased by or-
ders of magnitude. An alternative to simply using more data
might be to use ‘‘better’’ data, e.g., more clearly articulated
acoustic data. The present study explores this hypothesis by
training an isolated word recognizer on adult-directed and
infant-directed data sets, respectively, and analyzing its per-
formance under identical versus mismatched test conditions.

In addition to assessing the benefit of ID-style speech for
ASR we are interested in exploring the ASR framework as a
computational modeling technique for infant speech percep-
tion, in particular phonetic category learning. The develop-
ment of a computational model whose predictions match
data gathered from human speech perception experiments
could prove valuable in predicting the outcome of future
experiments through simulations. A good computational
model allows one to observe the effect of adjusting indi-
vidual experimental variables without having to conduct ex-
pensive perceptual studies. The framework of ASR can po-
tentially make a significant contribution towards this goal.
First, ASR relies on a suite of statistical modeling techniques
that have been fine-tuned to speech~e.g., perceptually in-
spired signal processing and temporal modeling algorithms!
and are more advanced than many of the computational mod-
els of speech perception proposed in the past. Second, the
ASR community has developed automated methods for col-
lecting, preprocessing and ‘‘cleaning’’ speech data~e.g.,
high-accuracy automatic segmentation! which enable speech

a!Portions of this work were presented at the 146th Meeting of the Acousti-
cal Society of America, Austin, Texas, November 2003.

b!Electronic mail: katrin@ee.washington.edu

2238 J. Acoust. Soc. Am. 117 (4), Pt. 1, April 2005 0001-4966/2005/117(4)/2238/9/$22.50 © 2005 Acoustical Society of America



researchers to analyze large speech data sets more rapidly
and efficiently.

Previous computational or numerical models of speech
perception have mainly focused on predicting experimental
data using techniques such as logistic regression and dis-
criminant analysis~e.g., Hillenbrandet al., 1995; Nearey,
1997! or connectionist models~Protopapas, 1999; Damper
and Hanard, 2000; Guenther and Bohland, 2002!. Recently,
the idea of using ASR techniques for modeling human
speech perception and language acquisition has attracted in-
creased attention. Scharenborget al., ~2002, 2003!, for in-
stance, have investigated the problem of word segmentation
in human speech perception using an ASR decoder as a mod-
eling tool. They showed, in a small word discrimination ex-
periment, that the segmentations selected by an ASR decoder
matched the outcome of human word segmentation experi-
ments. In de Boer and Kuhl~2003! the learnability of infant-
directed and adult-directed speech datasets was investigated
using a computer model. A mixture of Gaussians was fitted
to samples of the vowels /{:/, /É:/ and /ɒ/ obtained from ID
and AD speech, respectively. The resulting means of the
learned categories were then compared to the expected
means for those vowels. Since the means learned from ID
speech matched the reference values more closely, it was
concluded that the ID speech has better learnability. How-
ever, this study did not evaluate the generalizability of the
models by applying them to a separate test set. A fundamen-
tal concept of statistical learning, however, is the capability
of the trained models to classify unseen samples that are not
present in the training set.

The present study investigates the benefit of ID versus
AD training data for the formation of phonetic category
models which are subsequently applied to unseen instances
of those categories. The ability of the trained models to gen-
eralize to novel data is measured in terms of their classifica-
tion error rate. Unlike most previous work, which has fo-
cused on the analysis of individual phonetic categories~e.g.,
vowels!, this study also investigates the recognition of entire
words.

The remainder of this paper is structured as follows: in
Sec. II we give a more detailed explanation of the rationale
for this work. The data is described in Sec. III, and experi-
ments and results are presented in Sec. IV. Section V con-
cludes.

II. RATIONALE

In order to assess the potential benefit of ID-style speech
for training ASR systems, it is necessary to take a closer look
at its properties and view them in light of the standard pho-
netic classification procedures employed in state-of-the-art
ASR systems.

As mentioned above, ID speech is characterized by a
greater distance between vowel class means measured in for-
mant space. In addition, the variances associated with indi-
vidual classes are often greater than in adult-directed speech
~Kuhl et al., 1997; de Boer and Kuhl, 2003!. These proper-
ties have been observed in a number of studies of vowel
patterns in ID speech, in American English as well as other
languages~Chinese, Swedish and Russian! ~Kuhl et al.,

1997; Liu et al., 2003!. Phonetic overspecification has also
been observed for stop consonants in the form of longer
voice onset times in ID speech addressed to infants aged
11–14 months~Sundberg, 2001!. Most of these studies have
focused on monosyllabic content words with stressed vow-
els. In a study of both content and function words in ID
speech, van de Weijer~2001! confirmed the observation of
an enlarged vowel space for content words but found the
opposite pattern in function words.

Studies of infant speech perception, in particular word
segmentation, have shown that infants respond to statistical
regularities in the speech input~e.g., Jusczyket al., 1994;
Saffranet al., 1996!. The assumption that some form of sta-
tistical learning underlies the acquisition of phonetic catego-
ries as well~Holt et al., 1998! has recently been demon-
strated empirically: Mayeet al. ~2002! showed that infants
exposed to speech samples from a bimodal distribution of
stops~with the two peaks representing voicedness and voice-
lessness, respectively! were capable of discriminating new
samples from the endpoints of those distributions, whereas
infants exposed to a unimodal training distribution were not.
The precise nature of such a learning mechanism remains as
yet obscure, but it is apparent that spectral discrimination as
well as temporal information integration must be involved.
However, computational models of infant speech perception
that explicitly incorporate temporal information processing
are rare. In order to better assess the potential contributions
of the ASR framework to this field, we briefly review the
statistical models used in present-day ASR systems.

A. Acoustic modeling in automatic speech recognition

Current ASR systems are based on a statistical pattern
recognition framework. Recognizers attempt to find the best
word sequenceW* given a sequence of acoustic observa-
tions O:

W* 5arg maxWP~WuO! ~1!

The probabilityP(WuO) is computed using Bayes’ rule:

P~WuO!5
P~OuW!P~W!

P~O!
}P~OuW!P~W!. ~2!

The language model P(W) gives the prior probability of a
word sequenceW. Since our focus is on acoustic classifica-
tion and isolated word recognition, properties of the lan-
guage model are of no further concern in this study. The
acoustic model P(OuW) maps acoustic observations first to
intermediate phonetic classes~phones/phonemes! and even-
tually to words. The normalization by the probability of the
observation sequence,P(O), can be omitted since it is con-
stant for allW.

The acoustic observations take the form of multidimen-
sional acoustic feature vectors that are extracted from the
speech signal at equidistant time intervals, e.g., every 10 ms.
Various feature extraction schemes have been devised; the
most widely used representation is based on mel-frequency
cepstral coefficients~MFCCs!, which mimic the nonlinear
frequency resolution characteristics of human auditory per-
ception.
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The classification of acoustic feature vectors is typically
performed by hidden Markov models~HMMs!. An HMM l
consists of a set of statesS5s1 ,s2 ,...,sN , a set of observa-
tion symbolsO5o1 ,o2 ,...,oM , and probability distributions
governing the transitions between states and the emission of
observation symbol from states. Given these parameters, the
probability of an observation sequenceO5o1 ,...,oT given a
modell is computed as

P~Oul!5(
S

)
t51

T

a~stust21!b~otust! ~3!

wherea(stust21) denotes the transition probability from state
st21 to st , andb(otust) is the probability of thetth observa-
tion at statet. Thus, the global probability of an observation
sequence given an HMM is defined as the product of all
transition and observation probabilities over time points
1 –T, summed over all possible state sequences.

Of particular importance for the problem studied in this
paper is the way in which the state-conditional observation
probabilities,b(otust) in Eq. ~3!, are computed. In practice,
the observation probabilities~as opposed to the transition
probabilities! contribute most to the final probability score
and are thus primarily responsible for acoustic-phonetic clas-
sification performance.

The most widespread model used in this context is a
Gaussian mixture model, which computes the probability of
the continuous acoustic observation vectoro at time t,
P(otusj ), as a weighted sum ofM individual Gaussian prob-
ability density functions~mixture components!:

p~otusi~ t !!5 (
m51

M

cmiN~ot ;mmi ,Smi! ~4!

wheremmi andSmi are the mean vector and covariance ma-
trix, respectively, of themth mixture component of statei
andcmi is the mixture weight for that component. Each mix-
ture component has the form of a Gaussian or Normal dis-
tribution:

N~o;m,S!5
1

A~2p!duSu
e2~1/2!~o2m!8S21~o2m!. ~5!

wherem is the mean vector andS the covariance matrix of
the distribution andd is the dimensionality of the feature
space. The Gaussian mixture parameters, as well as the tran-
sition probabilities in the HMM, are estimated from training
data using the expectation-maximization algorithm~Demp-
steret al., 1977!. Typically, HMMs are constructed for indi-
vidual speech units such as phones, and are concatenated to
form words, according to constraints specified in a pronun-
ciation dictionary. The Viterbi algorithm is then used to find
the best path through the concatenation of models.

B. Use of infant-directed training data in speech
recognition

Given this background, two hypotheses can be made re-
garding the use of ID-style training data in speech recogni-
tion:

~1! Phonetic classification using Gaussian mixture models is
easier and more accurate when individual classes are
well separated in the input space, i.e., when the class-
conditional distributions overlap as little as possible. In
previous experimental studies, the means of acoustic
classes have been shown to be better separated in infant-
directed than in adult-directed speech. While some re-
searchers have also observed enlarged class variances in
ID speech, all studies emphasize the strongly separated
class means as the predominant property of ID speech.
This suggests that the use of infant-directed training data
might indeed be beneficial during training.

~2! On the other hand, it is well known that matched training
and test conditions are of utmost importance in ASR.
When test data differ from training data, e.g., due to
different recording conditions, presence of noise, or un-
known accents, speech recognition performance deterio-
rates. For this reason, it might be hypothesized that train-
ing on infant-directed speech will not be useful for
developing a speech recognizer for adult-directed
speech, since the training and test conditions will be too
different.

In order to test these hypotheses, separate speech recog-
nizers are trained on two different data sets consisting either
only of AD speech or only ID speech. Each of them is then
tested on an AD data set and an ID data set, reflecting
matched versus mismatched test conditions. In order to focus
entirely on the contributions of the acoustic modeling com-
ponent, we perform only isolated word recognition
experiments—this serves to eliminate differences in perfor-
mance that could be attributed to the language model or the
vocabulary size~in ID speech, for instance, speakers tend to
use a much smaller vocabulary!.

III. DATA

The data used for the experiments described in this pa-
per were drawn from a corpus of infant-directed speech pro-
vided by the Institute for Learning and Brain Sciences~for-
merly the Center for Mind, Brain and Learning! at the
University of Washington. The corpus consists of 64 conver-
sations by 32 different mothers. Each mother had two con-
versations, one with an adult experiment facilitator, the other
with her infant. The data collection was designed to elicit
certain cue words during both conversations, viz. nine mono-
syllabic words~shown in Table I! containing the vowels /{:/,
/É:/, and /ɒ/ ~the most distant points in the vowel triangle!.
Only these words were used for the present study since they
had a sufficient number of samples and allow the comparison
with previous studies focusing on the same vowels.

TABLE I. Cue words representing the vowels /{:/, /É:/, /ɒ/.

Vowel Cue words

/{:/ key sheep bead
/É:/ boot shoe spoon
/ɒ/ pot top sock
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During the adult-infant conversations, toys of the same
name~sheep, keys, etc.! were provided, which mothers used
in interacting with their infants. In the adult-adult conversa-
tions, cue words were elicited simply by talking about re-
lated topics. Conversations were recorded using a far-field
microphone ~suspended from the ceiling near speakers’
heads!. For this reason, the recorded speech is far from
studio-quality; rather, it reflects natural listening conditions.
First, the use of a far-field rather than a close-talking micro-
phone results in energy fluctuations in the speech signal due
to the varying distance of the speaker’s mouth to the micro-
phone. Second, much of the speech is overlapped by back-
ground noise, such as infants crying or banging toys on the
table, people entering and leaving the room, etc. Two infant-
directed conversations were discardeda priori due to the
presence of constant background noise. In addition, the
adult-adult conversations contain many instances of speaker
overlap or speech overlapped with laughter.

All audio files were time-segmented and transcribed or-
thographically by phonetically experienced transcribers. The
time boundaries of noise events, speaker overlaps, and all
instances of cue words were marked. These time marks were
double-checked in a second transcription pass, and all in-
stances of cue words were extracted from the audio data.
Each instance was categorized by a trained listener with re-
spect to the degree of background noise~on a scale from 1 to
10, with 1 being the lowest and 10 being the highest noise
level!, and with respect to the presence or absence of pitch-
accent on the word~on a scale from 1 to 5, with 1 being the
lowest confidence and 5 being the highest!. The latter was
determined by listening to the word in its context in the
original speech file. All samples of cue words that had a
noise level higher than three were discarded. Furthermore,
only data from those speakers with sufficient instances in
both the ID and the AD conversations were selected. As a
result, the data from eight speakers could not be used at all,
such that the final data set used for the experiments reported
below consists of the cue words from 22 different speakers.
The remaining samples were randomly assigned to training
and test sets. For each speaking mode~ID and AD!, there
were 1342 training and 336 test samples; every speaker had
the same number of training and test samples in both the AD
and ID data sets. Table II shows the distributions of samples
over training and test sets. Further balancing of the data in

terms of speaker and word identities~e.g., enforcing exactly
the same number of samples for each word! would have
resulted in sets with too few training samples. Although the
data sets are very small by ASR standards, they are larger
than the samples used by most other phonetic studies on
infant-directed speech.

IV. EXPERIMENTS AND RESULTS

The original recorded data files were sampled at 16 kHz
and preprocessed using MFCC analysis. The acoustic front-
end consisted of 39 coefficients~12 MFCCs, normalized log
energy, and their first and second derivatives!, extracted ev-
ery 10 ms with a window size of 25 ms. Cepstral mean and
variance normalization were applied on a per-conversation
basis to reduce the effects of recording conditions and
speaker variation. Whole-word acoustic HMMs were then
constructed for each cue word, with eight emitting states and
two Gaussian mixture components per state. In accordance
with standard practice in small-vocabulary ASR, whole-
word- rather than subword-unit-based HMMs were used in
order to achieve better coarticulation modeling. The models
had a left-to-right topology without skip transitions, e.g.,
each state could transition only to itself or the immediately
following state; states could not be skipped. Given that most
ASR systems use three-state models for phone units~which
are on average 30 ms long!, the number of states reflects the
expected duration of words consisting of three phones. Di-
agonal covariance matrices were used in each mixture com-
ponent. The models were trained using three iterations of
EM; recognition was performed by one-best Viterbi search.
Due to the small size of the data set, more advanced model-
ing techniques which increase the number of parameters
~such as context-dependent models or full covariance matri-
ces! were not used.

A. Experiment I: Baseline study

The performance of the recognizers is measured as word
accuracy, i.e., the percentage of correctly recognized samples
in the test set. The results~Table III! show that absolute
recognition performance is highest on the AD data set when
using an AD-trained recognizer~upper left corner of Table
III !. In both conditions, the recognizer trained and tested on
matched sets~the diagonal of the table! performs better than
the corresponding recognizer trained on mismatched data.
However, systems behave differently with respect to the rela-
tive degradation of recognition performance under mis-
matched conditions. The relative degradation of the AD-
trained system on ID speech is 16.5% whereas the ID-trained
system applied to AD speech shows a relative loss of 3.3%

TABLE II. Distribution of training and test samples over words in AD and
ID speech data sets.

Word

AD ID

train test train test

bead 136 26 196 56
boot 161 43 148 34
key 148 44 125 25
pot 121 25 136 29
sheep 138 41 148 45
shoe 216 54 154 35
sock 148 37 150 44
spoon 135 24 157 41
top 139 42 128 27

TABLE III. Word accuracy~%! for speech recognizers trained on AD versus
ID speech and tested on matched versus mismatched conditions.

Test

AD ID

train
AD 95.5 81.6

ID 90.2 93.5
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accuracy. This difference was statistically significant at the
0.0001 level, using a difference of proportions significance
test. The absolute differences in accuracy are on the same
scale~loss of 13.9% absolute of AD recognizer on ID speech
and 3.3% of the ID recognizer on AD speech!.

The relative degradation was also computed on a per-
speaker basis. Results are displayed in Fig. 1. For 16 out of
22 speakers, the AD-trained recognizer showed a stronger
degradation on ID speech~indicated by the striped bars! than
vice versa~black bars!. For two speakers, the performance
did not change, and four speakers showed a stronger relative
degradation on AD than on ID speech. The ID-trained rec-
ognizers also showed a better performance on the AD data
set than on the ID test set for several speakers~the bars
extending into the negative region in Fig. 1!. From this we
can conclude that the ID-trained recognizers perform more
robustly under mismatched training and test conditions.
There was no correlation with the amount of training or test
data used per speaker.

B. Analysis

An analysis of the recognition errors showed that con-
fusions occurred mainly between words sharing the same
vowel ~e.g., confusions betweenkey and bead or top and
sock! and words of the /É:/ and /ɒ/ categories~such asspoon
andsock!. Confusions between /{:/ words and the other cat-
egories were rare, although some examples ofshoe–sheep
confusions did occur, possibly due to strong coarticulation of
the /É:/ vowel with the palatal fricative /2*/.

For a more detailed analysis it was necessary to look at
individual phonetic segments. In order to automatically ex-
tract signal portions corresponding to subword units, we
trained individual phone models, using a transcription of
words in terms of their constituent phones. The preprocess-
ing of the signals was identical to the recognition experi-
ments described above. The phone models consisted of three
emitting states with two Gaussian mixture components each;
the topology was left-to-right without any skip transcrip-
tions. The initial model parameters were set to the global
mean and variance of the data, i.e., the parameters were com-
puted from all feature vectors, regardless of phonetic class.
The models were trained in three iterations of EM and were
then used in a forced alignment procedure in order to obtain

time boundaries of the constituent phones. During this pro-
cedure, the reference transcription was provided to the rec-
ognizer, and the Viterbi algorithm was used to identify the
globally best time alignment of the model sequence defined
by the transcription. The resulting time alignments were then
checked for accuracy and the corresponding time segments
were extracted. This data was used to analyze the distribution
and separability of phonetic classes under different acoustic
representations and prosodic conditions, as described in the
following sections.

1. Separability of vowel classes

Standard formant-based analysis was applied to the
vowel spaces in AD and ID speech. For each vowel segment
~as identified by the forced alignment!, formant values were
obtained using the formant program of the Entropics ESPS
package, and they were averaged over the entire length of the
vowel. Cross-speaker normalization in the form of mean and
variance normalization was applied.

The class distributions in the space defined by the nor-
malized first two formants are shown in Fig. 2. Similar to
previous studies which have investigated phonetic discrim-
inability in either speech perception or automatic classifica-
tion scenarios~e.g., Nossair and Zahorian, 1991; Zahorian
and Jagharghi, 1993; Hillenbrandet al., 1995!, we computed

FIG. 1. Per-speaker relative degradation~in % word error rate! of AD and
ID recognizers on mismatched test data.

FIG. 2. Distribution of vowel classes in normalized formant space in AD
speech~a! and ID speech~b!.
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various numerical measures of class separation. One of these
is the Fisher ratioF ~e.g., Schuermann 1996! defined as

F5
V2

V21D2 , ~6!

where

V25 (
k51

K

Pktrace@Sk# ~7!

and

D25
1

12(k51
K Pk

2 (
k51

K

(
j 51

K

PkPj~mk2m j !
2 ~8!

whereK is the number of classes,Sk is the covariance ma-
trix of the kth class,mk is the mean of thekth class, andPk

is the prior probability of thekth class.V2 measures the
within-class variance of the features with respect to the class
mean.D2 denotes the interclass distance, i.e., the distance
between class means, weighted by the class priors.F thus
expresses the ratio of within-class distance to the between-
class distance and ranges between 0 and 1. A lowerF value
indicates better separability. We also computed the average
Euclidean distance between the three class means. These
measures are shown in Table IV.

The results indicate a slightly better separation of class
means in AD speech than in ID speech. Overall class sepa-
rability is noticeably poorer in ID speech than in AD speech;
this is due to a stronger degree of class overlap caused pri-
marily by larger class variances.

In order to eliminate possible effects caused by the au-
tomatic segmentation, the analysis was repeated for average
formant values computed only over the center third of each
vowel. However, no significant difference was found be-
tween the results.

Formant values are useful for comparing the present
analysis to other phonetic studies of vowel spaces; however,
they are not used in the speech recognizers. It is not imme-
diately obvious whether class distributions in formant space
can be equated with class distributions in the 39-dimensional
MFCC space that defines the recognizer front-end. The
above analysis was therefore repeated for the MFCC data.
Principal components analysis~PCA! ~see, e.g., Dudaet al.,
2001! was applied to the data and feature vectors, and the
feature space was mapped to the coordinate system defined
by the first two principal components, in order to be able to
display the result graphically. Table IV lists the Fisher ratio

and distance measures computed on this data, and Fig. 3
shows the corresponding distributions. Similar results can be
observed: the average distance of class means is slightly
larger and class separation is more pronounced in AD
speech. Class separability measures computed on the full 39-
dimensional feature space showed the same pattern.

One factor contributing to the variability in ID speech
may be that no distinction was made between vowels that are
typical examples of ‘‘motherese,’’ i.e., vowels that exhibit
strong hyperarticulation, and those that are not. Our defini-
tion of ‘‘infant-directed speech’’ includes the ensemble of
speech used in infant-directed conversations. Although this
definition reflects natural listening conditions more faithfully,
ID speech is a continuum, and a further distinction can be
made between different points within this continuum. To this
end, pitch-accented versus non-pitch-accented vowels were
considered separately. Vowels bearing linguistic stress or
pitch-accent are often articulated more clearly, whereas un-
stressed or unaccented vowels show a stronger degree of
coarticulatory reduction, with a concomitant decrease in the
size of the vowel space. This has been verified in a number
of experimental and corpus-based studies~e.g., Lindblom,
1963; Sluijter and van Heuven, 1996; Kirchhoff and Bilmes,
1999!. Vowels that are more representative of ID speech can
be expected to be perceived as pitch-accented. We extracted

TABLE IV. Comparison of within-class distance (V2), within-class distance
(D2), Fisher ratio~F! ~the ratio of within-class to between-class distance!,
and average Euclidean distance~E! between class means for AD and ID
vowel data. The upper row shows results based on speaker-normalized for-
mant values; the lower row shows results for PCA-mapped mel-frequency
cepstral coefficients.

AD ID

V2 D2 F E V2 D2 F E

Formants 4.98 24.32 0.17 3.96 8.73 20.94 0.29 3.84
MFCCs 1.08 12.72 0.08 3.24 2.70 8.82 0.23 2.89

FIG. 3. Distribution of vowel classes in MFCC space mapped to the first
two principal components, in AD speech~a! and ID speech~b!.
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pitch-accented samples according to the manual annotations
described above~Sec. II!. For each condition, we extracted
the 220 vowel samples with the highest pitch-accent values.
The analysis measures were then recomputed for these data
sets based on PCA-mapped MFCCs. The results are shown
in Table V.

In spite of the elimination of non-pitch-accented vowel
samples, the pattern observed before still holds: class overlap
is greater in ID speech than in AD speech. However, the
average mean Euclidean distance is now slightly greater than
in ID than in AD speech. These observations confirm results
obtained in previous studies~see above Sec. I!. Although
studies focusing on content words mostly report an expan-
sion of the vowel space, van de Weijer~2001! explicitly
compared vowels in content versus function words and
found that expansion of the vowel space in ID speech oc-
curred in content words but was reversed in function words,
which are presumably not pitch-accented.

2. Separability of consonant classes

Most previous studies of infant-directed speech have fo-
cused on the acoustic properties of vowels. Consonants, on
the other hand, are less well studied. An exception is Sund-
berg and Lacerda~1999! and Sundberg~2001!, where the
effects of infant-directed speech on the voice onset time
~VOT! of stop consonants was studied. It was shown that
VOT is significantly shorter in infant-directed speech than
AD speech for infants in younger infants~three months! but
changed to longer, overspecified patterns in older infants
~11–14 months!.

The error patterns in the recognizer output indicate that
word confusions were caused not only by poor separation of
vowels, but also by consonant substitutions. Therefore, the
class separability measures described above were also ap-
plied to consonant distinctions, viz. the stops /"/ vs. /!/ in
syllable-initial position, and the fricatives /2*/ vs. /2/ in
syllable-initial position. These pairs were chosen because
they represent the same broad phonetic class in comparable
prosodic contexts; in particular, syllable-initial consonants
were chosen because they tend to be less strongly coarticu-
lated than syllable-final consonants. As before, the MFCC
space was mapped to two dimensions using PCA. Table VI
shows the resulting measurements. Whereas the average
class mean distance is fairly similar, the Fisher ratio is again
lower in AD speech.

C. Experiment II: Linear discriminant analysis

In pattern recognition, a common technique to enhance
acoustic class separability is linear discriminant analysis

~LDA ! ~see, e.g., Dudaet al., 2001!. LDA is a transformation
designed to maximize the between-class distance while mini-
mizing within-class distance; it is thus related to the Fisher
criterion discussed above. Applying LDA to the infant-
directed speech data should reduce the class overlap and pro-
duce better recognition results, possibly with the effect of
smoothing out differences in performance between the AD
and ID recognizer. We used LDA on both the AD and ID data
sets. In each case, the transformation parameters were esti-
mated on the training set and were then applied to both the
training and the test set. The transformed data was used to
train the speech recognizers, using exactly the same model-
ing procedures as before~see above Sec. IV A!. The recog-
nition results, listed in Table VII,, show that recognition per-
formance improves for both recognizers under both
conditions. The relative improvement compared to the base-
line results~Table III! is greatest for the AD-trained recog-
nizer on ID test conditions. As before, however, the relative
loss in word accuracy on the mismatched condition is more
severe for the AD-trained recognizer than for the ID-trained
recognizer; the difference is statistically significant at the
0.001 level.

V. DISCUSSION

Automatic speech recognizers trained on ID and AD
speech, respectively, were applied to both matched and mis-
matched test sets. It was found that, on average, matched
conditions produced better results than mismatched condi-
tions, confirming the second of the hypotheses stated in Sec.
II B. ID-trained recognizers performed better on AD speech
test sets for some but not for most most speakers. However,
the relative degradation of ID-trained recognizers on AD
speech was significantly less severe than in the reverse case.

An analysis of a subset of phonetic class distributions in
ID and AD speech showed that ID speech was characterized
by a stronger class overlap, which provides an explanation of
the recognition results: models trained on strongly over-
lapped classes can accommodate well-separated test data, but
models trained on well-separated data will fail to correctly

TABLE V. Within-class distance (V2), between-class distance (D2), Fisher
ratio ~F! ~the ratio of within-class to between-class distance!, and average
Euclidean distance~E! between class means for pitch-accented vowels in
AD and ID speech.

AD ID

V2 D2 F E V2 D2 F E

1.91 8.39 0.19 2.86 3.01 8.11 0.27 2.91

TABLE VI. Between-class distance (D2), within-class distance (V2),
Fisher ratio~F!, and average Euclidean distance~E! between class means
for syllable-initial consonant pairs /"/-/!/ and /2*/-/{/.

AD ID

V2 D2 F E V2 D2 F E

/"/-/!/ 1.83 6.83 0.21 1.06 2.05 4.99 0.29 1.04
/2*/-/2/ 0.77 3.24 0.19 0.83 1.21 1.63 0.43 0.82

TABLE VII. Word accuracy~%! of AD- and ID-trained speech recognizers
under identical and mismatched test conditions, after application of LDA
transformations.

test

AD ID

train
AD 97.4 91.8

ID 92.9 94.7
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classify test samples whose distributions show a stronger
overlap. Samples in the intersection of the class decision
boundaries may receive equally likely scores from the acous-
tic models, thus causing more confusions. The use of linear
discriminant analysis to enhance class separation improved
recognition results in all test conditions.

The automatic classification procedure used here does
not claim to be a cognitively adequate model of infant per-
ceptual learning. First, automatic speech recognizers are
trained on a limited, well-defined training set, whereas it is,
in general, impossible to quantify how much training data
infants have previously been exposed to. Data collections
where the amount of training data for a particular phonetic
contrast can be controlled precisely@as in Kuhl et al.,
~2003!# might turn out to be an interesting testbed for pattern
recognition algorithms. Second, the acoustic representation
and/or the statistical modeling techniques used in ASR sys-
tems certainly have deficiencies compared to human speech
perception, since ASR performance still falls short of human
performance. Nevertheless, the analyses presented above
highlight interesting research questions for the study of in-
fant speech perception. Previous studies on ID speech have
emphasized the greater distance between vowel class means
and have concluded that ‘‘motherese’’ might facilitate pho-
netic category learning. In contrast, it was found here~using
comparatively large sets of samples and speakers! that class
separability is actually poorer in ID speech. A possible rea-
son is thatall samples produced from infant-directed conver-
sations were included, whereas previous studies may have
focused on samples that are most ‘‘motherese-like’’ and thus
occupy extreme positions in the vowel space. The slightly
greater separation of the class means of pitch-accented vow-
els observed above confirms this interpretation. Neverthe-
less, the stronger class overlap is still present in those sets,
suggesting that ID speech is poor training data. This result is
in line with earlier studies comparing the intelligibility of
speech directed to adults versus speech directed to children
of 1–3 years~Bard and Anderson, 1983, 1994!. In those
studies, isolated words excised from either adult-adult or
adult-child conversations had to be identified by adult listen-
ers and young children. In Bard and Anderson~1994! addi-
tional context was provided for the tokens. It was found that
word intelligibility was inversely related to word predictabil-
ity: predictable words without their context were actually
less intelligible in child-directed than in adult-directed
speech. The conclusion drawn from this study was that adults
might reduce predictable words more when talking to their
infants/children than when talking to adults in order to draw
the child’s attention to referents that are new in the discourse
or in the extralinguistic environment. The observation made
by van de Weijer~2001! that ID speech exhibits an enlarged
vowel space in content words but a reduced vowel space in
function words~see Sec. I! supports this analysis. It seems
plausible that words which are predictable or already given
in the discourse are underarticulated in favor of words that
are new, some of which may then exhibit the typical moth-
erese effect.

Our observations also pose the question of why infants
are able to acquire phonetic categories and generalize to new

test samples in spite of strongly overlapped training
data—we may assume that the majority of everyday speech
that infants are exposed to consists of predictable function
words@see also Cutler~1993!#. Several explanations may be
advanced, e.g., that auditory representations in human speech
perception are more invariant, that different~distribution-
free! classification mechanisms are involved, or that listeners
perform some form of data normalization, selection, or vari-
ance reduction, similar to the LDA transformation. Not all of
these explanations are equally likely—it has been shown ex-
perimentally that infants do respond to distributions in audi-
tory training data~Maye et al., 2002!. Moreover, although
the acoustic representations and normalization techniques
used in this study may not model human auditory represen-
tations perfectly, it is safe to assume that they are correlated.
It seems most plausible that infants make use of perceptual
variance reduction techniques. One possible candidate for
such a technique is the perceptual magnet effect~Kuhl, 1991;
Kuhl et al., 1992!. This effect is often described as a percep-
tual warping in the sense that auditory stimuli close to a
‘‘prototypical’’ representation of the category cannot be dis-
tinguished perceptually, thus decreasing within-class vari-
ance. Although the existence of this effect as well as the
precise nature of the magnet theory have been under much
discussion ~Lively and Pisoni, 1997; Lottoet al., 1998;
Guenther, 2000; Lotto, 2000!, it is striking that phonetic cat-
egory perception does not occur until fairly late in the first
year of life, after the emergence of the magnet effect as dated
by proponents of this theory. It is unlikely that only the
amountof speech data encountered by infants is responsible
for the onset of categorical perception, or that categories are
formed simply by passively processing all available input
without some active contribution by the perceptual system:
naturally occurring speech data is extremely variable in its
distribution, and, as the present study shows, may even be
more variable in ID speech than in AD speech. It may be
assumed that infants selectively filter the available input, or
perform a compaction of stored class representations@see
recent evidence from neural imaging~Guenther and
Bohland, 2002!#. Filtering might be done by focusing on the
most motherese-like items in the speech input, which then
become the prototypes of phonetic classes.

In summary, two conclusions can be drawn from this
study. First, from an ASR point of view, ID-style speech
seems to be of no immediate benefit to present-day ASR
systems: matched training data still leads to superior results
on AD test data. Furthermore, filtering of the training data in
the way suggested above would not be advisable for ASR
systems because of the resulting reduction in training mate-
rial. The second conclusion is that parameters encoding con-
textual information ~either linguistic or extralinguistic!
should be explicitly integrated into data selection methods in
acoustic-phonetic studies of ID speech, and into actual theo-
ries of infant speech perception. It should be noted that the
ASR framework provides a tool for quantifying linguistic
predictability ~in the form of language model perplexity!,
which can in turn be used in data selection. It thus seems that
the main benefits of combining ASR technology and the
study of speech perception lie in the use of ASR techniques
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for speech data selection and statistical representation as well
as for building and testing perceptual models.
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A drumlike traditional Japanese instrument, the mokugyo, is experimentally discussed. First, the
acoustic characteristics of 176 mokugyos with diameters ranging from 7.5 to 120 cm and three
drumsticks were measured. Results show that~a! the sound spectra consist of two common peaks
@F1 (Hz): first peak frequency,F2 (Hz): second peak frequency# close together, with an average
ratio (F2 /F1) of 1.15, and~b! a drumstick beating the mokugyo is translated into an impact force
applied over a period of time from 1 to 6 ms related to the mass and stiffness of the material
wrapped around the tip of the drumstick. Second, to evaluate the acoustic response of a mokugyo
in the final tuning process, the mechanical and acoustical analogy between the mokugyo and a bass
reflex loudspeaker is theoretically and experimentally discussed. Results show that the model can be
estimated within a relative error of 0.52% from the mass of wood chips. Finally, from a
psychological experiment, the timbre of the mokugyo shows higher scores on psychological scales
when the ratio (F2 /F1) becomes 1.15. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1868192#
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I. INTRODUCTION

In most of the rituals for Buddhism, the sutras are re-
cited to the rhythm created by several percussion instruments
such as a mokugyo, a keisu, and a large bowl-shaped gong.1

A mokugyo is a round drum made of wood used during Zen
rituals like the recitation of the sutras. Buddhists recite sutras
while striking a mokugyo with a regular rhythm. Most Japa-
nese have been familiar with the mokugyo sound since child-
hood. The word, ‘‘mokugyo,’’ means ‘‘a wooden fish’’ in
Japanese. In Buddhism the fish, which never sleeps, symbol-
izes wakefulness. It was introduced from China to Japan
around the 17th century. From an acoustic engineering stand-
point, the mokugyo has never been investigated.

In recent years, physical modeling of the sound produc-
tion mechanism of percussion instruments like a mokugyo
has been studied. For example, Chaigneet al.2,3 proposed a
physical model of xylophone sound production and synthe-
sized xylophone sounds based on the proposed model. They
reported that the synthesized sound was close to the real
sound of the xylophone, and that the quality of the synthe-

sized sound could be controlled by adjusting the physical
structure of the xylophone using the proposed model. L.
Rhaoutiet al.4 also proposed a physical model of the kettle-
drum and its synthesized sounds from a similar standpoint.
On the other hand, Obataet al.5 investigated acoustic char-
acteristics of a Japanese traditional percussion instrument,
the ‘‘ôdaiko.’’ They reported that the fundamental frequency
component of oˆdaiko sounds involved approximately 25
beats per second. The beats were produced by a coupled
vibration between the drumskins on both sides of the body
and the enclosed air. In the same way, Andoet al.6,7 investi-
gated and synthesized the sound of the ‘‘tudumi,’’ and Aoki
et al.8 investigated that of the ‘‘washo.’’

Figure 1~a! shows the front view of a general mokugyo
with a 37.5-cm diameter,~b! shows its side view with a
32.0-cm height, and~c! shows a drumstick with a 43.0-cm
length. The body is made of camphorwood with a density of
0.16 g/cm3. Reliefs of dragons or fishes are carved on the
body. The sound is produced by striking the contact area
with a drumstick. As indicated by the dotted line in Fig. 1~b!,
the body is carved from a single block of wood to have a
large internal cavity, which is quite a feat, given its narrow
slit opening~intended to resemble the mouth of a fish!. The
cavity walls are 2.5 cm thick on average. These components
form a Helmholtz resonator system. The handle of the drum-
stick is made of wood, and the tip is wrapped in rubber.

a!Portions of this work were presented in ‘‘Acoustic characteristics of Japa-
nese wooden-drum such as mokugyo,’’ 17th International Congress on
Acoustics, Roma, Italy, 5A.16.02, September 2001, and ‘‘Timbre of the
Mokugyo of Japan,’’ 17th International Congress on Acoustics, Roma,
Italy, 5A.16.03, September 2001.

b!Author to whom correspondence should be addressed. Electronic-mail:
kennfur@gipwc.shinshu-u.ac.jp
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Typical drumstick tips are often wrapped in thread, cloth, or
leather. The kinds of wrapping materials may be an impor-
tant factor for producing beautiful timbre, since the timbre
varies with the material. Therefore, the artisan making a
mokugyo also makes a drumstick exclusively for the
mokugyo.

Traditional skills for making mokugyo are endangered,
since the number of artisans has decreased. One of the causes
is the technical difficulty involved. The most difficult process
is the adjustment of the timbre. This is done by chiseling the
cavity of the side port little by little based only on the arti-
san’s intuition. This process suggests that the physical char-
acteristics which determine the timbre are affected by vari-
ous structural elements of the body. If it is possible to control
such physical parameters numerically using a physical
model, the desired timbre could be produced easily.

In this paper, acoustic characteristics of mokugyos are
investigated experimentally, theoretically, and psychoacous-
tically. In Sec. II, five physical characteristics of the

mokugyo and its drumstick are measured and discussed:
mokugyo sound spectrum, vibration of the body, waveform
and spectrum of the driving forces of the drumstick, direc-
tivity, and sound intensity vector of the acoustic radiation of
the mokugyo. In Sec. III, a physical model of the mokugyo is
proposed in which it is assumed that the mechanical vibra-
tory section of the body and the Helmholtz resonator system
are coupled. The mokugyo sound is simulated in the fre-
quency domain. Parameter values used in the proposed
model are estimated by comparing the spectrum of the simu-
lated sound with that of the original sound. In Sec. IV, the
proposed model is evaluated. Three areas in the cavity,
which are called ‘‘front,’’ ‘‘innermost,’’ and ‘‘side port,’’ are
chiseled, and then the difference in the spectrum before and
after the chiseling is measured and evaluated. In Sec. V, the
relation between favorable timbre and physical characteris-
tics of the mokugyo is experimentally examined with the
semantic differential method in order to establish indices for
evaluating mokugyo timbre.

II. EXPERIMENTS

In order to investigate the physical and acoustic charac-
teristics of the mokugyo, five characteristics were measured:
sound spectrum, vibration of the body, drumstick driving
force, directivity, and sound intensity vector.

A. Sound spectrum

1. Experimental method

One hundred seventy-six mokugyos were used for this
measurement. The minimum diameter of the mokugyos was
7.5 cm and the maximum was 120 cm with an average di-
ameter of 46 cm. Each mokugyo was struck with a drumstick
at the contact area shown in Fig. 1. This experiment was
conducted in an anechoic room with a volume of 60 m3. To
record the sounds a microphone was set at a distance of 100
cm away from the side port, and the output signals were
recorded on DAT~Technics: SV-MD11! with a sampling fre-
quency of 48 000 Hz. The recorded sounds were analyzed
using a ~fast Fourier transform! ~FFT! with a rectangular
window of 32 768 samples.

2. Results

Figure 2 shows waveforms and spectra for three
mokugyos with typical characteristics. Time scales in the fig-
ures are different from each other. The rising edge of the
waveform~i.e., when the drumstick contacts the body! is set
to ‘‘0’’ in the time scale. The beats were observed for all
three waveforms whose periods are~a! 7.2 ms for the
mokugyo with a diameter of 9 cm,~b! 46 ms for that with a
diameter of 37 cm, and~c! 110 ms for that with a diameter of
90 cm. Three peaks were observed in all sound spectra. The
two peaks at lower frequencies are significant. In this paper,
the three peaks are defined as the first, second, and third
resonance frequencies,F1 , F2 , and F3 (Hz) in increasing
order. Each resonance frequency decreases as the diameter
increases, andF1 and F2 are close. These two close peaks
are a general physical characteristic for the sound of the
mokugyo, since such peaks were observed for 174 out of 176

FIG. 1. The mokugyo.~a! Front view.~b! Side view.~c! The drumstick.
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mokugyos. Figure 3 shows a correlation diagram betweenF1

and F2 for these 174 mokugyos.F1 and F2 show a linear
correlation, and its correlation coefficient is 0.997. The aver-
age ratio ofF1 and F2 ~i.e., the average ofF2 /F1) is ap-

proximately 1.15. These results suggest that the period of the
beat observed in the waveform is 1000/(F22F1) (ms).

B. Vibration of the body

1. Experimental method

The mokugyo shown in Fig. 2~b! was used in this mea-
surement. The vibration of the driving point of the body was
measured using an acceleration pickup~RION: PV-90V! set
2 cm above the contact point for the drumstick along with
the surface. The mokugyo was struck with a drumstick at the
contact area shown in Fig. 1. The output acceleration signal
was converted to a velocity signal via a charge amplifier
~SHOWA: 4006!.

2. Results

Figure 4 shows the waveform of the vibration velocity
of the body, in which the rising edge of the waveform~i.e.,
when the drumstick contacts the body! is set to ‘‘0’’ in the
time scale. A beat was observed in the waveform. The period

FIG. 2. Waveforms and spectra of three kinds of mokugyo:~a! 9 cm in diameter,~b! 37 cm, and~c! 90 cm.

FIG. 3. Correlation between second peakF2 and first peakF1 of the sound
spectra of 174 mokugyos.
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of the beat, 46 ms, is approximately equal to that of the
sound wave in Fig. 2~b!. As is seen in Fig. 2~b!, the phase
difference of the beat between the vibration and the sound is
26 ms, which is the sum of half the period of the beat and the
propagation time to the observation point. Half the period
was 23 ms, and the propagation time was 3 ms since the
observation point for the sound was set at a distance of 100
cm away from the mokugyo. These results suggest that the
energy of the vibration is exchanged alternately from the
body to the Helmholtz resonator system. This energy ex-
change is caused by the coupled vibration of the two systems
with the same eigenfrequency.

C. Effect of impact forces

1. Experimental method

Three kinds of drumsticks were used. Their tips were
wrapped in thread, leather, and rubber. The length and mass
of the drumstick with the thread tip were 23 cm and 26 g,
those of the drumstick with the leather tip were 40 cm and
173 g, and those of the drumstick with the rubber tip were 55
cm and 250 g. The impact force was measured using an
impedance head~RION: PF-60! set on a rigid wall. The im-
pedance head was struck with the drumstick by an experi-
menter. The experimenter kept the driving force at 170 N
through all measurements. The output signal was recorded
via a charge amplifier~SHOWA: 4006!.

Following the measurements of the impact forces, the
sound spectra of a mokugyo with a 42-cm diameter were
measured using two kinds of drumsticks: a leather-wrapped
drumstick and a thread-wrapped drumstick. The method of
recording and analyzing the measured sounds was the same
as described in Sec. II A.

2. Results

Figure 5~a! shows the impact forces as a function of
time. The force duration varies from 1 to 6 ms according to
the material wrapped around the tip. Figure 5~b! shows the
spectra of the impact forces. The frequency range varies ac-
cording to the wrapping material.

Figure 6 shows the sound spectra of a mokugyo struck
with two kinds of the drumsticks. In the frequency region
less thanF35517 Hz, the sound spectrum for the drumstick
wrapped in thread corresponds to that for the one wrapped in
leather. At higher frequencies the spectrum level for the

drumstick wrapped in leather decreases. The result is consis-
tent with the frequency range of the impact force.

D. Directional response

1. Experimental method

The mokugyo shown in Fig. 2~b! was used in this mea-
surement, and its resonance frequencies areF15155 Hz,

FIG. 4. Vibration velocity of the driving point of the body.

FIG. 5. Waveforms and spectra of impulsive forces from three kinds of
drumsticks.~a! Impact forces.~b! Spectra.

FIG. 6. Sound spectra from two kinds of drumsticks.
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F25177 Hz, andF35402 Hz. Figure 7 shows the block dia-
gram of the measurement system. The mokugyo was put on
a turntable and driven steadily with sinusoidal waves corre-
sponding to each resonance frequency. The sound pressure
level was measured as the turntable rotated. The output sig-
nal from the oscillator~NF: SY-126! was amplified and
transmitted to a vibration exciter~Nikkei Denshi: Golden
Tone! whose mass was compensated for by a spring balance.
The body of the mokugyo was excited by the vibration ex-
citer fixed on the contact area. A microphone was set at a
distance of 100 cm away from the side port at a 45° angle
from the horizontal plane. Also, an acceleration pickup
~RION PV-90V! was used to investigate the vibration at vari-
ous points on the surface of the body. This acceleration sig-
nal was recorded via a charge amplifier~SHOWA: 4006!.

2. Results

Figure 8 shows the directivity for each resonance fre-
quency.F1 and F2 are omnidirectional whileF3 shows a
figure-8 pattern. This figure-8 pattern ofF3 was caused by
the divided vibration of the body since the vibration node,
which divides the upper part of the body in two, was ob-
served as shown in Fig. 7.

E. Sound intensity measurement

1. Experimental method

The mokugyo shown in Fig. 2~b! was used. A two-
dimensional sound intensity vector was measured by exciting
the body using the same method described in Sec. II D. The
measurement plane was a vertical one dividing the body in
half. One hundred eighty-five measuring points, which were
allocated on the measuring plane at 2-cm intervals around
the side port, were used. The sound intensity vector was
measured using the two rotating microphone method.9,10

2. Results

Figure 9 shows the sound intensity vector around the
side port at frequenciesF1 , F2 , and F3 . The arrows and
their lengths indicate the directions and the levels~dB! of the
vectors. The levels shown in Fig. 9~c! are compensated by
130 dB, since these levels are lower than the others.

For F15155 Hz andF25177 Hz, many of the vectors
spread radially from the side port, and no vectors spread
directly from the body. Therefore, the vibration mode atF1

andF2 would be a simple point sound source corresponding
to the vibration of the air in the side port. This result is
consistent with the directivity shown in Fig. 8. On the other
hand, for F35402 Hz, the vectors from the side port are
hardly observed, and most of the vectors are radiated from
the body. This result suggests that the figure-8 pattern ofF3

shown in Fig. 8 is due to the divided vibration of the body.

III. THEORETICAL ANALYSIS

As shown in Sec. II, the sound of the mokugyo involves
two close resonance frequencies,F1 andF2 . In this section,
the relationship between these two resonance frequencies
and the structure of the mokugyo is discussed based on a
physical model. This structure composed of the body, cavity,
and side port is analogous with that of the bass reflex
loudspeaker,11,12and a guitar,13–15since there is coupling be-
tween vibrations of plates and the internal air cavity they
enclose. An equivalent model of the mokugyo is proposed
based on the theory of the bass reflex loudspeaker. Then, the
mokugyo with a diameter of 37 cm shown in Fig. 2~b! is
simulated acoustically.

A. Model of the mokugyo

Figure 10 shows the physical model of the mokugyo
proposed in this paper, and Table I shows the parameters
used in this model. The model is composed of two vibration
systems: a mechanical vibration system driven by the drum-
stick and an acoustic vibration system composed of the cav-
ity and the side port. In the mechanical vibration system, the
effective vibration part of the body is assumed to be a circu-
lar vibratory board with equivalent massmm , which is fixed

FIG. 7. Block diagram of directivity measurement setup.

FIG. 8. The directional patterns of three resonant frequencies.
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on a rigid wall.mm is derived from the sum of the mass of
the board,md , and an additional mass radiated from the
board,mad . The additional massmad is a reaction force from
the medium when the board is vibrating, and acts to increase
the mass of the board. In this model, furthermore, the deflec-
tion forced by the drumstick is modeled using both a spring
with equivalent stiffness,sm , supporting the circular vibra-
tory board and a mechanical resistance,r m . The board is
driven by an external forceF due to the drumstick and is
vibrated at a velocityvd . In an acoustic vibration system, the
cavity corresponds to the reciprocal of acoustic compliance,
i.e., stiffness,sc . The side port is modeled as a cylindrical
hole hollowed out of a rigid wall. The hole is equivalent to
the sum of the air mass,mp , and an additional mass radiated
from the side port,map . The acoustic resistance of the side
port is ignored in this model, since the resistance is much
smaller than the mechanical resistancer m .

Figure 11 shows the electrical circuit equivalent to the
model in Fig. 10. Coupling between the mechanical and
acoustical systems is replaced by a transformer with a turn
ratio equivalent to the area ratio of the effective vibration
area of the body,Sd , and the cross-sectional area of the side
port, Sp . Converting the secondary side~acoustical system!
of the transformer into the primary side~mechanical system!,
the following simultaneous differential equations can be de-
rived:

FIG. 9. Sound intensity vectors around the port:~a! F15155 Hz, ~b! F2

5177 Hz, and~c! F35402 Hz.

FIG. 10. Physical model of the mokugyo.

TABLE I. Parameter values used in the proposed model.

Variable Symbol Value

Mechanical system
Effective vibration area of
the board

Sd 0.07 m2

Radius of the board ad 14.9 cm
Mass of the board md 5.48 kg
Additional mass of the board mad 0.616 kg
Equivalent mass mm md1mad56.10 kg
Equivalent stiffness sm 6.763106 N/m
Equivalent resistance r m 210 N•s/m
Vibration velocity of the board vd ¯

Acoustic system
Volume of the port Wp 1.5531023 m3

Cross section area of the port Sp 1.5031022 m2

Radius of the port ap 6.9 cm
Length of the port l p 10.3 cm
Mass of the port’s air mp 1.8731023 kg
Additional mass of the port map 2.3631023 kg
Equivalent mass converted into
the mechanical system

ml (Sd /Sp)2(mp1map)50.092 kg

Volume of the cavity Wc 1.8031022 m3

Equivalent stiffness of the cavity sc 1.03105 N/m
Particle velocity vp ¯

Other parameters
Impact force with the drumstick F 170 N
Distance from the board to the
observation point

r 1 130 cm

Distance from the side port to
the observation point

r 2 100 cm

Air density r0 1.21 kg/m3

Sound velocity c 343 m/s
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mm

d

dt
vd~ t !1r mvd~ t !1smE vd~ t !dt

1scE H vd~ t !2
Sp

Sd
vp~ t !J dt

5F~ t !,
~1!

ml

Sp

Sd

d

dt
vp~ t !1scE H Sp

Sd
vp~ t !2vd~ t !dtJ 50,

where vd(t) denotes the vibration velocity of the circular
board,vp(t) denotes the particle velocity of the side port,
and ml denotes the equivalent mass of the side port con-
verted to the mechanical system.ml is given by

ml5S Sd

Sp
D 2

~mp1map!. ~2!

The initial conditions of Eq.~1! are

vd~0!5vp~0!5E
2`

0

vd~0!dt5E
2`

0

vd~0!dt50. ~3!

From Eq.~1!, the Fourier transforms ofvd(t) andvp(t),
that is, v̂d(v) and v̂p(v), are

v̂d~v!5
j v~sc2mlv

2!F̂~v!

mmmlv
42~scmm1mlsc1mlsm!v21scsm2 j ~mlr mv32scr mv!

~4!

and

v̂p~v!5
j vscSdF̂~v!/Sp

mmmlv
42~scmm1mlsc1mlsm!v21scsm2 j ~mlr mv32scr mv!

, ~5!

wherev denotes the angular frequency, which is related to the vibration frequencyf by v52p f . From the results shown in
Sec. II E, the mechanical vibration system in the body and the acoustic center of the side port can be assumed to be simple
point sound sources. Thus, the complex sound pressurep̂(v) at an arbitrary observation point is given by

p̂~v!5
j r0v

2p H e2 jkr 1

r 1
Sdv̂d~v!2

e2 jkr 2

r 2
Spv̂p~v!J , ~6!

wherer 1 denotes the distance from the sound source of the mechanical vibration system,r 2 denotes that from the side port,
r0 denotes the density of air, andk denotes the wave constant given byk5vc. By applying Eqs.~4! and ~5! to Eq. ~6!, the
sound pressure at the observation point is given by

p̂~v!5
2r0Sdv2F̂~v!

2p H ~sc2mlv
2!e2 jkr 1/r 12sce

2 jkr 2/r 2

mmmlv
42~scmm1mlsc1mlsm!v21scsm2 j ~mlr mv32scr mv!

J . ~7!

B. Measurement of the model parameters

In this section, parameter values for the proposed model
in Sec. III A are calculated using a mokugyo with a 37-cm
diameter.

1. Model parameters

Table II shows the profile of the mokugyo used. Assum-
ing the shape of the mokugyo is spherical, the surface area of
the hemisphere~0.215 m2! can be calculated from the diam-
eter of the mokugyo. The area of the circular vibratory board,
Sd , corresponding to the effective vibration area of the body
in the model is supposed to be13 the surface area of the
hemisphere. WhenSd50.07 m2, the radius of the vibratory
board,ad , is 15.1 cm. In the proposed model, since the side

port of the body is assumed to be a circular cylinder, its
radius,ap , is 6.9 cm and length,l p , is 10.3 cm, where the
cross section,Sp , of the side port~i.e., the cross section of
the circular cylinder! is assumed to correspond to the actual
area of the side port opening. The maximum force driven
with the drumstick,Fmax, is set at 170 N as shown in Fig. 5.

TABLE II. Profile of the mokugyo used in the simulation.

Parameter Actual measurement

Diameter of the mokugyo 37 cm
Aperture area of the side port 1.5031022 m2

Capacity of the side port 1.5531023 m3

Capacity of the cavity 1.8031022 m3

FIG. 11. Equivalent circuit of the physical model.
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The distance from each source to observation pointsr 1 and
r 2 , the density of air,r0 , and the sound velocity,c, are set at
r 15130 cm, r 25100 cm,r051.21 kg/m3, andc5343 m/s.

2. Mechanical system parameters

a. Equivalent mass of the circular vibratory board: md .
From the original first resonance frequency of the body,F1 ,
and the resonance frequency,F18 , produced by fixing an ar-
bitrary additional mass,md8 , on the surface of the mokugyo,
the equivalent mass of the vibratory board,md , is given by11

md5md8
F18

2

F1
22F18

2
. ~8!

F15155 Hz was used for the mokugyo as shown in Fig.
2~b!. Here, F18 was measured and found to be 152.2 Hz,
when the additional mass (md850.20 kg) was experimentally
fixed on the driving point of the body. Thus,md55.48 kg
was obtained from Eq.~8!.

b. Additional mass of the board: mad . The additional
mass,mad , due to the radiation from the board, is derived
from the following equation,12

mad5 16
3 r0ad

3, ~9!

which expresses an inductive component of the radiated im-
pedance produced by the circular vibratory board.12 From
Eq. ~9!, mad50.3269 kg.

c. Equivalent stiffness: sm . From F1 and md , the
equivalent stiffness of the boardsm ~Ref. 11! is

sm54p2F1
2md . ~10!

From Eq.~10!, sm56.763106 N/m.
d. Equivalent resistance: r m . The quality factorQ1 of

the first resonance frequency is 25.4, sinceQ1 is F1 /DFQ ,11

whereDFQ is the bandwidth when the sound pressure level
becomes 1/& times the sound pressure level atF1 . Thus, the
equivalent resistance of the mechanical systemr m ~Ref. 11!
is

r m5
2pF1md

Q1
. ~11!

From Eq.~11!, r m5210 N•s/m.

3. Acoustical system parameters

a. Stiffness of the cavity: sc . From the volume of the
cavity, Wc , the area of the vibratory board,Sd , the sound
velocity, c, and the density of air,r0 , the stiffness of the
cavity, sc , is

sc5
r0c2Sd

2

Wc
. ~12!

From Eq.~12!, sc53.863104 N/m.
b. Air mass in the side port: mp . Multiplying the vol-

ume of the side port,Wp , by the density of air,r0 , gives
mp51.8731023 kg.

c. Additional mass of the side port: map . From Eq.~9!,
map52.1331023 kg. This value was obtained in the same
way as the additional mass of the vibratory board,mad .

C. Simulation

The sound spectrum of the mokugyo was simulated
based on Eq.~7!. Some of the parameter values, however,
may be different from the actual values, since the shapes of
the cavity and the side port assumed in the proposed model
differ from the actual ones.Wc may also vary when struck by
the drumstick. In this simulation, therefore, the additional
mass of the vibratory board,mad , the stiffness of the cavity,
sc , and the additional mass of the side port,map , were con-
sidered to be variables. These three parameters were opti-
mized so as to match the simulated spectrum to the actual
one.

First, the spectrum was calculated using Eq.~7! with the
values ofmad , sc , andmap calculated in Sec. III B. Second,
the optimal values for these three parameters were found by
varying the values repeatedly. The convergence criteria were
that the simulation error was within 1% forF1 , F2 , and the
spectrum level difference at these frequencies. Here,F1

5155 Hz,F25177 Hz, and the level difference was 2.72 dB
for the original sound spectrum as shown in Fig. 2~b!.

Figure 12 shows the result obtained through the proce-
dure described above. The final characteristics given by this
simulation indicate thatF15155 Hz, F25177 Hz, and the
spectrum level difference is 2.72 dB. The result shows a
correspondence between the simulated spectrum and the
original one. The convergence values of the three parameters
are mad50.616 kg, sc51.03105 N/m, and map52.36
31023 kg.

Using these convergence values, the eigenfrequency of
the mechanical systemf m is 1/2pAsm /mm5167.5 Hz, and
that of the acoustic systemf c is 1/2pAsc /m15165.9 Hz.
These two frequencies are approximately equal. These re-
sults suggest that the mechanical vibration of the body and
the acoustic vibration of the Helmholtz resonator are ro-
bustly coupled with each other, and that the beat of the wave-
forms shown in Fig. 2~b! is due to the mutual interaction of
these two vibration systems.

From these results, the body, cavity, and side port create
a structure for producing the two close resonance frequencies
F1 and F2 . We assume that these two frequencies are the
most important for the timbre of the mokugyo.

IV. COMPARISON OF THEORY AND EXPERIMENT

In the final tuning process of the mokugyo, an artisan
chisels three areas called ‘‘innermost,’’ ‘‘side port,’’ and

FIG. 12. Spectra of simulated and actual mokugyo.
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‘‘front’’ shown in Fig. 1. In this experiment, these areas were
chiseled by an artisan and the sound spectra were measured
before and after chiseling. The accuracy of the simulation
with the proposed model described in Sec. III was examined
using the results of the measurements during the actual chis-
eling.

A. Experiment and simulation conditions

1. Measurement experiment method

A mokugyo with a diameter of 37 cm was used for this
experiment. The material of the body was camphorwood and
its density was 0.16 g/cm3. The experimental procedure was
as follows:

~a! The sound spectrum of the mokugyo was measured by
the same method as described in Sec. II A.

~b! The ‘‘innermost’’ was chiseled by an artisan until he
felt that the timbre changed.

~c! The mass of wood chips chiseled by the artisan and the
sound spectrum for the chiseled mokugyo were mea-
sured.

~d! Procedures~a!–~c! were carried out for the ‘‘side port’’
and ‘‘front.’’

2. Simulation method

The difference between the volume before and after
chiseling the ‘‘innermost,’’DWinnermost, can be obtained
from the mass of the wood chips and the density of the
wood.DWinnermost is equal to the increase in volume of the
cavity,DWc , and the parameter corresponding toDWc in the
proposed model is the stiffness of the cavitysc . Thus, sub-
stituting DWinnermost into DWc in Eq. ~12! gives the varia-
tion in stiffness,Dsc . The simulated value ofF1 andF2 can
be obtained by substitutingDsc into Eq. ~7!.

The decrease in volume of the ‘‘side port,’’DWside port,
can be also obtained from the mass of the wood chips and
the density of the wood.DWside port is equal to the increase
in the volume of the side port,Wp . Thus, the variation of air
mass in the side port,Dmp , can be written asDWside port

3r0 . In addition, the additional mass of the side port,map ,
increases since the cross sectionSp of the side port increases
due to the chiseling. Assuming that the length of the cylinder
of the portl p remains the same, the increase in the radius of
the port, Dap , can be calculated, and then the additional
mass,Dmap , can be obtained by using Eq.~9!.

Considering the structure of the mokugyo, the mass of
the ‘‘front’’ may vary with the decrease in the equivalent

mass,Dmd , in the mechanical system. It would be difficult,
however, to estimate a relationship betweenDmd and the
mass of the wood chips from the ‘‘front.’’ Thus, in this simu-
lation, Dmd is assumed to be a variable parameter whose
maximum value is equal to the mass of wood chips. The
simulated values ofF1 andF2 are calculated using Eq.~7!.
The optimal value ofDmd is found using the same method as
described in Sec. III C.

B. Results and discussion

Table III shows the weight of wood chips, measured and
simulated resonance frequenciesF1 andF2 before and after
the chiseling, the relative error, and the main parameters
thought to affectF1 and F2 . For ‘‘innermost’’ and ‘‘side
port,’’ the measuredF1 andF2 decreased after the chiseling,
and the simulated values matched the measured ones well
since the relative error was within 0.52%. The chiseling of
the ‘‘side port’’ affectsF1 andF2 significantly in spite of the
fact that the mass of the chiseled wood chips, 7.6 g, is only
0.18% of the whole mass of the mokugyo, 4.3 kg. Such
significant variations inF1 andF2 are due to the variation of
the eigenfrequency of the Helmholtz system, which varies
according to the variation of the volume of the ‘‘side port,’’
DWside port, and the mutual interaction of the vibration of
the body and the Helmholtz system. In contrast, chiseling the
‘‘front’’ increased F1 andF2 , but the simulated values still
matched the measured ones well since the relative error was
within 0.52%. This seems to indicate that the top and bottom
portions of the instrument are moving like the tines of a
tuning fork or like portions of a slot drum. The vibrational
mode of the wooden shell was not changed at its lowest
sound peaks. The optimal value ofDmd was found to be
26.9031022 kg, which is about13 of the mass of the wood
chips. The reason whyDmd becomes1

3 of the mass of the
wood chips is a topic for further research. These results sug-
gest that the proposed model can estimateDF1 and DF2

using the mass of the wood chips from the three areas se-
lected here.

V. TIMBRE EVALUATION

As described in Sec. II A, beats are observed in the
sound waveforms for all mokugyos, and their periods are
1000/(F22F1) (ms). In this section, the effects ofF1 and
F2 on the timbre of four kinds of mokugyos~with 9-, 18-,
37-, and 90-cm diameters! are investigated psychoacousti-
cally with the semantic differential~SD! method. It is desir-

TABLE III. Measured and estimatedF1 andF2 before and after chiseling.

Part chiseled ‘‘innermost’’ ‘‘side port’’ ‘‘front’’
Weight of sawdust 227.6 g 7.29 g 205.5 g

F1 (Hz) F2 (Hz) F1 (Hz) F2 (Hz) F1 (Hz) F2 (Hz)
Measured before chiseling 155.0 177.0 154.1 175.4 153.1 174.5

after chiseling 154.1 175.4 153.1 174.5 153.4 175.1
Simulated before chiseling 155.0 177.0 154.1 176.1 153.0 175.4

after chiseling 154.1 176.1 153.0 175.4 153.4 176.0
Relative error 20.03% 20.38% 0.06% 20.52% 0.05% 20.52%
Main factors Dsc522.083103 N/m Dmp511.4931025 kg Dmd526.9031022 kg

Dmap517.531025 kg
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able for timbre evaluation that subjects can play the
mokugyo. However, it is difficult to vary the resonance fre-
quencies to arbitrary values by chiseling a real mokugyo.
Thus, a system for simulating the sound of the mokugyo was
made using a DSP board. This system can reproduce in real
time simulated mokugyo sounds based on the model de-
scribed in Sec. III.

A. Method of the simulation

Figure 13 shows a block diagram for synthesizing the
sound using a DSP board~Texas Instruments: C6711DSK!.
The impact force of a drumstick was simulated as a voltage
signal generated by striking a circular PZT board with a real
drumstick. This signal was digitized with a sampling fre-
quency of 2000 Hz and was transmitted to the DSP board.
The parameter values of the proposed model for four kinds
of real mokugyos were obtained by the same method as de-
scribed in Secs. III B and C. Table IV shows sound charac-
teristics of four real mokugyos and the values ofF1 andF2

for each synthesized sound. Parameters in the proposed
model were selected to match theF1 andF2 values shown in
Table IV. The transfer function of the mokugyo body, i.e.,
FIR filter coefficients, was calculated for a sampling fre-
quency of 2000 Hz. Then, the mokugyo sound was synthe-
sized by convolution of the FIR coefficients with the impact
force signal of the drumstick. This signal was reproduced by
a loudspeaker~Electro Voice: SH15-2! via the D-A converter
inside the DSP board.

B. Experiments

The timbre evaluation experiment based on the SD
method was conducted in an anechoic room with a volume
of 60 m3. Subjects reproduced each sound source with the
system described in Sec. V A. The process was repeated until
each subject felt that the evaluation was finished. To evaluate
the four real mokugyos, the real mokugyos were also struck

with a drumstick by the subject. The order of the experi-
ments was randomized. The subjects were ten males and two
females with normal hearing. In the experiment, ten rating
words for a bipolar scale such as ‘‘bright’’ or ‘‘soft,’’ etc., and
six rating words for a monopolar scale such as ‘‘like a
wooden drum’’ or ‘‘comfortable,’’ etc., were used. The bipo-
lar scale consists of nine points:24, Extremely;23, Very;
22, ‘‘Dark’’ or ‘‘Hard,’’ etc.; 21, A little; 0, Midway; 11, A
little; 12, ‘‘Bright’’ or ‘‘Soft,’’ etc.; 13, Very; 14, Ex-
tremely. The monopolar scale consists of seven points: 1,
Not at all; 2, Not; 3, Not too; 4, A little; 5, Good; 6, Very; 7,
Extremely.

C. Results and discussion

Figure 14 shows the results of the timbre evaluation us-
ing the SD method for the real and the synthesized sounds.
In this paper, only results for the mokugyo with a 37-cm
diameter are shown. As shown in Figs. 14~a! and ~b!, the
timbre of the real sound is mainly characterized by the rating
words: ‘‘smooth,’’ ‘‘warm,’’ ‘‘gracious,’’ ‘‘rich,’’ ‘‘like a
wooden drum,’’ and ‘‘comfortable.’’ The results for the syn-
thesized sound withDF520 Hz, which is closest to that of
the real sound (DF522 Hz), are similar to those for the real
sound, that is, the timbre of the synthesized sound is close to
that of the real sound. The six words mentioned above and
‘‘distinct’’ show higher scores. Here,F2 /F151.13. On the
other hand, scores for the words ‘‘distinct,’’ ‘‘clear,’’
‘‘bright,’’ ‘‘cold,’’ and ‘‘unpleasant’’ are significantly higher
for the synthesized sound withDF50 Hz, and the shape of
its polygon is significantly different from the real sound. The
polygon of the sound forDF540 Hz also differs from the
others.

Figure 15 shows the relationship betweenF2 /F1 and the
average scores for the two monopolar rating words:~a! ‘‘like
a wooden drum’’ and~b! ‘‘comfortable.’’ The results show
that each evaluation score varies according to the value of
F2 /F1 . As shown in Fig. 15~a!, the maximum scores for
‘‘like a wooden drum’’ are 3.25, 4.41, 4.42, and 3.29. Fur-
thermore, the rates of change from the minimum score to the
maximum one are 0.24, 0.54, 0.65, and 0.15 in order of
increasing mokugyo size. Thus, the maximum score and the
rate of change for 18- and 37-cm mokugyos are higher than
those for 9- and 90-cm mokugyos. The values ofF2 /F1 for
the maximum scores are 1.16, 1.08, 1.13, and 1.17. These
values are close to the slope~1.15! of the regression line
described in Fig. 3. The evaluation score of the real sound of
the mokugyo with a 37-cm diameter is 4.25, whereas that of
the synthesized sound is 4.42. As shown in Fig. 15~b!, the

FIG. 13. Block diagram of the simula-
tion synthesis method.

TABLE IV. Sound characteristics of four real mokugyos and the values of
F1 andF2 for the synthesized sounds.

Diameter
of
mokugyo
~cm!

F1

~Hz!
F2

~Hz!

Center
frequency
Fc (Hz)

Values ofDF5F22F1 for
synthesized sounds

9 984 1098 1041 0–200Hz~in50-Hzsteps!
18 392 427 409.5 0–60Hz~in10-Hzsteps!
37 155 177 166 0–40Hz~in10-Hzsteps!
90 70 80 75 0–20Hz~in 5-Hzsteps!
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maximum scores for ‘‘comfortable’’ are 3.38, 4.27, 4.08, and
3.64 in order of increasing mokugyo size. The rates of
change from minimum score to maximum one are 0.08, 0.40,
0.44, and 0.09 in order of increasing mokugyo size. Thus, the
maximum score and the rate of change for 18- and 37-cm
mokugyos are higher than those for 9- and 90-cm mokugyos.
The values ofF2 /F1 for the maximum scores are 1.16, 1.08,
1.13, and 1.27. These values are also close to the slope 1.15.
These results support our hypothesis thatF1 andF2 are the
most important factors affecting the timbre of a mokugyo.
Also, the simulated sound based on the proposed physical
model using a DSP board is effective.

VI. CONCLUSIONS

A traditional Japanese instrument, the mokugyo, which
is made depending only on an artisan’s intuition, is investi-

gated experimentally, theoretically, and psychoacoustically
from an acoustic engineering standpoint. First, the physical
characteristics of the mokugyo and the drumstick were ex-
perimentally measured and analyzed, and the following re-
sults were obtained:

~a! The sound of the mokugyo involves two close spectral
peaks,F1 andF2 , andF2 /F1 was approximately 1.15.

~b! The vibration of the driving point of the body shows a
beat whose period is equal to the radiated sound wave.

~c! The duration of the impact force of the drumstick var-
ies from 1 to 6 ms according to the material wrapped
around the tip.

~d! The directivity of theF1 andF2 components is omni-
directional.

~e! The vibration mode of theF1 andF2 components is a
point sound source.

Second, a physical model of the mokugyo was proposed.
Because this model involves three variables which are diffi-
cult to measure, these variables are estimated using the real
sound of the mokugyo. The proposed model was evaluated
using a real mokugyo in the final tuning process. The results

FIG. 14. Timbre evaluation results based on the SD method for a 37-cm
mokugyo.~a! Results for a bipolar scale.~b! Results for a monopolar scale.

FIG. 15. Relationship between the evaluation score andF2 /F1 : ~a! ‘‘like a
wooden drum’’ and~b! ‘‘comfortable.’’
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showed that the model can estimate the difference between
resonance frequencies before and after chiseling from the
mass of wood chips from three areas: ‘‘innermost,’’ ‘‘side
port,’’ and ‘‘front.’’

Finally, the effects ofF1 and F2 on the timbre of the
mokugyo were investigated psychoacoustically using the se-
mantic differential method. The results showed that when
F2 /F1 is approximately 1.15, the evaluation scores for the
rating word, ‘‘like a wooden drum’’ or ‘‘comfortable,’’
showed higher scores.

It can be said that a mokugyo whose timbre is evaluated
as a favorable sound can be made by controlling the physical
characteristics corresponding to the timbre using the pro-
posed model.

1D. Adachi, K. Yamanaka, M. Sunohara, K. Furihata, T. Yanagisawa, and S.
Yuasa, ‘‘Acoustic characteristics in a temple and timbre evaluation of
virtual mokugyo’’ ~in Japanese!, J. Inst. Electron., Inf. Commun. Eng.
EA02-08, 81–86~2002!.

2A. Chaigne and V. Doutaut, ‘‘Numerical simulations of xylophones. I.
Time-domain modeling of the vibrating bars,’’ J. Acoust. Soc. Am.101,
539–557~1997!.

3V. Doutaut, D. Matignon, and A. Chaigne, ‘‘Numerical simulations of
xylophones. II. Time-domain modeling of the resonator and of the radiated
sound pressure,’’ J. Acoust. Soc. Am.104, 1633–1647~1998!.

4L. Rhaouti, A. Chaigne, and P. Joly, ‘‘Time-domain modeling and numeri-
cal simulation of a kettledrum,’’ J. Acoust. Soc. Am.105, 3545–3561
~1999!.

5J. Obata and T. Tesima, ‘‘Experimental studies on the sound and vibration
of drum,’’ J. Acoust. Soc. Am.7, 267–274~1935!.

6S. Ando and K. Yamaguchi, ‘‘Consideration on vibrations of Japanese
traditional drums ‘Tsuzumi’’’~in Japanese!, J. Acoust. Soc. Jpn.41„4…,
239–247~1985!.

7S. Ando and K. Yamaguchi, ‘‘Acoustical studies of Japanese traditional
drums ‘Tsuzumi’—Analysis, synthesis and subjective evaluation’’~in
Japanese!, J. Acoust. Soc. Jpn.41„6…, 386–394~1985!.

8I. Aoki, S. Komatu, and M. Ise, ‘‘Effect of local loading on the acoustical
property of Japanese bell’’~in Japanese!, J. Acoust. Soc. Jpn.26„12…,
562–571~1970!.

9T. Yanagisawa and N. Koike, ‘‘Cancellation of both phase mismatch and
position errors with rotating microphones in sound intensity measure-
ments,’’ J. Sound Vib.113„1…, 117–126~1987!.

10N. Koike and T. Yanagisawa, ‘‘Verification on possibility of separation of
sound source direction by using a pair of pressure microphone’’~in Japa-
nese!, J. Inst. Electron., Inf. Commun. Eng.J77-A„1…, 1–6 ~1994!.

11H. Nakashima and T. Yamamoto, ‘‘Design procedures for the phase-
inverted type loud speaker cabinets’’~in Japanese!, Tech. J. Jpn. Broad-
casting Corp.27, 23–48~1956!.

12Y. Okada, S. Someda, and G. Hamano, ‘‘Analytical method of the phase-
inverted type loud speaker’’~in Japanese!, J. Inst. Electron., Inf. Commun.
Eng. , 1–21~1966!.

13lan M. Firth, ‘‘Physics of the guitar at the Helmholtz and first top plate
resonances,’’ J. Acoust. Soc. Am.61, 588–593~1977!.

14G. Caldersmith, ‘‘Guitar as a reflex enclosure,’’ J. Acoust. Soc. Am.63,
1566–1575~1978!.

15O. Christensen, ‘‘Simple model for low-frequency guitar function,’’ J.
Acoust. Soc. Am.68, 758–766~1980!.

2258 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Sunohara et al.: Acoustics of the mokugyo



Beating frequency and amplitude modulation of the piano tone
due to coupling of tones
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The influence on a piano tone from weak coexcitation of damped adjacent tones due to coupling via
the bridge is studied. The frequency and amplitude modulation of the sound resulting from
coexcitation of one strong and one or two weak tones is analyzed. One weak tone causes frequency
and amplitude modulation of the sound, and two weak tones produce beating frequency and
amplitude modulation, where the beatings of the two modulations are of opposite phase. By digital
recording of the sound of piano tones, the appearance of these phenomena is verified. The audibility
of the observed frequency and amplitude modulation is discussed in terms of previously determined
detection thresholds. The beating character of both frequency and amplitude modulations, however,
distinguishes the phenomena from those previously studied and prompts further psychoacoustic
investigations. It is shown that detuning of unison strings may significantly increase the frequency
deviation of the frequency modulation in conjunction with affected amplitude modulation. The
modulatory effects of coupling to adjacent tones therefore may possibly be utilized in the tuning
process. A coupling of tones analogous to the situation in a piano may arise in other stringed musical
instruments transferring string vibrations to a soundboard via a bridge. ©2005 Acoustical Society
of America. @DOI: 10.1121/1.1861232#

PACS numbers: 43.75.Mn@NHF# Pages: 2259–2267

I. INTRODUCTION

Several characteristics of the piano tone have been iden-
tified since the scientific study of the acoustics of the piano
was initiated by von Helmholtz;1 see Refs. 2–6 for reviews.
The hammer being the distinguishing feature of the piano in
relation to its predecessor, the harpsichord, the interaction
between the hammer and the string received attention early1

and has remained an active research area since.7–17 This in-
teraction influences, e.g., the spectral and attack characteris-
tics of piano tones. By designing a chromatic stroboscope,18

Railsback was able to determine the stretching of the equal-
tempered scale, sharpening the treble and flattening the bass,
consistently practiced by expert aural tuners.19,20 The physi-
cal rationale behind this was then established to be the inhar-
monicity of the string vibrations due to the stiffness of
strings.21,22 The early and late phase of the decay of piano
tones, named ‘‘prompt sound’’ and ‘‘aftersound,’’ respec-
tively, were distinguished by Martin.23 It was observed that
expert aural tuners slightly detuned the strings of
unisons.24,25 A seminal study of the physics of coupled
strings by Weinreich26–28 revealed several important mecha-
nisms. The prompt sound was ascribed to string vibrations of
vertical polarization~in the configuration of a grand piano!
with rapid energy transfer to the soundboard via the bridge,
in particular symmetric motion of unison strings. The after-
sound comes either from antisymmetric motion of unison
strings, or from string vibrations of horizontal polarization
only weakly coupled to the soundboard and feeding their
energy back to the vertical mode of vibration. The aftersound
can be affected by slight detunings of unison strings. As

regards coupling of unison strings via the bridge, Weinreich
demonstrated that, for plane-polarized motion of two strings,
a resistive coupling brings frequencies of the resulting nor-
mal modes closer together, whereas a reactive component of
the coupling prevents a frequency crossing under adiabatic
changes of system parameters. The degree of excitation of
the different normal modes is determined by the initial con-
ditions at the strike of the strings by the hammer. Weinreich
also suggested that the objective for detuning the strings of
unisons is to obtain a consistent aftersound for all tones by
compensating for various irregularities in the sound genera-
tion by a piano. A recent study29 considers the effect of lo-
calized anisotropy in the reactive part of the bridge admit-
tance for a given partial frequency on so-called ‘‘false
beating,’’ and suggests that the detuning of unison strings
serves to reduce inheritance of false beats between partials of
separate strings.

The bridge in a piano may transfer energy from excited
string vibrations of a played tone to unstruck strings of ad-
jacent tones. Such an indirect excitation will be weak com-
pared to a direct blow by the hammer. Unless the sustaining
pedal is engaged, the excitation will be further reduced by
the dampers. The phase of the indirectly excited string vibra-
tions starts out opposite to that of the directly excited string
vibrations. The large frequency difference between the di-
rectly excited strings and the adjacent strings~5.9% for a
semitone step!, as compared with those of slightly detuned
unison strings, makes the frequencies of the string vibrations
less affected by the coupling. Nevertheless, the sound of a
piano tone may be influenced by weak coexcitation of adja-
cent tones, and this is the subject of the present work.
Already von Helmholtz1 analyzed the amplitude variation
when two sinusoids of different amplitude are superimposeda!Electronic mail: boc@kth.se
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to produce beats, as well as the accompanying frequency
modulation, as recently reviewed by Hartmann.30

In this study, two cases of coexcited tones are first ana-
lyzed theoretically. In order to reach a high resolution in
time, the analysis is based on the definition of frequency as
the inverse of the time interval between successive zero
crossings of the signal with the same change of sign. The
frequency and amplitude modulation of the sound resulting
from a strongly excited tone influenced by a weakly excited
tone is first studied. Coexcitation of one strong tone and two
weak tones is then shown to produce beating frequency and
amplitude modulation of the resulting sound. By digital re-
cording of piano tones, the appearance of these phenomena
is verified.

II. COUPLING OF ADJACENT TONES

A. Coexcitation of one strong and one weak tone

Consider a coupling of two tones, such that a strong
excitation of one tone causes a weak coexcitation of the other
tone, initially at a phase opposite to that of the strongly ex-
cited tone. The two frequencies are assumed sufficiently far
apart to remain nearly unaffected by the coupling. This situ-
ation may arise in a piano where a played tone may weakly
coexcite a damped adjacent tone via the bridge. The resulting
sound is described by

A~ t !5cos~v0t !1a cos~v1t1p!, ~1!

wherev0 andv1 are the fundamental angular frequencies of
the strong and weak tone, respectively. In a piano, the value
of a is determined by both the weak excitation and the damp-
ing of the weak tone, makinga!1. Whereas decay rates of
piano tones vary across the scale,23 adjacent tones will have
similar decay rates. Since these rates are much slower than
that of the frequency and amplitude modulation to be ana-
lyzed here, the decay characteristics of the tones are not in-
cluded. The implications of a time dependence of the relative
amplitudea of the weak tone due to its damping will be
discussed in Sec. III A. The frequency of the resulting sound
A(t) can be defined as the inverse of the time interval be-
tween successive zero crossings with the same change of
sign. To determine this frequency,A(t) is rewritten as

A~ t !5Re~B~ t !!, where B~ t !5eiv0t1aei ~v1t1p!. ~2!

The summation of the two terms ofB(t) in a complex plane
is illustrated in Fig. 1. A zero crossing ofA(t), from positive
to negative sign, occurs at the positive imaginary axis. The
presence of the weak tone of angular frequencyv1 implies
that successive zero crossings will occur at times deviating
from those determined by only the strong tone of angular
frequencyv0 . Such a deviation is denoted bydt, and since
a!1, its magnitude satisfiesudtu!2p/v0 , which will be
utilized throughout the analysis below. The sign ofdt de-
pends on the relative phase of the two terms ofB(t), which
is given by Dv01t1p, whereDv015v12v0 , as seen in
Fig. 1. The fluctuations between advanced and retarded zero
crossings, relative to the ones determined by the strong tone
alone, thus give rise to a frequency modulation of the result-
ing soundA(t) at an angular modulation frequencyuDv01u.

From Fig. 1, the following relation is obtained:

a

sin~v0dt !
5

1

sin~Dv01t1p2v0dt !
, ~3!

which yields

dt52
1

v0
atanS sin~Dv01t !

1

a
2cos~Dv01t !

D . ~4!

For a!1, a simplified expression can be obtained as

dt'2
1

v0
atan~a sin~Dv01t !!'2

a

v0
sin~Dv01t !. ~5!

To determine the time interval between two successive zero
crossings, the following quantity is also defined:

dt852
a

v0
sinS Dv01S t1

2p

v0
D D . ~6!

The frequency of the resulting soundA(t) can then be ob-
tained as

n~ t !5
1

2p

v0
2~dt82dt !

5
1

2p

v0
1

2a

v0
sinS Dv01

v0
p D cosS Dv01t1

Dv01

v0
p D . ~7!

This expression displays a periodic frequency modulation at
angular frequencyuDv01u and shows that the modulation is
not precisely sinusoidal. The expression interpolates between
the zero crossings, that on average are separated by 2p/v0 s,
corresponding to the crossing of lines through the origin of
the complex plane at phase angles other than that of the
imaginary axis. The frequency deviation~‘‘amplitude’’ ! Dn
of the frequency modulation, defined as the maximal differ-

FIG. 1. An illustration of the superposition of a strong tone~vector of
magnitude 1! at angular frequencyv0 and a weak tone~vector of magnitude
a, wherea!1) at an angular frequencyDv01 from v0 , as described in a
complex plane by Eq.~2!. The depicted situation corresponds to a zero
crossing of the resulting sound at a timedt in advance of a zero crossing of
the strong tone alone. Further details are given in Sec. II A.
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ence between the instantaneous frequency and the center fre-
quencyn0 , is obtained as

Dn5
av0

2p2
sinS uDv01u

v0
p D . ~8!

An example is shown in Fig. 2, in which the strong tone
is C4 at v0/2p5261.63 Hz and the weak tone is B3 at
v1/2p5246.94 Hz. The valuea50.03, corresponding to ex-
citation of B3 230 dB relative to C4 , is selected to be within
the range of observed values, as discussed in Sec. III. The
frequency modulation is at frequencyuDv01u/2p
514.69 Hz, and its frequency deviation isDn50.44 Hz.

As evident, e.g., from Fig. 1, the resulting soundA(t)
will also be subject to an amplitude modulation with the
same temporal characteristics as the frequency modulation,
and can be expressed as

A~ t !5Re~B~ t !!'uB~ t !ucos~v0t2a sin~Dv01t !!. ~9!

The amplitude modulation is described by the envelope func-
tion uB(t))u of the faster temporal variation and can, fora
!1, be obtained as

uB~ t !u'12a cos~Dv01t !. ~10!

The angular frequency of the amplitude modulation is thus
given byDv01, and the maximal deviation of the amplitude
from its average is equal toa. The ratio of the maximal
amplitude deviation to the average amplitude is termed the
modulation index of amplitude modulation. It is here given
by a since the strong-signal amplitude is normalized to 1.
The frequency and amplitude modulations are of same phase
for Dv01.0 and of opposite phase forDv01,0.

B. Coexcitation of one strong and two weak tones

Next, consider the coexcitation of one strong tone at
angular frequencyv0 and two weak tones at angular fre-
quenciesv1,v0 andv2.v0 , under the same conditions as
specified in Sec. II A. The resulting sound is described by

C~ t !5cos~v0t !1a cos~v1t1p!1b cos~v2t1p!,
~11!

where a, b!1. The two angular frequency differences are
denotedDv015v12v0 and Dv025v22v0 . Based on the
analysis in Sec. II A, the following quantities are defined:

dt0152
a

v0
sin~Dv01t !, ~12!

dt0252
b

v0
sin~Dv02t !, ~13!

dt018 52
a

v0
sinS Dv01S t1

2p

v0
D D , ~14!

dt028 52
b

v0
sinS Dv02S t1

2p

v0
D D . ~15!

The frequency of the resulting soundC(t) can then be ob-
tained as

n~ t !5
1

2p

v0
2~dt018 2dt011dt028 2dt02!

. ~16!

For simplicity, considerb5a. It then follows that

dt011dt025
2a

v0
cosS uDv01u1uDv02u

2
t D

3sinS uDv01u2uDv02u
2

t D , ~17!

and

dt018 1dt028 5
2a

v0
cosS uDv01u1uDv02u

2 S t1
2p

v0
D D

3sinS uDv01u2uDv02u
2 S t1

2p

v0
D D . ~18!

Both Eqs.~17! and ~18! include a faster variation at an an-
gular frequency (uDv01u1uDv02u)/2, and a slower variation
at an angular frequencyuuDv01u2uDv02uu/2. The frequency
of the resulting soundC(t) is consequently periodically
modulated at the angular frequency (uDv01u1uDv02u)/2, i.e.,
the average of the two angular frequency differences. The
frequency change of the frequency modulation varies at an
angular frequencyuuDv01u2uDv02uu, i.e., the difference be-
tween the two angular frequency differences. A phenomenon
resembling ‘‘beating’’~which normally refers to the ampli-
tude modulation caused by partials close in frequency! thus
appears in the frequency modulation in this case. For a tone
in the equal-tempered scale, the angular beat frequency is
0.33% of v0 , assuming that the weak tones are adjacent
semitones. An example is shown in Fig. 3, in which the
strong tone is C4 at v0/2p5261.63 Hz and one weak tone is
B3 at v1/2p5246.94 Hz and the other weak tone is C4

# at
v2/2p5277.18 Hz. For the same reason as in Sec. II A, the
valuesa5b50.03 are selected, corresponding to excitation
of both B3 and C4

# 230 dB relative to C4 . The frequency
differences are given by uDv01u/2p514.69 Hz and
uDv02u/2p515.55 Hz, so that the frequency modulation is at

FIG. 2. Calculated frequency modulation of the fundamental of the C4 tone
due to weak coexcitation of the B3 tone230 dB relative to C4 . The under-
lying expressions are derived in Sec. II A.
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15.12 Hz and the beat frequency of the frequency modula-
tion is 0.86 Hz. The frequency deviation approximately
doubles ~for uDv01u'uDv02u) compared with the case in
Sec. II A.

As for the case of one strong and one weak tone de-
scribed in Sec. II A, there is also an amplitude modulation of
the resulting soundC(t). Denoting the complex quantity
corresponding toC(t) by D(t) @in analogy with Eq.~2!# and
consideringb5a, C(t) can be expressed as

C~ t !5Re~D~ t !!5uD~ t !ucos~v0t2a sin~Dv01t !

2a sin~Dv02t !!. ~19!

The envelope functionuD(t)u describing the amplitude
modulation can, fora!1, be obtained as

uD~ t !u'122a cosS uDv01u1uDv02u
2

t D
3cosS uDv01u2uDv02u

2
t D . ~20!

The amplitude modulation thus displays a faster variation at
an angular frequency (uDv01u1uDv02u)/2 and a slower
variation at an angular frequencyuuDv01u2uDv02uu/2, the
same two frequencies characterizing the frequency modula-
tion. As for the frequency modulation, the slower variation
can be referred to as a beating of the amplitude modulation at
an angular frequencyuuDv01u2uDv02uu. The modulation in-
dex of the amplitude modulation is given by 2a, i.e., twice
the value for the case in Sec. II A. Defining the relative phase
shift between the frequency and amplitude modulations to be
positive when the frequency modulation precedes the ampli-
tude modulation, then the relative phaseshift switches from
1p/2 to 2p/2 at the maxima of the frequency-beat envelope
and vice versa at the minima. The beatings of the two modu-
lations are of opposite phase. An example of the amplitude
modulation is shown in Fig. 4 for the same case as defined
for Fig. 3. To fully describe the temporal development of
piano tones, their decay characteristics should also be in-
cluded.

III. PIANO TONES

A. Single-string tones

The situations treated in Sec. II, giving rise to frequency
and amplitude modulation or beating frequency and ampli-
tude modulation, may apply to piano tones. In the piano,
tones other than the played ones are intended to be damped,
unless the sustaining pedal is engaged. However, the fre-
quency and amplitude modulation of the resulting sound is
quite sensitive to the influence of even weakly excited tones,
as demonstrated in Sec. II. A coupling of adjacent tones via
the bridge in a piano can generate weakly excited tones
along with a strongly excited tone. To investigate this possi-
bility, measurements were performed by digital recording of
the sound from an upright piano~Yamaha model M1E! via a
microphone. The sampling rate of the recording was 48 kHz
and the resolution 16 bits. As mentioned in the Introduction,
it is well known that the vibration of a piano string is not
perfectly periodic due to inharmonicity, which makes the fre-
quencies of overtones slightly different from precise mul-
tiples of the fundamental frequency. To remove contributions
to nonperiodicity from overtones, the recorded signal was
bandpass filtered around the fundamental frequency of the
played tone. This was accomplished by a fast Fourier trans-
form ~FFT! followed by an inverse FFT after retaining Fou-
rier components across the desired range. To improve the
spectral estimate, a Hann window was applied to the re-
corded signal before the FFT.31 The bandpass filter was real-
ized by a square window of full width 0.2n0 aroundn0 ,
wheren0 denotes the fundamental frequency of the played
tone. This width allows the fundamentals of adjacent tones, a
semitone step down or up, to contribute while suppressing
overtones of the played tone as well as fundamentals of next-
nearest semitones. The processed signal was then frequency
analyzed in terms of the inverse time interval between suc-
cessive zero crossings with the same change of sign. The
frequency resolution is improved by linear interpolation of
the zero crossings and can be estimated at 0.1 Hz for a C4

tone at about 262 Hz.

FIG. 3. Calculated frequency modulation of the fundamental of the C4 tone
due to weak coexcitation of the B3 and C4

# tones230 dB relative to C4 . The
underlying expressions are derived in Sec. II B.

FIG. 4. Calculated amplitude modulation for the same case as in Fig. 3. The
underlying expressions are derived in Sec. II B. Decay characteristics of the
tones are not included.
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Figure 5 shows the result obtained by means of this
analysis of the recorded sound of a C4 tone. The adjacent
tones, a semitone step down and up, are B3 and C4

# , respec-
tively. In this measurement, two of the three strings of each
unison are damped, so that each tone is generated by a single
string. To compensate for inharmonicity~‘‘stretched oc-
taves’’!, as described in the Introduction, the piano was tuned
so that the equal-tempered frequencies of these three tones
were reduced by 1 cent, i.e., C4 at v0/2p5261.47 Hz, B3 at
v1/2p5246.80 Hz, and C4

# at v2/2p5277.02 Hz. The tun-
ing was accomplished by means of a 1-s digital recording of
the sound followed by a calculation of a 2001-point spectrum
across a frequency interval of 20 Hz around the fundamental
frequency by means of a chirp z-transform.31 The resolution
of the spectrum is thus 0.01 Hz, so that the tuning accuracy
is limited by the precision by which the tuning pins can be
set, about60.05 Hz. The two frequency differences are
uDv01u/2p514.67 Hz and uDv02u/2p515.55 Hz, so that
their average is 15.11 Hz and their difference 0.88 Hz. The
figure displays a time interval from 0.1 to 1.9 s of a 2-s
recording excluding the initial and final 0.1 s where the sig-
nal is strongly reduced by the Hann window applied prior to
the FFT, as described above. During the 2-s period, the
sound is of the prompt type before the aftersound appears.
For a single string, it is vibrations of horizontal polarization
that contribute to the aftersound. Figure 5 demonstrates a
beating frequency modulation in fair agreement with the pre-
dictions from the analysis in Sec. II B of one strongly excited
tone and two weakly excited tones. The observed maximal
peak-to-peak frequency swing of about 3 Hz corresponds to
a frequency deviation of about 1.5 Hz and a value of thea
amplitude of about 0.05.~Recall that Figs. 3 and 4 refer to
a50.03.) A time-dependent frequency deviation can be de-
fined as the maximal frequency change from the center fre-
quencyn0 determined over a modulation period. A decrease
of frequency deviation with time may derive from the damp-

ing of the weakly excited tones, i.e., the amplitudea may be
a decreasing function of time. To display the amplitude
modulation of the sound, the recorded signal was bandpass
filtered as above but without the application of a Hann win-
dow prior to the FFT. The resulting signal is shown in Fig. 6
over the same time interval as in Fig. 5. Also the amplitude
modulation is in fair agreement with the predictions in Sec.
II B. Possible sources of deviations from the calculated be-
havior include a difference of the weak amplitudesa andb in
Eq. ~11!. If one of these amplitudes dominates over the other,
then the situation described in Sec. II A is more applicable.
Additional time dependence ofa andb, apart from their de-
cay due to damping, may also interfere with the beating pat-
terns. Noise affecting amplitude relationships and phase re-
lationships between the component signals will cause
irregularities in the frequency and amplitude modulation, in
particular the beating patterns. Since the beating frequency is
a small difference between larger frequency differences, a
small relative change of these larger frequency differences
implies a large relative influence on the beating frequency.
The estimated amplitude value of the weakly excited adja-
cent tones may seem large. The excitation of the adjacent
tones is, however, presumably linked to the total sound pres-
sure of the played tone. Relating this excitation to the exci-
tation of the fundamental of the played tone results in a
larger ratio than that between the total sound pressures of
adjacent and played tones.

An influence of the damping of the weak tones on the
frequency deviation of the frequency modulation was also
confirmed. The frequency deviation is reduced if further
damping is imposed on the strings of the adjacent tones, and
removal of damping increases the frequency deviation. Fig-
ure 7 displays the frequency modulation of the C4 fundamen-
tal when the dampers are lifted off the strings of the adjacent
B3 and C4

# tones. The maximal peak-to-peak frequency swing
increases to about 8 Hz.

One more example is shown in Fig. 8 which refers to the
A4 tone, with adjacent tones one semitone step away G4

# and

FIG. 5. Observed frequency modulation of the fundamental of the C4 tone
recorded from an upright piano. Each of the C4 , B3 , and C4

# tones is gen-
erated by a single string. The recorded sound is bandpass filtered around the
fundamental of the C4 tone, and the frequency is determined from succes-
sive zero crossings of the signal with the same change of sign. The time
interval is 0.1 to 1.9 s from excitation. Further details of the recording and
analysis are given in Sec. III A.

FIG. 6. Observed amplitude modulation of the fundamental of the C4 tone
for the same sound, and over the same time interval, as in Fig. 5. The
recorded sound is bandpass filtered around the fundamental of the C4 tone.
Further details of the recording and analysis are given in Sec. III A.
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A4
# . As in the previous case, the measurement is performed

with each tone generated by a single string. In this range, the
piano is tuned according to equal temperament, so that A4 is
at v0/2p5440.00 Hz, G4

# at v1/2p5415.31 Hz, and A4
# at

v2/2p5466.16 Hz. This yields the two frequency differ-
encesuDv01u/2p524.69 Hz anduDv02u/2p526.16 Hz, with
an average 25.43 Hz and a difference 1.47 Hz. To ensure the
prompt type of sound, the recording is restricted to 1 s. The
displayed time interval omits the initial and final 0.1 s, for
the same reason as in the previous example. The agreement
with predictions is again fair. The observed maximal peak-
to-peak frequency swing of about 5 Hz corresponds to a
value of thea amplitude of about 0.05. The tones F3 , F4 ,
and C5 were also measured to study average frequency dif-
ferences of approximately 10, 20, and 30 Hz, in addition to
the approximately 15 and 25 Hz for C4 and A4 , and an
analogous degree of agreement with predictions was ob-
served. The results obtained therefore indicate that weak co-

excitation of adjacent tones can contribute beating frequency
and amplitude modulation to the piano tone.

B. Triple-string tones

All of the tones studied are generated by three unison
strings, so that a slight detuning of these, as discussed in the
Introduction, may produce up to 18, rather than two, fre-
quency differences between the played tone and adjacent
tones. Only nine of these frequency differences are indepen-
dent, corresponding to the number of strings. To determine
the effects of such a multitude of frequency differences on
the frequency and amplitude modulation, computer simula-
tions as well as measurements were performed. Figure 9
shows the frequency modulation of the fundamental of the
C4 tone as obtained by a simulation in which each of the
three tones involved is generated by the three strings of a
unison disregarding coupling effects within a unison. Funda-
mental frequencies, and the amplitudes of the weak tones,
are as described in Sec. II B for Fig. 3. Within each unison,
the three strings are detuned21, 0, and 1 cent, respectively,
from the fundamental frequency. Such a detuning pattern
within the unisons does not cause a significant difference of
the resulting frequency modulation from what is obtained for
single-string tones, as seen by a comparison of Figs. 3 and 9.

Another detuning pattern of the unisons can, however,
produce rather different frequency modulation. Figure 10
shows the result of a simulation of the C4 tone, where the
three strings of the C4 unison are detuned21, 0, and 2 cents
from the fundamental frequency and the strings of the other
two unisons involved are detuned21, 0, and 1 cent from the
respective fundamental frequency. With this type of detuning
within the unisons, the amplitude modulation will be more
affected as shown in Fig. 11 for the same case. For detuning
patterns that produce zero transitions of the amplitude, rather
large frequency deviations may occur at these. However,
they will probably not be perceived due to the low ampli-
tude. An example of observations near the latter situation is

FIG. 7. Same as Fig. 5, but with the dampers lifted off the strings of the B3

and C4
# tones.

FIG. 8. Same as Fig. 5, but for the A4 tone and the time interval 0.1 to 0.9
s from excitation. Each of the A4 , G4

# , and A4
# tones is generated by a single

string.

FIG. 9. Simulated frequency modulation of the fundamental of the C4 tone
due to weak coexcitation of the B3 and C4

# tones230 dB relative to C4 .
Each of the tones is generated by three strings detuned21, 0, and 1 cent
from the respective fundamental frequency. Further details of the simulation
are given in Sec. III B.
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shown in Figs. 12 and 13, displaying frequency and ampli-
tude modulation, respectively. Just after the recording of this
signal, the nine fundamental frequencies involved were de-
termined by the procedure described in Sec. III A for tuning
and found to be 261.16, 261.48, and 261.51 Hz for the three
unison strings of C4 , 246.63, 246.78, and 246.92 Hz for B3

and 276.88, 277.09, and 277.39 Hz for C4
# . As described in

the Introduction, the frequencies of the normal modes that
result from bridge coupling of strings in a unison may be
different from the values to which the strings are tuned when
sounding separately, and the excitation of the normal modes
is determined by the initial conditions at the strike by the
hammer.26–28

IV. DISCUSSION

Frequency and amplitude modulations are phenomena
commonly associated with sinusoidal modulation,30 which
produces Fourier components at frequencies deviating from
the carrier frequency by positive and negative multiples of

the modulation frequency~frequency modulation! or plus
and minus the modulation frequency~amplitude modula-
tion!. In the cases treated in Sec. II, the starting points are
rather the spectral decompositions of a signal and the fre-
quency and amplitude modulations are derived. In Sec. II A,
a signal that is a superposition of one strong and one weak
signal of different frequencies is considered. The modulation
frequency of the frequency and amplitude modulations is
then given by the frequency difference between the two sig-
nals. The modulation index of the amplitude modulation and
the frequency deviation of the frequency modulation are de-
termined by the relative amplitudes of the weak and strong
signals. The two modulations are of same phase for a weak-
signal frequency above the strong-signal frequency, and of
opposite phase for the reverse situation. The case of one
strong signal and two weak signals is shown in Sec. II B to
result in beating frequency and amplitude modulations. The
modulation frequency is the average of the two frequency
differences between the strong signal and the two weak sig-

FIG. 10. Same as Fig. 9, but with the three strings of C4 detuned21, 0, and
2 cents from the fundamental frequency. The three strings of each of the B3

and C4
# tones are detuned21, 0, and 1 cent from the respective fundamental

frequency.

FIG. 11. Simulated amplitude modulation for the same case as in Fig. 10.
Decay characteristics of the tones are not included.

FIG. 12. Same as Fig. 5, but with each tone generated by three strings. The
figure illustrates an example of detuning pattern generating rather large fre-
quency deviations. The particular frequency values, to which the strings are
tuned when sounding separately, are given in Sec. III B.

FIG. 13. Same as Fig. 6, but for the same sound as in Fig. 12.
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nals. It is the difference between these two frequency differ-
ences that gives rise to the beating character of the frequency
and amplitude modulations and that determines the beat fre-
quency. For weak signals of equal amplitude, the modulation
index of the amplitude modulation doubles and the fre-
quency deviation of the frequency modulation approximately
doubles, as compared with the case of one strong and one
weak signal. The frequency and amplitude modulations have
a relative phase shift near6p/2 in between the extrema of
the beat envelopes. The relative phase shift between the beat-
ings of the two modulations isp.

By digital recording of the sound of piano tones, beating
frequency and amplitude modulations are observed in fair
agreement with the derived influence of weakly excited ad-
jacent tones one semitone step down and up, as described in
Sec. III. Of immediate interest then is to what extent these
phenomena are audible. Detection thresholds for both amp-
litude and frequency modulations have long been
examined.32–38 For sinusoidal amplitude modulation,
Zwicker33–35 studied the threshold value of the modulation
index as a function of selected values of carrier frequency,
modulation frequency, and sound-pressure level. For a car-
rier frequency of 1 kHz, a modulation frequency of 15 Hz
and a sound-pressure level of 80 dB, the threshold modula-
tion index is about 3%. For the beating amplitude modula-
tion, treated in Sec. II B, the maximal modulation index is
given by 2a, which is about 10% with the approximate value
of a derived from observations described in Sec. III A and
illustrated in Fig. 5. With respect to sinusoidal frequency
modulation, Zwicker33–35 reported threshold values of the
frequency deviation, again as a function of selected values of
carrier frequency, modulation frequency, and sound-pressure
level. For a carrier frequency of 250 Hz, a modulation fre-
quency of 4 Hz and a sound-pressure level of 80 dB, the
threshold frequency deviation is about 1.6 Hz, i.e., the
threshold peak-to-peak frequency swing about 3.2 Hz. This
is in fair agreement with a more recent study,36 which also
provides individual values for four subjects. For a carrier
frequency of 250 Hz, a modulation frequency of 16 Hz and a
sound-pressure level of 70 dB, the lowest detectable peak-to-
peak frequency swing reported is 2.6 Hz. In frequency dis-
crimination of pulsed pure tones, the detection thresholds are
generally lower, about 1 Hz in the frequency range 200–400
Hz at a sound-pressure level of 40 dB.37 From the observa-
tions described in Sec. III A and illustrated in Fig. 5, the
maximal peak-to-peak frequency swing is about 3 Hz. It
therefore appears that the audibility criterion is better ful-
filled for the amplitude modulation than for the frequency
modulation.

It has been observed that mixed amplitude and fre-
quency modulation may be detected, although either of the
modulations are below threshold.38 The precise conditions of
the two types of modulation are, however, important. In the
case studied in the present work, the beating character of
both frequency and amplitude modulations, with alternat-
ingly occurring maxima of the beatings and an intricate
phase relationship between the modulations, distinguishes
the situation from those previously studied. The modulation
and beat frequencies of frequency and amplitude modulation

also vary across the piano scale. The modulatory effects may
also vary between different pianos due to different degrees of
damping. Whereas the analysis in the present work refers to
the fundamentals of tones, the sound of a tone derives from
its full spectrum. The spectral composition of a piano tone is
influenced by how hard strings are struck and the condition
of the hammer.7–10,12,13,16,17For all these reasons, further
psychoacoustic investigations will be helpful in determining
the possible contribution of the beating frequency and ampli-
tude modulation deriving from coupling of tones to the qual-
ity of the piano tone.

The beating frequency and amplitude modulations both
exceed the reported thresholds when the damping of the ad-
jacent tones is released by means of the sustaining pedal, as
can be concluded from Fig. 7 which refers to a situation with
dampers lifted off the strings of the adjacent tones. The
modulations can therefore be expected to contribute to the
clearly audible difference in tone quality with and without
the sustaining pedal being engaged, a difference which may
also have other components. The dependence of the fre-
quency and amplitude modulations on the detuning of strings
in a unison may possibly serve an aural tuner as a comple-
ment to the principal tuning out the beats in obtaining an
optimal tone quality. As the example in Fig. 10 demonstrates,
even small changes of the detuning of unison strings may
have large effects on the frequency modulation and cause
large frequency deviations. This may also partly explain the
observed preference for limited detunings of unison strings.25

The frequency deviations observed in the present work are
also large in comparison with the accuracy that an expert
aural tuner can achieve. The latter accuracy has been esti-
mated at62 cents in the middle range of the piano scale,24

which for C4 is only about60.3 Hz, to be compared with the
observed maximal peak-to-peak frequency swing of about 3
Hz ~Fig. 5!. An even higher accuracy than62 cents is actu-
ally required and achieved in tuning, e.g., equal-tempered
fifths, for which the narrowing relative to beatless fifths in
itself is approximately 2 cents. For electronically assisted
tuning, high-resolution frequency meters are often based on
the detection of successive zero crossings of the signal. An
understanding of the phenomena discussed in the present
work may therefore be of interest also in that context. The
modulatory phenomena observed in a piano may occur in
other stringed musical instruments transferring string vibra-
tions to a soundboard via a bridge.
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Department of Measurement and Information Systems, Budapest University of Technology and Economics,
1521 Budapest, Hungary

~Received 14 December 2004; revised 18 January 2005; accepted 19 January 2005!

Longitudinal vibration of piano strings greatly contributes to the distinctive character of low piano
notes. In this paper a simplified modal model is developed, which describes the generation of
phantom partials and longitudinal free modes jointly. The model is based on the simplification that
the coupling from the transverse vibration to the longitudinal polarization is unidirectional. The
modal formulation makes it possible to predict the prominent components of longitudinal vibration
as a function of transverse modal frequencies. This provides a qualitative insight into the generation
of longitudinal vibration, while the model is still capable of explaining the empirical results of
earlier works. The semi-quantitative agreement with measurement results implies that the main
source of phantom partials is the transverse to longitudinal coupling, while the string termination
and the longitudinal to transverse coupling have only small influence. The results suggest that the
longitudinal component of the tone can be treated as a quasi-harmonic spectrum with formantlike
peaks at the longitudinal modal frequencies. The model is further simplified and applied for the
real-time synthesis of piano sound with convincing sonic results. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1868212#
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I. INTRODUCTION

In this paper the generation mechanism of longitudinal
vibration in piano strings is investigated. The purpose of this
paper is twofold: to explain the experimental results of ear-
lier papers and to provide a guideline for physics-based
sound synthesis.

The importance of longitudinal vibration of piano strings
was recognized long ago by piano builders. Conklin1 dem-
onstrated that the pitch relation of the transverse and longi-
tudinal component strongly influences the quality of the tone
and described a method to tune these components. Giordano
and Korty2 found that the amplitude of the longitudinal vi-
bration is a nonlinear function of the amplitude of transverse
vibration, confirming the assumption that the longitudinal
component is generated by the nonlinearity of the string and
not by the ‘‘misalignment’’ of the hammer.

Nakamura and Naganuma3 found a second series of par-
tials in piano sound spectra having one-fourth of inharmo-
nicity compared to the main partial series. They attributed
these to the horizontal polarization of the string, but they
have actually found the series that later was named ‘‘phan-
tom partials’’ by Conklin. Conklin4 pointed out that the phan-
tom partials are generated by nonlinear mixing and their fre-
quencies are the sum or difference of transverse model
frequencies. He named ‘‘even phantoms’’ those having
double the frequency (2f n) , of a transverse mode and ‘‘odd

phantoms’’ those which appear at the sumf m1 f n or differ-
encef m2 f n frequencies of two transverse modes. Conklin’s
measurements have shown that odd phantoms generally
originate from adjacent parents, i.e., can be found atf 51 f 6

rather than atf 41 f 7 . Phantom partials have also been found
in the spectrum of guitar tones.4 In a recent paper about
guitar transients, Woodhouse states that the amplitude of the
phantom partials seems to be modulated according to the
longitudinal modal frequencies.5 The present paper gives a
theoretical explanation for these experimental results.

In an earlier work6 some of the properties of phantom
partials and longitudinal modes have been investigated. It
was pointed out and it is emphasized here again that longi-
tudinal modes and phantom partials are two different mani-
festations of the same phenomenon: they are the free and
forced response of the same system, respectively. Therefore,
in the theoretical treatment of the present paper they are cov-
ered jointly. This paper outlines some of the findings of Ref.
6 and provides a more refined theoretical background.

Theoretical works on nonlinear string vibrations that
consider longitudinal motion include the papers of
Narasimha,7 Anand,8 Watzky,9 and O’Reilly and Holmes.10

As these papers discuss the nonlinear coupling of the first
modes of the two transverse polarizations, the inertial effects
of the longitudinal vibration are neglected. This leads to the
uniformity of the tension and equals to computing the ten-
sion from the relative elongation of the string.8 ~This is also
studied in the Appendix.! The uniform tension approximation
~thoroughly discussed by Legge and Fletcher11! often forms
the basis for the sound synthesis of nonlinear strings. Papers
include tension-modulated string models12,13based on digital
waveguides14 and energy-conserving finite difference
schemes.15 The inertial effects of longitudinal modes have

a!Portions of this work have been presented in ‘‘Modeling the longitudinal
vibration of piano strings,’’ Proceedings of the Stockholm Music Acoustics
Conference, Stockholm, Sweden, August 2003, and ‘‘A piano model in-
cluding longitudinal string vibrations,’’ Proceedings of the 7th International
Digital Audio Effects Conference, Naples, Italy, October 2004.

b!Electronic mail: bank@mit.bme.hu
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been considered in the case of rubberlike strings by Leamy
and Gottlieb16 and by Kurmyshev.17

However, the results of these earlier papers7–11,16,17can-
not be directly applied for the present purposes. This is be-
cause the present problem is more complex in the sense that
not only the first few but 50 to 100 transverse modes have to
be taken into account in the case of a struck piano string. On
the other hand, it is simpler in the way that the longitudinal
to transverse coupling and the coupling of different trans-
verse modes are not investigated, as the primary interest is
on the longitudinal vibration itself. Therefore, in this paper a
modal model is developed that computes the spectrum of the
longitudinal vibration in the case of arbitrary transverse
model frequencies. It turns out that the most important prop-
erties of the longitudinal vibration can be explained by this
simplified modal approach. The Appendix shows that the
uniform tension approximation of earlier papers7–11 is the
special case of the tension computed from the modal model
presented here.

The synthesis of the longitudinal components in piano
tone is quite a recent topic. In an earlier work6 the digital
waveguide string model14 has been extended by an auxiliary
digital waveguide for computing the response of the phan-
tom partials and by second-order resonators for modeling the
longitudinal free modes. A very efficient method for model-
ing the phantom partials was proposed by Bensa.18 The
model had a loose connection to physical reality, since in that
work spatially uniform tension was assumed. In a recent
work19 a physics-based solution is presented for modeling
the longitudinal components jointly~i.e., phantom partials
and free modes together!, which is able to produce high qual-
ity piano sounds. In this model second-order resonators are
nonlinearly excited according to the transverse string shape
computed by a finite difference model. This paper outlines
the above approach and presents an alternative technique
having lower computational cost.

The paper is organized as follows: first the differential
equations are derived from basic principles in Sec. II. In Sec.
III a modal model is presented, which analytically computes
the longitudinal vibration under certain assumptions. In Sec.
IV the measurements of other authors2–4 are explained by the
results of the proposed model, and some measurement results
of the present authors are also given. Section V describes
efficient algorithms for the synthesis of piano sound includ-
ing the longitudinal vibrations. The Appendix relates the uni-
form tension approximation to the modal model presented in
this paper.

II. EQUATIONS FOR ONE PLANE OF VIBRATION

A real piano string is vibrating in two transverse planes,
and in the longitudinal direction as well. Principally, piano
hammers excite one transverse polarization of the string,
while the other two polarizations are gaining energy through
coupling. For simplicity, it is assumed in this section that the
string is vibrating in one plane, i.e., one transverse and one
longitudinal polarization are present. Losses and dispersion
are neglected for the time being and they are included later in
Sec. III. The differences arising from the incorporation of
two transverse polarizations are outlined in Sec. III E. Note

that similar derivations in a different formulation can be
found in earlier works, e.g., in the textbook of Morse and
Ingard.20 The equations are developed here to make the pa-
per self-explanatory.

When a transverse displacement occurs on the string, the
string elongates. This results in a force exciting a longitudi-
nal wave in the string. The longitudinal wave modulates the
tension of the string, which influences the transverse vibra-
tion.

The element of lengthdx at equilibrium will have the
length ds, as depicted in Fig. 1, which is calculated as fol-
lows:

ds2~x,t !'@j~x1dx,t !2j~x,t !1dx#2

1@y~x1dx,t !2y~x,t !#2. ~1!

As dx is infinitesimally small, the differences are substi-
tuted by differentials

ds5AS ]j

]x
11D 2

dx21S ]y

]xD 2

dx2, ~2!

wherey5y(x,t) andj5j(x,t) are the transverse and longi-
tudinal displacements of the string with respect to timet and
spacex. The tensionT5T(x,t) of the string~which equals to
T0 at rest! is calculated according to Hooke’s law,

T5T01ESS ds

dx
21D , ~3!

whereE is the Young’s modulus andS is the cross-section
area of the string. By substituting Eq.~2! into Eq. ~3! and
neglecting the higher order terms the tension can be approxi-
mated as

T'T01ESF]j

]x
1

1

2 S ]y

]xD 2G . ~4!

As the segmentds is nearly parallel to thex axis, the longi-
tudinal force on the segmentds can be approximated as the
difference of the tension at the sides of the segment

Fx'
]T

]x
dx'ESF]2j

]x2 1
1

2

]~]y/]x!2

]x Gdx. ~5!

Note that the resolution of the force would only introduce a
negligible correction term for metal strings~where T0

!ES). The forceFx acts on a massmdx wherem is the mass

FIG. 1. The string element.
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per unit length. Accordingly, the longitudinal vibration is ap-
proximately described by

m
]2j

]t2 5ES
]2j

]x2 1
1

2
ES

]~]y/]x!2

]x
, ~6!

which is the standard one-dimensional wave equation with
an additional force term depending on the transverse vibra-
tion. According to Eq.~6!, the transverse string motion can
only excite the longitudinal vibration if the square of the
string slope is significant, i.e., the transverse displacement is
relatively large. Note that neglecting the termm(]2j/]t2)
leads to the uniform tension approximation~see the Appen-
dix!.

After similar derivations the wave equation for the trans-
verse motion can be written as

m
]2y

]t2 5T0

]2y

]x2 1ES
]$~]y/]x!@]j/]x1 1

2 ~]y/]x!2#%

]x
,

~7!

which is again a one-dimensional wave equation with an
additional force term depending on the product of the trans-
verse slope and the tension variation. Consequently, the lon-
gitudinal vibration influences the transverse one if both the
transverse and longitudinal displacements are relatively
large.

To sum up, both Eqs.~6! and ~7! can be considered as
standard linear wave equations with additional forcing terms
on their right-hand sides. From Eq.~6! it can be concluded
that the level of transverse to longitudinal coupling depends
on the magnitude of transverse vibration according to a
square law. From Eq.~7! it turns out that the amount of
longitudinal to transverse coupling is a third-order function
of the amplitude of transverse vibration, sincej is in the
order ofy2 @see Eq.~6!#.

III. TRANSVERSE TO LONGITUDINAL COUPLING

As the main interest of this paper is to clarify the gen-
eration of longitudinal string vibration, a further simplifica-
tion is made: the longitudinal to transverse coupling is ne-
glected. Moreover, the string termination is assumed to be
infinitely rigid. The effects of these assumptions are covered
in Sec. III F.

These limitations lead to a model that cannot be in com-
plete quantitative agreement with measurements. On the
other hand, its simplicity helps to gain a better understanding
of the phenomenon. This simple model is already enough for
the qualitative explanation of the measurements of earlier
papers,2–4 as discussed in Sec. IV later. Furthermore, sound
synthesis models~see Sec. V! based on these principles pro-
duce realistic piano sounds.

A. Excitation force

For the freely vibrating, dispersive, lossy, and rigidly
terminated string the transverse displacement for a given po-
sition 0<x<L and timet>0 can be written in the following
form:21

y~x,t !5 (
n51

`

An cos~2p f nt1wn!e2t/tn sinS npx

L D , ~8!

where f n is the frequency,tn is the decay time,An is the
initial amplitude, andwn is the initial phase of the transverse
moden, andL refers to the length of string. This form is of
particular interest since the motion of the piano string be-
haves similarly after the hammer-string contact~typically af-
ter 1–2 ms!.

As a general case, the transverse displacement of a rig-
idly terminated string can be described by a similar formula:

y~x,t !5 (
n51

`

yn~ t !sinS npx

L D , ~9!

where the time-dependent terms of Eq.~8! are substituted by
the series of functionsyn(t), which can be considered as the
instantaneous amplitudes of the modesn51,...,̀ . This no-
tation is used to obtain simpler formulas in the following
derivations.

According to Eq. ~6!, the transverse to longitudinal
excitation-force distributionF t→ l(x,t) is computed as

F t→ l~x,t !5
1

2
ES

]@]y~x,t !/]x#2

]x
. ~10!

Substitution of Eq.~9! into Eq. ~10! yields

F t→ l~x,t !5
1

2
ES

]@(n51
` yn~ t !~np/L !cos~npx/L !#2

]x
,

~11!

which, after some derivations, takes the following form:

F t→1~x,t !52ES
p3

4L3 (
m51

`

(
n51

`

ym~ t !yn~ t !mn

3F ~m1n!sinS m1n

L
pxD

1~m2n!sinS m2n

L
pxD G . ~12!

Note that the indicesm and n belong to variables of trans-
verse modes throughout the paper. The variables of longitu-
dinal modes are indexed byk.

B. Longitudinal motion

The longitudinal displacement can be written in the
same form as Eq.~9!, resulting in

j~x,t !5 (
k51

`

jk~ t !sinS npx

L D . ~13!

By applying the derivations of Morse22 ~which were origi-
nally developed for transverse vibrations!, the instantaneous
amplitudejk(t) of the longitudinal modek is obtained as

jk~ t !5F t→ l,k~ t !* jd,k~ t !, ~14a!

F t→ l,k~ t !5E
0

L

F t→1~x,t !sinS kpx

L Ddx, ~14b!

jd,k~ t !5
1

pLm

e2t/tk8

f k8
sin~2p f k8t !, ~14c!
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where the * sign denotes time-domain convolution and
Ft→1,k(t) is the excitation force acting on the longitudinal
modek. The time-domain impulse response of longitudinal
modek is denoted byjd,k(t), wheref k8 andtk8 stand for the
frequency and decay time of the longitudinal modek. Note
that the single quote inf k8 and tk8 is used to distinguish the
longitudinal variables from the transverse ones.

The first step in calculating the longitudinal motion is
the computation of the excitation forceF t→ l,k(t) by Eq.
~14b!, which is the scalar product of the excitation-force dis-
tribution F t→ l(x,t) and the longitudinal modal shape. From
Eqs. ~12! and ~14b! it follows that F t→ l,k(t) is nonzero for
m1n5k and um2nu5k only, since in all other cases the
spatial distribution of the excitationF t→ l(x,t) is orthogonal
to the modal shape of modek.

The two cases can be computed separately by defining
F t→ l,k(t) as a sum of two components, i.e.,F t→ l,k(t)
5F t→ l,k(t)

11F t→ l,k(t)
2. The component originating from

the transverse modes that satisfym1n5k is

F t→1,k~ t !152ES
p3

8L2 (
n51

k21

yk2n~ t !yn~ t !k~k2n!n.

~15a!

The component coming fromum2nu5k becomes

F t→1,k~ t !2522ES
p3

8L2 (
n51

`

yk1n~ t !yn~ t !k~k1n!n.

~15b!

The factor of 2 in Eq.~15b! comes from the fact that there
are two equal seriesm5k1n andn5k1m, since both sat-
isfy um2nu5k.

C. Excitation frequencies

For qualitative understanding of the longitudinal compo-
nents it is useful to look at the spectra of the excitation force
seriesF t→ l,k(t). The most important question is where the
frequency peaks can be found.

To the first approximation, the instantaneous amplitudes
yn(t) are exponentially decaying sinusoidal functions with
the frequenciesf n , such as in Eq.~8!. By observing Eqs.
~15a! and ~15b! the frequencies of the mixing terms in
Ft→ l,k(t) can be calculated as

Frequencies

in F t→ l,k~ t !1: H f n1 f k2n' f k ,
f n2 f k2n' f u2n2ku ,

~16!

in F t→ l,k~ t !2: H f n1 f k1n' f 2n1k ,
f n2 f k1n' f k ,

where the formf a refers to the frequency of the transverse
mode with mode numbera.

1. Harmonic transverse vibration

The approximations in Eq.~16! become equalities if the
transverse frequenciesf n are perfectly harmonic, i.e.,f n

5n f0 , which is the case for string instruments having neg-
ligible inharmonicity. In this case, there is a strong peak at
the frequencyf k , and a series of partials atf 2n21 for odd k
and atf 2n22 for evenk, with n51,...,̀ . This means that the

odd longitudinal modes are excited by components having
the same frequencies as the odd transverse modes. Similarly,
the even longitudinal modes are excited at the even trans-
verse modal frequencies.

These frequencies form the inputs of the time-domain
impulse responsesjd,k(t), which can be considered as
second-order resonators@see Eq.~14c!#. The output of a
resonator has two types of components: one component is
the free response, which is a decaying sinusoid at the fre-
quencyf k8 . The other component is the forced response con-
sisting of the frequency seriesf 2n21 or f 2n22 with n
51,...,̀ . The amplitudes of these spectral lines are amplified
around the peak of the resonatorf k8 . As the responses of all
the longitudinal modes are summed together, the output be-
comes similar to having formants on a rich harmonic spec-
trum. In any case, the forced components are indistinguish-
able from the transverse ones since they are exactly at the
same frequencies.

2. Inharmonic transverse vibration

In the case of the piano, due to the stiffness of the string,
the transverse partial frequencies do not form a perfect har-
monic series but rather obey the equation23

f n5 f 0nA11Bn2, ~17!

where B is the inharmonicity coefficient andf 0' f 1 is the
fundamental frequency of the string.

In this case the termsf n1 f k2n and f n2 f k1n do not
have the frequency off k but form a bunch of peaks around
f k . The peaks at the frequenciesf n2 f k2n lie somewhat
higher compared tof u2n2ku and the frequenciesf n1 f k1n are
lower thanf 2n1k . This means that these peaks depart from
the transverse partials in a rate determined by the inharmo-
nicity coefficient B and the longitudinal mode numberk.
However, it is still true that odd longitudinal modes are ex-
cited by an oddlike partial series, while even longitudinal
modes are excited by an evenlike one.

The force exciting the first longitudinal modeF t→ l,1(t)
is displayed in Fig. 2~a! by a solid line, computed by the
resonator-based string model~see Sec. V C!, which is the
discrete-time implementation of the modal model described
in Secs. III A and III B. Note that the excitation force has an
oddlike partial series. The spectrum of the transverse bridge
force is displayed by dots to show the transverse modal fre-
quencies as a reference. The dashed line indicates the Fourier
transform of the impulse response of the first longitudinal
mode jd,1(t), amplifying the frequencies around 690 Hz.
Figure 2~b! shows the excitation-force spectrum of the sec-
ond longitudinal mode for the same example. It can be seen
that here the excitation spectrum contains even partials only
and that the peak of the longitudinal mode~dashed line! is
located at a higher frequency~1380 Hz in this case!.

The longitudinal motion is the sum of the motion of
different modes. This means that spectra similar to Figs. 2~a!
and ~b! should be superimposed with slightly shifted excita-
tion frequencies and very different longitudinal modal fre-
quencies. The result is similar to formants on a quasi-
harmonic spectrum but here the peaks are somewhat smeared
as they are made up of many close frequencies. The most
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important difference from the case of harmonic transverse
vibration is that these smeared peaks appear between the
transverse ones and therefore they can be easily distin-
guished.

D. Longitudinal force at the bridge

The longitudinal component of the tone is transmitted to
the soundboard via the force acting on the bridge in the lon-
gitudinal direction. This force equals to the tension@see Eq.
~4!# at the terminationx5L, written as

Fl~ t !52FT01ES
]j

]xU
x5L

1
1

2
ESS ]y

]xU
x5L

D 2G , ~18!

showing that the forceFl(t) depends not only on the longi-
tudinal motion but on the transverse vibration as well.

The force component coming from the transverse mo-
tion have the same sum- and difference-frequency terms as
the component arising from the longitudinal motion, but their
amplitudes are different. It is an interesting outcome that
when the transverse motion of the string contains low fre-
quency components only, most of these terms cancel out and
only the double frequency terms remain. This produces the
same longitudinal bridge force as what would occur with
applying the uniform tension approximation.11 The deriva-
tion of this result is included in the Appendix.

E. Extension to two transverse planes

Real strings vibrate in two transverse polarizations. The
modal frequencies for these polarizations can be different for
the same modes, mostly because of the direction-dependent
termination impedance. This produces beating and two-stage
decay in piano sound.24 Working out the equations~1!–~6!
for the three-dimensional case gives

m
]2j

]t2 5ES
]2j

]x2 1
1

2
ESF]~]y/]x!2

]x
1

]~]z/]x!2

]x G , ~19!

wherez is the string displacement in the direction perpen-
dicular the already considered transversey and longitudinalx
directions.

It follows from Eq. ~19! that the excitation-force distri-
bution F t→ l(x,t) is the superposition of the excitation-force
distributions computed for the two transverse planes sepa-
rately. Accordingly, if two modes vibrate in two planes per-
pendicular to each other, their sum and difference frequen-
cies do not appear in the excitation force. In reality the
vibrating planes are not perfectly perpendicular to each other
~the motion is actually not even planar7–10!, meaning that
modem vibrating in one plane will mix with moden vibrat-
ing in a different plane.

The modal frequenciesf n,1 and f n,2 of the two transverse
polarizations are slightly different for the same mode number
n. Accordingly, the excitation components coming from the
transverse modesm andn consist of four different frequen-
cies. For example, the sum-frequency components have the
frequencies f m,11 f n,1 , f m,11 f n,2 , f m,21 f n,1 , and f m,2

1 f n,2 . The difference-frequency components can be ex-
pressed similarly.

F. Validity of the approximation

1. Neglecting the longitudinal to transverse coupling

The assumption of neglecting the longitudinal to trans-
verse coupling is valid until the longitudinal vibration is
small compared to the transverse one. However, if one of the
excitation frequencies of the longitudinal modek @see Eq.
~16!# is very close to the resonant frequencyf k8 of that mode,
the longitudinal motion can have extremely large amplitude.
This would not happen in reality since the longitudinal mo-
tion would diminish the amplitude of those transverse modes
from which it originates~the total energy of transverse and
longitudinal vibrations cannot increase!. This stabilizing ef-
fect is not included in our modal model. On the other hand,
these coincidences have a small practical significance from
the sound synthesis viewpoint since they produce an un-
pleasant ringing sound even when computed by a finite dif-
ference string model~see Sec. V A! having bidirectional cou-
pling. ~This fact also implies that these annoying
coincidences should also be avoided in real pianos by careful
string- and scale design.!

The longitudinal to transverse coupling would also in-
troduce some terms of third order in the amplitude of the
transverse vibration, but their contribution is less significant
compared to the second-order terms discussed here. To sum
up, the frequencies predicted by the model of Sec. III should
be in quantitative agreement with the dominant peaks found
in real piano spectrum. The amplitude behavior is described
properly for those peaks that do not coincide with the reso-
nant frequency of the excited longitudinal mode.~This holds
for most of the peaks.!

2. Perfectly rigid termination

The termination of piano strings is not perfectly rigid,
contrary to the assumptions made here. As the impedance of
the bridge is ca. 1000 times larger compared to the imped-
ance of the string, its main effect is a change in the partial

FIG. 2. The force spectrum exciting the first~a! and the second~b! longi-
tudinal modes@F t→ l,1(t) and F t→ l,2(t)] computed by the resonator-based
string model of Sec. V C~displayed by solid line!. The transverse bridge
force ~dotted line! is displayed to show the transverse modal frequencies.
The dashed line shows the frequency response of the first~a! and the second
~b! longitudinal modes. The relative levels of the signals are arbitrary.
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frequenciesf n and decay timetn , which can be easily in-
corporated in Eq.~8!. The modal shapes also change slightly
@L is substituted byL1dL in Eq. ~8!, see Ref. 11#, meaning
that none of the longitudinal modal shapes are completely
orthogonal to the modal shapes of the excitation-force distri-
bution. However, it is still true that the dominant force com-
ponents are those computed by Eqs.~15a! and~15b!. This is
confirmed by finite difference simulations showing only a
small change in the output when a more realistic termination
model is applied.

The termination of piano strings can also contribute to
the energy transfer between the transverse and longitudinal
motion.11 As such a coupling is linear, it does not introduce
new terms by itself. The transverse frequencies can appear in
the longitudinal motion, and, conversely, the longitudinal fre-
quencies may turn up in the transverse vibration. However,
those transverse and longitudinal components that have the
same frequency cannot be distinguished in the sound pres-
sure. The coupling through the bridge in combination with
the transverse to longitudinal coupling along the string could
produce new terms, but they are of fourth order in the am-
plitude of the transverse vibration.

IV. CONNECTIONS TO MEASUREMENTS

In this section the results of Sec. III are related to the
measurements of other authors.2–4 On the one hand, this con-
firms the modal model presented in Sec. III. On the other
hand, it helps to understand the theoretical reasons underly-
ing the findings of these experimental studies.2–4

A. Parentage of phantom partials

From the theoretical point of view, phantom partials are
the forced motion of longitudinal vibrations. An interesting
property of odd phantom partials discovered by Conklin4 is
that they originate from adjacent parents, i.e., they can be
found at frequenciesf m1 f n wherem2n51.

By looking atF t→ l,k(t)
2 in Eq. ~16! it turns out that the

frequenciesf n1 f m5 f n1 f k1n are quite close to each other
for m1n5p ~they would actually coincide in the case of a
perfectly harmonic transverse vibration having the frequency
f 2n1k). The question is whichf m1 f n combination has the
largest amplitude in the resulting sound. It follows from Eq.
~16! that the differentf m1 f n components belonging to the
same smeared peak~i.e., m1n5p) excite different longitu-
dinal modes. Namely, the frequencyf m1 f n excites the lon-
gitudinal mode having the mode numberk5m2n. Accord-
ingly, that f m1 f n component results in the largest
longitudinal motion which excites the longitudinal mode
having a modal frequencyf k8 close to the frequencyf m

1 f n . In other words, if the frequency of a phantom partial
group is close to the frequencyf k8 of the kth longitudinal
mode, it mainly originates from parents having mode number
difference ofk.

The lower odd phantom partials, which were measured
by Conklin,4 most probably have frequencies to which the
first longitudinal mode is the nearest. In this case thef m

1 f n terms satisfyingm2n51 dominate, which actually
originate from adjacent parentsf n and f n11 .

Similar considerations apply for even phantoms, that is,
they are generated by parents having mode number differ-
ence of 2, 4, 6, etc., depending on the frequency of the phan-
tom partial. However, there is an important difference that
double frequency terms 2f n also occur in the spectrum.
These 2f n components would arise even when the band-
width of transverse components was significantly lower than
the frequency of the first longitudinal mode, i.e., when the
tension was approximately uniform along the string~see the
Appendix!. In other words, these are the only components
that can be explained by the uniform tension approximation
of Refs. 7–11, while for the sum- and difference frequency
components the inertial effects of longitudinal modes have to
be included in the model.

The spectrum of a recordedF1 piano tone~having only
one string! is displayed in Fig. 3. Transverse partials are
indicated by crosses and the free response of the second lon-
gitudinal mode is marked by a circle. The remaining peaks
are the forced response of the longitudinal motion, i.e., phan-
tom partials. Figure 3~a! shows the first second of the tone
and Fig. 3~b! displays the second, giving an insight to the
evolution of the spectrum. Note that the free response of the
longitudinal mode~circle! disappears fast in the noise~the
decay time is ca. 0.15 s!, while the phantom partials remain
significant and their decay rate is comparable to that of the
transverse partials. It can be said in general that the highest
nontransverse peaks in the long-term spectrum are phantom
partials amplified by a longitudinal mode~one prominent
example is marked by a square!. This suggests that the
forced response of the longitudinal motion may have a larger
perceptual significance than the free response itself. Most
probably the pitch of the longitudinal component is deter-
mined by these amplified phantom partials~like the one
marked by a square in Fig. 3! and not by the fast decaying
free response. The interested reader may listen to the sound
examples demonstrating the relative significance of these
components.25

The ‘‘single’’ phantom partial marked by a diamond in

FIG. 3. Spectrum of the first~a! and the second second~b! of a F1 piano
tone. Transverse partials are marked by crosses and the second longitudinal
mode is marked by a circle. Two prominent phantom partial groups are
indicated by a square and a diamond~the latter is magnified in Fig. 4!.
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Fig. 3 becomes a group of partials when plotted at a higher
frequency resolution in Fig. 4. In this case the data length is
16 s ~705 600 samples atf s544.1 kHz), which was zero
padded to 222 samples after applying a Hanning window. The
most prominent peaks of the phantom group are marked by
circles. The label ‘‘m1n’’ beside a circle indicate that the
circle is located at the sum frequency of the transverse modes
m and n ~i.e., at f m1 f n). The frequencies of the transverse
modes were determined by finding peaks in the spectrum.
Note that the samem1n combinations can be found at sev-
eral peaks: the reason is that the two different frequencies
f m,1 and f m,2 of the two transverse polarizations of modem
mix with the two different frequenciesf n,1 and f n,2 of mode
n, as predicted in Sec. III E.

It can be seen in Fig. 4 that the highest peak comes from
the 12th and 14th transverse modes and not from the 13th
mode itself, although the amplitude of the latter is only 10
dB smaller. Other even phantoms show the same phenom-
enon: they principally originate from parents having mode-
number difference of 2, 4, etc., and not from a single mode
by frequency doubling. This contradicts the findings of
Conklin4 but confirms the analysis of Sec. III.

B. Inharmonicity of phantom partials

Nakamura and Naganuma3 found that the inharmonicity
of phantom partials~called ‘‘lower series’’ in Ref. 3! is one-
fourth of that of normal transverse partials.

This can be explained by knowing that phantom partials
are mainly produced by parents with mode numbers close to
each other. This means that even phantoms have an approxi-
mate frequency off p52 f n , where p52n is the ‘‘mode
number’’ of the phantom partial.~See Fig. 4 as an example,
where f 121 f 14'2 f 13.) Writing f p52 f n according to Eq.
~17! and expressing the frequencies by the phantom mode
numberp52n gives6

f p'2 f n52 f 0nA11Bn25 f 0pA11 1
4Bp2. ~20!

For even phantoms, the expression is quite accurate. For odd
phantoms,n5p/2 is not an integer number. However, as the
inharmonicity curve is a smooth function, the frequencies of
odd phantom partials are also close to the ones predicted by
Eq. ~20!.6

C. Amplitude of longitudinal vibration

Giordano and Korty2 found that the amplitude of the
longitudinal vibration is a nonlinear function of the ampli-
tude of the transverse one. They noted that the nonlinear
curve is faster than a simple quadratic function.

Equation~12! shows that a peak in the excitation spec-
trum of a longitudinal mode is a quadratic function of the
overall amplitude of the generating transverse modesm and
n. However, the amplitude of longitudinal motion is mostly
determined by parents having sum frequenciesf m1 f n

around the longitudinal modal frequenciesf k8 . The amplitude
of these parents~with mode numbers around 10–20 in prac-
tice! are a nonlinear function of the overall amplitude of the
transverse vibration. This is because of the nonlinear nature
of the hammer–string interaction~see, e.g., Ref. 26!. The
presence of this second kind of nonlinearity explains why
Giordano and Korty2 could not measure a second-order rela-
tionship.

V. SOUND SYNTHESIS

The original motivation of this research was to support
the development of physics-based piano models. These
physics-based models do not have to describe each part of
the instrument precisely. They should be as simple as pos-
sible while still producing agreeable sound quality. Therefore
these models are often constructed from precise physical de-
scriptions by neglecting those effects that have small percep-
tual relevance.

A. Finite difference modeling

A straightforward approach of modeling the vibration of
piano strings is implementing the simultaneous differential
equations~6! and~7! by the finite difference approach. Natu-
rally, these have to be extended by the terms realizing
frequency-dependent losses and dispersion. In an earlier
work6 such a model was developed along the lines of the
transverse string model of Chaigne and Askenfelt.27,28 How-
ever, the computational demand of such an approach is large
because high sampling frequency (f s'500 kHz) is required
due to the higher propagation speed in the longitudinal di-
rection. Still, this approach can be very useful for experimen-
tal purposes. A commercial computer program based on a
finite difference string model was written by Bernhard,29

helping piano tuners in scale design.
The inclusion of longitudinal components in the piano

model greatly improves the quality of synthesized piano
sounds. However, complete finite difference modeling of the
string is too demanding for real-time sound synthesis appli-
cations. In the following sections two models are presented
that overcome this limitation. The composite model of Sec.
V B replaces the finite difference model implementing Eq.
~6! with the modal description for the longitudinal polariza-

FIG. 4. The spectrum of an even phantom partial group in theF1 piano tone
of Fig. 3. Sum frequencies of transverse modesf m1 f n are marked by
circles, and the mode numbers of the parent partials are labeled in the form
of m1n. The phantom group is displayed by a diamond in Fig. 3.
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tion, while the transverse vibration is computed by a varia-
tion of Eq.~7!. The resonator-based string model of Sec. V C
applies the modal model for both polarizations instead of
directly realizing Eqs.~6! and ~7!.

B. The composite string model

In an earlier work19 a composite string model was intro-
duced, which computes the longitudinal vibration in a modal
form according to the theory presented in Sec. III. The model
structure is depicted in Fig. 5. The transverse deflection
y(x,t) is computed by a finite difference string model run-
ning at audio sampling rate~e.g., f s544.1 kHz), which
implements the following differential equation:

m
]2y

]t2 5T0

]2y

]x2 2ESk2
]4y

]x4 22b1m
]y

]t
12b2m

]3y

]x2]t
.

~21!

Equation~21! is a variation of Eq.~7! where the nonlinear
forcing term@the rightmost term of Eq.~7!# is missing, as the
longitudinal to transverse coupling is neglected, while it is
extended by terms realizing dispersion and losses. This is
basically the string model proposed by Chaigne and
Askenfelt,27,28 except for the last term, which substitutes
temporal derivatives with spatial ones. This modification is
suggested by Bensaet al.,30 leading to a stable system for
arbitraryb2 . Thek parameter in the dispersion term refers to
the radius of gyration of the string, and the constantsb1 and
b2 determine the decay rates of the partials. A finite differ-
ence hammer model27,28 is also attached to the string. The
initial velocity of the hammer is denoted byv0 in Fig. 5.

The excitation-force distribution of the longitudinal mo-
tion F t→ l(x,t) is computed according to Eq.~10! from this
transverse displacement. Then the excitation forceF t→ l,k(t)
of each longitudinal modek is computed by a scalar product
with the longitudinal modal shape@see Eq.~14b!#. The in-
stantaneous amplitudesjk(t) of the longitudinal modes are
calculated according to Eq.~14a!, which is implemented by
second-order resonators (R1 ,...,RK in Fig. 5!.

In order to reduce the computational cost, the same ex-
citation force is used for all the longitudinal modes.19 This is

acceptable from a perceptual point of view because the spec-
tra of the excitation forcesF t→ l,k(t) are quite similar. It fol-
lows from Eq.~16! that odd phantoms arise from the vibra-
tion of odd longitudinal modes and even phantoms from the
vibration of even ones. Therefore it is satisfactory to com-
pute the excitation force of one odd and one even longitudi-
nal mode, e.g., the input of the resonatorsR1 ,...,RK can be
F res5F t→ l,5(t)1F t→ l,6(t). This way a multiple~or smeared!
peak of a phantom partial is substituted by a single, expo-
nentially decaying sinusoid. In order to avoid an unpleasant
ringing sound~see Sec. III F 1!, the frequenciesf k8 of the
resonatorsR1 ,...,RK are set in a way that they do not coin-
cide with the peaks of their excitation signalF res. It has been
found that using a common excitation force forR1 ,...,RK

does not impair sound quality, but contributes to large com-
putational savings.

The force signalsF t and Fl in Fig. 5 coming from the
transverse and longitudinal polarizations are sent to the
soundboard model, which computes the sound pressureP.
The soundboard is modeled by a multi-rate filtering algo-
rithm approximating the measured impulse response of a
transversely excited piano soundboard.19 The soundboard re-
sponds differently to a longitudinal force than to a transverse
one. This difference is modeled by a simple high-pass filter
Hl(z) in the longitudinal force path.

The sound pressure spectrum of the first second of a
synthesizedG1 note25 is displayed in Fig. 6~a!. The phantom
partials are clearly visible between the transverse modes,
which are emphasized around the longitudinal free mode at
1450 Hz. The circle indicates the component coming from
the longitudinal free response, while the crosses show the
transverse modal frequencies. It can be seen that the spec-
trum is similar to that of a real piano tone displayed in Fig. 3.
The composite string model produces the same sound quality
as the full finite difference method of Sec. V A, while its
computational requirements are reduced by an order of a
magnitude~to around 10%–15%!.

FIG. 5. The composite string model applying finite difference modeling and
second-order resonatorsR1 ,...,RK . FIG. 6. The sound pressure spectrum of the first second of a synthesizedG1

piano tone25 computed by the composite string model of Sec. V B~a! and by
the resonator-based string model of Sec. V C~b!. Crosses indicate the trans-
verse partials and the second longitudinal mode is marked by a circle in both
figures. To be compared with Fig. 3~a!.
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C. The resonator-based string model

The resonator-based string model is the discretization of
the equations presented in Sec. III. The string displacement
is represented by its modal form@see Eqs.~9! and ~13!# for
both the transverse and longitudinal polarizations and the
instantaneous amplitudesyn(t) and jk(t) are computed by
second-order resonators.

The string is excited by a hammer in the transverse po-
larization. The hammer is modeled in the same way as in the
case of finite difference string models.27,28 The string re-
sponse to the hammer force is calculated by a set of second-
order resonators, which have input and output coefficients
depending on the hammer position. The outputs of these
resonators correspond to the instantaneous amplitudesyn(t)
of the transverse vibration, which can be directly used to
compute the excitation force F t→ l,k(t)5F t→ l,k(t)

1

1F t→1,k(t)
2 of the longitudinal modes by using Eqs.~15a!

and~15b!. From this point, the approach is the same as taken
in Sec. V B: the excitation force of one even and one odd
longitudinal mode is calculated and summed@e.g., F res

5F t→ l,5(t)1F t→ l,6(t)]. This signal is then fed to the resona-
tors calculating the instantaneous amplitudesjk(t) of the
longitudinal modes. The efficiency can be further increased
if those components of the excitation signalF resare not com-
puted where the gain of the longitudinal resonator bank is
small.

This model is capable of producing the same sound
quality as the model of Sec. V B when the number of reso-
nators implementing the transverse modes equals to the num-
ber of string elements in the finite difference model. Figure
6~b! displays the sound pressure spectrum of the first second
of a G1 piano tone synthesized by the resonator-based string
model.25 It can be seen in Fig. 6 that the resonator-based
model produces a similar output compared to the composite
model of Sec. V B when the string and hammer parameters
are set to be the same. The only difference is that the com-
posite string model generates noiselike peaks between the
dominant partials due to computational inaccuracies. How-
ever, this is not considered as an advantage because the dif-
ference between the output of the two models is almost
inaudible.25

An advantage of this approach is that the computational
complexity is reduced to less than the half. Moreover, this
method is particularly advantageous when the goal is to re-
produce a tone which is similar to that of a particular piano
since the measured partial frequenciesf n and decay timestn

can be directly implemented in the model. On the other hand,
the resonator-based model is less physical in the sense that
the physical parameters of the string~such as string mass and
tension! have only indirect connection to the model.

D. Implications to psychoacoustic research

The informal listening tests made during the develop-
ment of sound synthesis algorithms raised some questions on
the perceptual aspects of longitudinal vibrations. It is an im-
portant property of the piano sound that the longitudinal
component sounds as an inherent part of the tone, while it is
still possible to perceive its pitch.25 The present authors be-

lieve that the reason for this is that the distance of the phan-
tom partials reinforces the pitch information originating from
the transverse vibration, while the distance of the ‘‘formant
peaks’’ leads to the pitch perception of the longitudinal
mode. The perceptual effect can be similar to the sound of
Touvinian throat- or overtone singers31 who can produce two
tones simultaneously. Listening tests should be conducted to
confirm this conjecture.

VI. CONCLUSIONS

The generation of longitudinal components can be sum-
marized as follows: the longitudinal motion is continuously
excited by the transverse vibration along the string~and not
only during the hammer–string contact!. The forced re-
sponse to this excitation gives a rise to phantom partials,
while the free response produces the components corre-
sponding to the longitudinal modal frequencies. Both of
these components develop under the assumption of rigid
string terminations, i.e., the piano bridge has a less signifi-
cant effect on the phenomenon.

According to the modal model presented in Sec. III,
each longitudinal mode can be viewed as a second-order
resonator, whose input is a quasi-harmonic spectrum, con-
taining terms with sum and difference frequencies of some
specific transverse modes. As each longitudinal mode em-
phasizes the peaks around its modal frequency, the sum of
their outputs is similar to having formants on a quasi-
harmonic spectrum.

In Sec. IV the experimental results of earlier papers have
been explained by the results of the modal model, such as
why phantom partials originate from adjacent parents and
what the inharmonicity coefficient of the phantom partial
series is. Some measurements of the present authors have
also been outlined, confirming the results of the theoretical
model.

Based on the further simplification of the model, two
sound synthesis algorithms have been presented in Sec. V.
The first one computes the transverse vibration by a finite
difference string model and then calculates the inputs of the
resonators, which represent the longitudinal modes. The sec-
ond approach computes both the transverse and longitudinal
vibrations in the modal domain, implemented by second-
order resonators. Both models produce convincing piano
sounds.25

The present work has examined the main effects arising
from the longitudinal vibration of piano strings. Secondary
effects coming from the coupling of longitudinal to trans-
verse polarizations and originating from the characteristics of
the string termination could be a subject of future research.
For these studies the admittance matrix measurement of the
piano bridge would be of great significance. Moreover, the
radiation properties of the soundboard as a function of lon-
gitudinal string force could also be an interesting field of
research. As for sound synthesis models, the computational
complexity might be lowered by further simplifications
based on psychoacoustic criteria. Accordingly, studies on
how the longitudinal components are perceived would also
be of great importance.
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The findings of the paper can be useful not only in the
field of piano acoustics but for researchers interested in the
analysis or synthesis of other stringed instruments, such as
the guitar. Understanding the generation mechanism of lon-
gitudinal components~e.g., which transverse partials excite a
specific longitudinal mode! can help piano or guitar builders
to achieve a better control over the nature of the tone. For the
sound synthesis of other string instruments, the tension com-
puted by the modal model might be used to improve the
performance of synthesis models that presently apply the
uniform tension approximation.
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APPENDIX: UNIFORM TENSION AS A SPECIAL CASE

The assumption of spatially uniform tension is often ap-
plied in the literature~see the work of Legge and Fletcher11

or Refs. 7–10!, since in that case the tension can be com-
puted from the relative elongation of the string by

T̄~ t !5T01ES
1

2L E
x50

L S ]y

]xD 2

dx, ~A1!

where the string tensionT(x,t)5T̄(t) is independent of po-
sition x. This assumption is based on the fact that when the
speed of the longitudinal waves is much larger than that of
the transverse ones, the longitudinal inertial effects can be
neglected.8

In this case the tension contains terms which have
double the frequencies of the corresponding transverse
modes.11 If the transverse displacement is written in a modal
form as in Eq.~9!, the tensionT̄(t) is obtained as

T̄~ t !5T01ES
p2

4L2 (
n51

`

yn
2~ t !n2. ~A2!

It is of some interest to see how the results of this for-
mula can be developed as a special case of the modal model
presented in this paper. This both confirms the modal model
described in Sec. III and helps in finding the limits where the
assumption of uniform tension can be applied.

It can be seen in Eq.~4! that the expression of the ten-
sionT(x,t) is made up of three terms. By definingT0 as the
tension at rest,Tl(x,t) as the tension component proportional
to the longitudinal slope, andTt(x,t) as the tension compo-
nent proportional to the square of the transverse slope, the
total tension can be written as

T~x,t !5T01Tl~x,t !1Tt~x,t !. ~A3!

It the transverse displacement is expressed in the modal form
of Eq. ~9!, the tension component coming from the trans-
verse slope becomes

Tt~x,t !5ES
1

2 Fp

L (
n51

`

yn~ t !n cosS npx

L D G2

5ES
p2

4L2 (
m51

`

(
n51

`

ym~ t !yn~ t !mn

3FcosS m1n

L
pxD1cosS m2n

L
pxD G . ~A4!

The Laplace transform of the time domain impulse re-
sponsejd,k(t) in Eq. ~14c! of a longitudinal modek is

L$jd,k~ t !%5
2

Lm

1

s21~2/tk8!s11/tk8
214p2f k8

2 , ~A5!

from which the low frequency response (s→0 for f ! f k8) of
the resonator can be approximated as

jk~ t !'
2L

ESk2p2 F t→ l,k~ t !, ~A6!

which was obtained by writingf k85kAES/m/(2L) and as-
suming 1/tk8! f k8 . The shape of the dashed lines in Figs. 2~a!
and ~b! confirms that the longitudinal modes have constant
gain at low frequencies. Note that this point of the derivation
relates to neglecting the inertial effects, i.e., assuming
m(]2j/]x2)50 in Eq. ~6!. ~See also Refs. 8 and 9.!

In this case, the component that comes from the longi-
tudinal motion is expressed as

T1~x,t !5ES
p

L (
k51

`

jk~ t !k cosS kpx

L D
52

2

p (
k51

`
1

k
@F t→ l ,k~ t !1

1F t→ l,k~ t !2#cosS kpx

L D . ~A7!

Calculating the excitation forceF t→ l,k(t)5F t→ l,k(t)
1

1F t→ l,k(t)
2 with the help of Eqs.~15a! and~15b! and elimi-

natingk by substitutingm1n5k and um2nu5k gives

T1~x,t !52ES
p2

4L2 (
m51

`

(
n51

`

ym~ t !yn~ t !mncosS m1n

L
pxD

2ES
p2

4L2 (
m51

`

(
n51
nÞm

`

ym~ t !yn~ t !mncosS m2n

L
pxD ,

~A8!

wherenÞm in the second term comes from the fact that the
longitudinal mode numberk5um2nu cannot be zero. Note
that there is no such constraint for the first term ask5m
1n in that case.

If Eqs. ~A4! and ~A8! are substituted into Eq.~A3!, all
the terms cancel out, except some withm5n giving

T~x,t !5T01ES
p2

4L2 (
n51

`

yn
2~ t !2n2 cosS n2n

L
pxD ,

~A9!
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which is the same as Eq.~A2! obtained by assuming uniform
tension along the string. Note that the uniform tension ap-
proximation does not lead to zero longitudinal displacement.
On the contrary, the string elements move in the longitudinal
direction in a way that the tension remains uniform along the
string. Actually, the tension could not be uniform without
longitudinal motion.

The assumption leading to Eq.~A9! is that all the lon-
gitudinal modes are excited by frequencies that are consid-
erably smaller than the corresponding longitudinal modal
frequencyf k8 . Thus, the validity of the uniform tension ap-
proximation should be evaluated by comparingf k8 with the
excitation frequencies calculated by Eq.~16! for eachk. Hav-
ing small order transverse vibrations in comparison to the
ratio of longitudinal and transverse propagation speeds~see,
e.g., Ref. 8! is a sufficient, but not a necessary, condition for
the applicability of the uniform tension approximation.

As a special case, if the transverse vibration contains
only one mode, the uniform tension approximation can be
applied. This is because the transverse moden excites longi-
tudinal modek52n, for which Eq.~A6! holds. Note that this
is true for all the transverse modes, and not only for the first
few. However, when all the transverse partials are present up
to a mode numberN the assumption of the uniform tension
can be applied only if the transverse vibration does not con-
tain significant components around and abovef 08/2 ~where
f 085 f 18 is the fundamental frequency of the longitudinal
modal series!. This is because the excitation forceF t→1,k(t)
has approximately double the bandwidth compared to the
bandwidth of the transverse vibration.

It is important to note that the behavior of the longitu-
dinal vibration changes qualitatively as a function of the
transverse modes present on the string. It is an interesting
field of future research to evaluate the coupling of transverse
modes and the properties of nonplanar string vibrations in
the case of realistic transverse components, i.e., when the
uniform tension approximation cannot be applied. This
would answer the question whether the theoretical and ex-
perimental results presented for the first few modes of trans-
verse vibrations7–11 can be applied for the qualitative de-
scription of the phenomenon in the case of stringed
instruments where dozens of transverse partials are gener-
ated.
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Aerodynamic excitation and sound production
of blown-closed free reeds without acoustic coupling:
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The accordion reed is an example of a blown-closed free reed. Unlike most oscillating valves in
wind musical instruments, self-sustained oscillations occur without acoustic coupling. Flow
visualizations and measurements in water show that the flow can be supposed incompressible and
potential. A model is developed and the solution is calculated in the time domain. The excitation
force is found to be associated with the inertial load of the unsteady flow through the reed gaps.
Inertial effect leads to velocity fluctuations in the reed opening and then to an unsteady Bernoulli
force. A pressure component generated by the local reciprocal air movement around the reed is
added to the modeled aerodynamic excitation pressure. Since the model is two-dimensional, only
qualitative comparisons with air flow measurements are possible. The agreement between the
simulated pressure waveforms and measured pressure in the very near-field of the reed is reasonable.
In addition, an aeroacoustic model using the permeable Ffowcs Williams–Hawkings integral
method is presented. The integral expressions of the far-field acoustic pressure are also computed in
the time domain. In agreement with experimental data, the sound is found to be dominated by the
dipolar source associated by the strong momentum fluctuations of the flow through the reed gaps.
© 2005 Acoustical Society of America.@DOI: 10.1121/1.1852546#
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I. INTRODUCTION

The accordion is based on a very old system: the free
metal reed which dates from the third millenium BC. It was
used in a Chinese musical instrument, the tcheng. Nowadays,
this system can be found in the harmonica and the harmo-
nium, for example. The accordion reed is a thin metal plate
riveted at one end to a support plate. There is a rectangular
slot in the support plate immediately beneath the reed. The
aperture is a bit larger than the reed so that the it freely
vibrates as a cantilevered beam and does not strike against
the support plate. An air flow is generated by the inward or
outward movement of the bellows. With regards to Fletcher’s
classification,1 the accordion reed is a valve of type~2,1!.
In the presence of pre-existing flow in the same direction as
the instrument, a steady overpressure applied from the up-
stream side of the reed tends to close the valve and inversely,
a steady overpressure applied from downstream of the reed
causes it to open further. Of course, if we consider a steady
flow in the opposite direction, the valve is of type~1,2!.
However, in the instrument, the accordion reed only operates
in its blown-closed configuration: the inward movement of
the bellows generates an upstream steady overpressureP0

and the outward movement generates a depression on the
downstream side of the reed which is equivalent to an up-
stream overpressure. The self-sustained oscillation results

from the unsteady pressure difference between both sides of
the reed. But unlike most wind instruments such as wood-
wind and brass,2,3 the time-dependent pressure drop is not
driven by the oscillation of the air column of a resonator. In
the accordion, we can consider that the reed oscillation
mechanism and the emitted sound do not depend on the
acoustic influence of the upstream and downstream volumes.
This kind of oscillating valve can be called a dominant or a
strong reed.

In classical reed models1,2,4 that have been developed for
resonator-coupled reeds, the pressure fluctuationpac(t) is
written from the acoustic response of the resonator excited
by an unsteady volume fluxqac(t). By assuming the incom-
pressibility of the flow around the reed, the acoustic volume
flux at the resonator inlet is matched to the aerodynamic flux
through the reed apertureqac(t)ªq(t)}V(t)x2(t)L where
V(t) is the flow velocity,x2(t) is the reed displacement and
L is a characteristic length of the orifice. The aerodynamic
velocity—and thus the volume flux—is easily calculated
from the steady-state Bernoulli equation with a pressure drop
P02pac(t). This modeling approach implicitly supposes that
the pressure of the reed flow at the exit of the reed channel
exactly equals the acoustic pressure at the entrance of the
resonator. This assumption can be justified5 by noting that a
jet is formed at the exit of the reed channel because of the
large abrupt transition in cross-sectional area from reed chan-
nel to instrument mouthpiece. All the kinetic energy of the
flow is supposed to be dissipated in the spreading turbulent

a!Current address: 10 avenue Paul Cezanne 78990 Elancourt, France; elec-
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jet. This hypothesis is also consistent with the modeling of
the acoustic source. Indeed, it is clear that only the fluctuat-
ing mass is taken for the excitation of the acoustic air col-
umn. The fluctuating force associated with the periodic mo-
mentum injection can be ignored. Finally, the reed is
modeled by a simple mass-spring-damping system. Conse-
quently, a coupled system of three equations~the impedance
relation, the Bernoulli equation and the simple harmonic os-
cillator equation! and three unknown variables
@x2(t),q(t),pac(t)# can be written. With the same approach,
the influence of the internal acoustic impedance of the air
supply system~the player’s lungs, vocal tract and mouth! can
be taken into account.1 Because of the impedance relation,
most calculations are performed in the frequency domain.1,2

But the frequency–domain approach is not advantageous for
strongly nonlinear equations such as the Bernoulli equation.
Time–domain solutions6,4 and hybrid methods7 have also
been proposed.

For a constant surface of contact between the flow and
the reed, the dynamic excitation force is a combination of
acoustic pressure and pressure induced by velocity variation
due to the variation in the aperture area. The velocity-
induced pressure fluctuations are found by applying the sta-
tionary Bernoulli equation which associates a decrease of the
pressure with an acceleration of the fluid. But, without other
physical mechanisms such as acoustic feedback, these pres-
sure fluctuations cannot induce self-oscillations. For ex-
ample, if we suppose a constant volume flow through the
reed aperture, it is straightforward to show that the force
induced by fluid velocity variation is in phase with the dis-
placement. Energy transfer between the constant supply pres-
sure and the reed oscillation is not possible if we consider
only the stationary Bernoulli equation. Titze8 explained that
an asymmetry of the pressure force during the cycle is nec-
essary for reed excitation. In case of resonator-coupled reeds,
the pressure asymmetry is provided by the acoustic response
of upstream and/or downstream volumes. In case of the ac-
cordion reed, there is no acoustic feedback. By supposing
that the stationary Bernoulli equation well describes the
aerodynamic flow through the reed aperture, other physical
mechanisms have been proposed to explain the phase shift of
the total force with regard to the reed displacement. For ex-
ample, a complex evolution of the channel geometry during
the cycle can lead to the asymmetry of the total force. This
approach is used to model voice production because vocal
fold oscillations are not considered to be driven by the
acoustic impedance of lungs and vocal tract. Titze8 used a
wave motion model to describe the movement of the tissues
and Pelorsonet al.9 added a second mechanical oscillator: a
phase delay of the total pressure force is obtained because
the shape variations of the channel are not the same during
closing and opening of the glottis.

The effect of separation and reattachment of the flow in
the reed channel has also been studied. Indeed, the flow sepa-
ration at the inlet of the clarinet reed channel leads to a local
acceleration of the flow5 ~vena-contracta effect!. Moreover,
the total pressure force can also depend on the possible reat-
tachment of the air flow on the reed further in the reed chan-
nel. The vena-contracta factor and the location of the reat-

tachment point may vary as a function of the reed position
and produce a force in phase with the reed velocity. An ex-
ample of the modeling of these viscous effects can be found
in the study of Pelorsonet al.9 At the outlet of the vocal fold
channel, he studied the movement of the point where the air
flow separates from the glottis. In this case, the total pressure
force fluctuates because the reed surface in contact with the
unsteady flow fluctuates. Although the consequences of the
flow separation are qualitatively and quantitatively signifi-
cant, it was not shown whether this phenomenon could in-
duce self-oscillation without the presence of the two-mass
model.

The separation points of the accordion reed flow are
fixed at the sharp edge of the reed. As shown in Sec. II of this
paper, there is no flow reattachment on the other side of the
reed, therefore the surface of the reed immersed in the flow is
constant. The flow separation/reattachment effects are not a
candidate for a possible excitation mechanism of the accor-
dion reed.

If we discard the supposition that the unsteady flow can
be described by the stationary Bernoulli equation, it appears
that the energy transfer from the flow to a free reed can be
obtained by two other physical mechanisms. First, the vortex
shedding behind a solid obstacle10 induces a periodic force
on the structure. Thanks to their experimental investigations,
Saint Hilaireet al.11 concluded that vortex shedding is not
responsible for the excitation of his harmonium reed. This
result has been also confirmed in a recent study12 for a
blown-open reed.

At last, the inertial effect of the upstream flow has been
proposed to be the excitation mechanism of free reeds11 in
the absence of acoustic coupling. The verification of this
assumption is one of the purposes of the present work. An
analysis of the flow around the accordion reed~Sec. II!
shows that the flow can be modeled as an unsteady potential
two-dimensional flow. In Sec. III, the aerodynamic force
which excites the vibration of the reed is calculated under the
incompressible flow hypothesis. From aerodynamic data, a
model for the calculation of the aeroacoustic source based on
an acoustic analogy is proposed~Sec. IV!. Flow and aeroa-
coustic models are solved in the time domain and results are
compared with experimental data~Sec. V!. Since the atten-
tion of this paper is turned to the analysis of the exact nature
of both the excitation force and acoustic source, empirical
hypotheses or adjustable parameters must not be used. Be-
cause of the complexity of flow equations, the calculation of
analytical expressions is only possible with a very simplified
representation of the accordion reed. Therefore quantitative
values of physical variables are not expected to agree with
the actual ones. Only waveforms and spectra are compared to
measurements.

II. FLUID MECHANICAL DESCRIPTION OF THE FLOW

The geometry of the accordion reed is slightly different
from the reed geometry used by Saint Hilaireet al.11 in their
flow visualizations. The initial distancex0 between the vi-
brating reed and the support plate is smaller for the accor-
dion reed than for the Saint Hilaire arrangement. The reed is
directly riveted onto the support plate, thereforex0 is very
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small and greatly depends on the stationary profile of the
reed. In our case, we can suppose thatx0<0.4 mm. The
thickness of the support plate is another difference. The slot
in the support plate will be called the exhaust channel in the
following ~see Fig. 1!. The length of the exhaust channel in
the streamwise direction is equal to the thickness of the sup-
port plate. We see that this length is quite large compared to
the width of the gaps. Therefore a flow reattachment is ex-
pected to occur on the lateral walls of the exhaust channel.

In order to check the validity of Saint Hilaire’s conclu-
sions concerning the inability of wake instabilities to excite
the reed and to have more details on the flow structure, flow
visualizations using dye stream injections have been con-
ducted in water. The experimental arrangement is given in
Fig. 2. The accordion reed is mounted on a Plexiglas reser-
voir of about 800 cm3. The steel reed wasl 532 mm in
length andb50.2 mm in thickness and has a mean width of
h53.6 mm. In air, the natural frequency of the reed isf 0

5330 Hz. The parametera is the remaining distance be-
tween the reed and the exhaust channel walls when the reed

is closed. It means that the width of the exhaust channel is
h12a. Generally,a is less than 0.2 mm. The notations for
the reed dimensions are given in Fig. 1. The reed mounted on
its supply cavity is immersed in a discharge tank. The height
of the free surface of water in the discharge tank is main-
tained constant thanks to an overflow pipe. The water was
supplied to the reed cavity through a narrow flexible tube
from a large supply tank. The average supply pressure of the
reed ~the difference between the upstream and the down-
stream pressures! was simply set by varying the distance
between the free surfaces of water of the supply and dis-
charge tanks. A honeycomb flow straightener ensures an
even upstream flow. This system is visible in the background
of the photography given later in Fig. 4. Visualization of the
flow field was accomplished by the injection, via a capillary
tube, of a dye stream at various locations upstream of the
reed.

For a supply pressure ofP052000 Pa, self-sustained os-
cillations of the reed can be observed. The mean velocityV̄
of the flow through the reed gaps can be evaluated using the
stationary Bernoulli equation. The Reynolds number based
on the reed widthh is about Reh5V̄h/n'6000 wheren is the
kinematic viscosity of water. For self-sustained oscillations
in air at normal playing pressure, the Reynolds number of the
flow is slightly inferior to that observed in water but has the
same order of magnitude. Thus, we can suppose that the
excitation mechanism and the flow characteristics in water
are the same as that in air flow. The frequency of reed oscil-
lation under water flow is 142 Hz. The stroboscopic images
that are not reported here clearly show that the reed oscillates
on the first mode of the cantilever beam. The great difference
between the oscillation frequency and the natural frequency
of the reed in air is a consequence of the added mass effect
of water ~see Sec. III C!.

Typical flow patterns are shown in Figs. 3~a! and 3~b!.
As expected, the upstream flow is laminar. The dye is con-
vected along well-defined streamlines. The dye streams show

FIG. 1. Sketch of the Plexiglas support plate and riveted reed. The flow is
from right to left. The mathematical axes used in the model~Secs. III and
IV ! are also shown.

FIG. 2. The experimental setup for water-flow visualizations. This setup is
also used for measurements of reed displacement, aerodynamic and acoustic
pressures in air flow~Sec. V!. The two large arrows indicate the views of the
photographs shown in Fig. 3 and Fig. 4.

FIG. 3. Side views~see Fig. 2 and Fig. 5! of the flow pattern for two dye
stream injection points situated~a! in front of a reed gap, and~b! in the
support plate plane. Only a central part of the reed is shown. The supply
cavity is on the right. In the upstream region, the dye is convected along
potential streamlines. Downstream of the reed, turbulent mixing and diffu-
sion are visible.
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that it is consistent to model the upstream flow by potential
sinks. Moreover, for injection points far enough from the tip
gap, streamlines lie in planesx35constant, wherexi is the
coordinate along the axeei ~see Fig. 1!. Thus, the flow up-
stream of the reed seems to be two-dimensional. This as-
sumption is used in the proposed flow model to describe the
near-field potential flow. The outflow is turbulent. In photo-
graphs, we see the mixing and the diffusion of the dye jets
downstream of the reed. However, the characteristic sizes of
the turbulent structures are small compared to the reed width
h. There are no large coherent vortices that could have been
responsible for the reed excitation. Because of the very small
gap sizes compared to the reed width and to the thickness of
the support plate, the downstream flow does not have the
characteristics of a wake. In fact, it appears that the jet is
attached to the lateral wall of the exhaust channel.

Figure 4 shows the water flow around the reed if the
discharge tank is empty so that the downstream fluid is air.
Self-oscillations also occur in this configuration. The added
mass effect is reduced in comparison with the first configu-
ration because only one side of the reed is immersed in wa-
ter. Thus, it is not surprising to find a vibration frequency of
206 Hz that is superior to that obtained when the upstream
and downstream fluid is water. The flow view of Fig. 4
shows that the downstream flow can be considered as plane
jets, which do not interact with the downstream side of the
reed. Even though this configuration is unrealistic, it is inter-
esting because it definitively shows that the downstream flow
does not take part in the reed oscillation mechanism.

III. AERODYNAMIC EXCITATION AND REED
OSCILLATION

A. Dynamics of the potential flow

The flow visualizations in water show that only the up-
stream face of the vibrating plate is in contact with the mov-
ing fluid. Therefore the excitation force must be evaluated by
integrating the aerodynamic pressure fluctuation over the up-
stream face. The flow through the reed gaps can be supposed

incompressible because the Mach and Helmholtz numbers
are very small. Even if the downstream jets are turbulent at
the exit of the exhaust channel, it can be considered to be
laminar and irrotationnal to a certain extent from the gaps.
Consequently, potential expressions are used to model the
upstream and downstream flows. In this analysis, the inviscid
two-dimensional flow is described in a section perpendicular
to the length of the reed~planex35constant). This section is
supposed to be far enough from the tip of the reed to avoid
three-dimensional effects. Using the superposition property
of potential flows,13 the total flow could be found by the
summation of the identical potential flows created by the two
lateral gaps drawn in Fig. 5. However, in order to obtain the
most simple mathematical expressions, it is reasonable to
suppose that the physics of reed excitation can be described
considering simply one-gap flow. This very simplified repre-
sentation of a blown-closed free reed is shown in Fig. 6.

The width of the gap ise(t)5Ax2
2(t)1a2 if x2(t).0

and e(t)5a if x2(t),0. The flow past the reed is approxi-
mated by assuming that the reed lies in the support plate
planex250. The potential of the upstream flow is expressed
as the sum of a continuous distribution of fluid sinks,13

f1~x1 ,x2 ,t !52
1

p
V~ t !E

0

e~ t !
lnSA~x12u!21x2

2

e~ t !/2
D du,

~1!

where V(t) is the velocity of the downstream jet. The jet
velocity V252V(t)e2 is supposed to be constant across the
gap, along the axee1. The integral of Eq.~1! can be analyti-
cally evaluated. The expressions off1(x1 ,x2 ,t) and the ve-
locity V1(x1 ,x2 ,t)5grad(f1) are given in Appendix A. The
logarithmic singularity in the expressions of the potential and
velocity at points~0,0! and „e(t),0… are a classical conse-
quence of the inviscid potential model. At these points, the

FIG. 4. Front view~see Fig. 2 and Fig. 5! of the water flow around the reed
if the water discharge tank is empty. The reed also oscillates in this configu-
ration. Water plane-jets are formed from the lateral and tip gaps. The down-
stream side of the reed~that is visible in the picture! is in a dry region.

FIG. 5. Sketch of the flow patterns through the reed gaps in a planex3

5cost. The upstream flow is a potential flow induced by the sinks~the
lateral gaps!. Downstream of each gap, the flow is a plane wall-jet, and it
turns to a turbulent free-jet after separation from the exhaust channel walls.
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flow separates due to viscous effects. No practical math-
ematical expressions are available for the description of en-
tire flow with separation. Then, for simplicity the down-
stream flow potential is chosen in order to ensure the
continuity of the potential, velocity and pressure at the center
A of the reed opening:

f2~x1 ,x2 ,t !52V~ t !x21
1

p
q~ t !, ~2!

whereq(t)5V(t)e(t) is the volume flux. This potential de-
scribes a laminar jet of velocityV(t). Of course, farther
away downstream from the reed gap, the flow is a spreading
turbulent jet but there is no need for modeling this region.

The aerodynamic variable of the potential flow must
verify the unsteady Bernoulli equation,13

]f~x,t !

]t
1

iV~x,t !i2

2
1

P~x,t !

r0
5C~ t !, ~3!

whereP(x,t) is the deviation pressure from the atmospheric
pressurePatm, r0 is the density of the fluid andC(t) is a
constant independent of spatial coordinates but that can de-
pend on time. The value ofC(t) can be evaluated by apply-
ing the Bernoulli equation at the centerA of the reed gap
where x1

A5e(t)/2, x2
A50. At this point, we havePA50,

VA52V(t)e2 and]fA /]t5]q/p ]t; then we obtain

C~ t !5
V2~ t !

2
1

1

p

]q

]t
. ~4!

A second application of Eq.~3! at a pointB located far
away upstream the reed leads to a fundamental equation that
expresses the inertial effects of the flow. For the sake of
simplicity, we can take the pointB at the positionx1

B

5e(t)/2, x2
B@e(t) wherePB5P0 , VB'0. We can write

2K0~ t !
]q

]t
1

P0

r0
5

V2~ t !

2
, ~5!

where K0(t) is calculated from the expression of the time
derivative of the upstream potential@Eq. ~A3!#. With the par-
ticular choice of point B, we obtain K0(t)
' ln„2x2

B/e(t)…/p.
This differential equation~5! shows that the time depen-

dence of the orifice flow velocity results from the inertial
property of the upstream flow. The choice of the pointB
appears to be arbitrary and this point is discussed in Sec. V.

B. Aerodynamic pressure force

The pressure on the upstream face of the reed can be
found by a third application of the Bernoulli equation. The
expression of the aerodynamic pressure for a point such as
e(t),x1,e(t)1h andx250 is

P~x1,0,t !5
r0

2
V2~ t !S 12S 1

p
lnS x12e~ t !

x1
D D 2D

2
r0

p

]V

]t
x1 lnS x12e~ t !

x1
D

1
r0

p

]q

]t
lnS x12e~ t !

e~ t !/2 D . ~6!

The total pressure force induced by the one-gap flow
dynamics on the upstream side of the reed is

F1~ t !52S E
e~ t !

e~ t !1h
P~x1,0,t !dx1D e2 ~7!

or

F1~ t !52h
r0

2
V2~ t !„12A1~ t !…1r0h2A2~ t !

]V

]t

2r0hA3~ t !
]q

]t
. ~8!

The expressions of adimensional parametersA1(t),
A2(t) andA3(t) are given in Appendix B. The first term on
the right hand side of Eq.~8! is the classical so-called Ber-
noulli force in quasi-stationary modeling. In this term,A1(t)
is the parameter that represents the pressure fluctuations as-
sociated with volume flux fluctuations due to the reed aper-
ture variations. This kind of time-dependent contraction pa-
rameter is found in all oscillating reed models.1,5,2,4 It is
interesting to note that the force fluctuations induced by the
contraction effect are not responsible for the reed excitation
mechanism. Indeed, it is possible to show from mathematical
expressions given in Appendix B that at the first order,
A1(t), is proportional toe2(t). Therefore the force associ-
ated with the aperture variation is in phase with the reed
displacement: it does not transfer energy to the reed motion.

The Bernoulli force also depends onV2(t). These ve-
locity fluctuations, given by Eq.~5!, are generated by the
inertial loading of the upstream fluid. The fluid inertia also
adds the second and third terms on the right hand side of Eq.
~8!. The velocity fluctuations due to fluid inertia and the
inertial forces are not in phase with the reed displacement.

FIG. 6. One-gap simplified model: schematic representation of the reed for
aerodynamic and aeroacoustic modeling.¯ is the control surfaceS that is
used in the aeroacoustic source calculation.
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C. Reed motion and reciprocal flow

It has been previously shown that the motion of a free
reed14,15 is almost perfectly sinusoidal. Laser vibrometer sys-
tem measurements that are not reported here have also been
made on our accordion reeds and the results are consistent
with the previous observations. Thus the reed can be mod-
eled by a mass-spring-damping single oscillator system. The
reed motion leads to a reciprocal fluid current that is not
dependent on the main unsteady flow. The contribution of the
reed surface vibration to the total pressure can be studied
using the radiation impedance of a baffled rectangular piston
Zm(v)5F2(v)/u(v), whereu(v) is the normal velocity of
the reed andF2(v) is the reaction force of the fluid back on
the driving piston for an angular frequencyv. For v l /c0

!1, wherec0 is the speed of sound, the largest term inZm is
its imaginary part, the reactance. Morse and Ingard16 calcu-
lated the expression of the reactance of a baffled rectangular
piston for one of its faces,

F2~v!52 ivmfu~v!, with

mf5
8

9p
r0lh

l 21 lh1h2

l 1h
. ~9!

This forceF2 is in an opposite phase with the reed ac-
celeration and it describes that the fluid entrained by one
reed side has an apparent mass ofmf . Consequently, the
effective fluid mass 2mf must be added to the accelerated
reed massm in the two-dimensional reed motion equation,

~m12mf !

l

]2x2

]t2
1

c

l

]x2

]t
1

k

l
~x22x0!5F1~ t !, ~10!

wherec andk are the equivalent damping and stiffness of the
reed. The added mass causes a decrease of the natural fre-
quency of the reed. In air, this effect is very small but in a
heavier fluid such as water the difference between the intrin-
sic natural frequency and the measured natural frequency can
be very large. The reed oscillator coefficients have been de-
termined by a classical experimental procedure based on
static stiffness evaluation and free decay behavior. These
measurements are not detailed in this paper. The oscillator
mass is determined from the measurement of the natural fre-
quency of the reed in air. The experimental effective mass
then includes both the intrinsic massm and the added mass
of air 2mf . In fact, the study of the reed-induced reciprocal
flow is only useful for the estimation of the near-field result-
ant pressure that is added to the aerodynamic pressureP1(t)
for comparisons with experimental data~Sec. V!. In the near
field of the upstream region, the mean fluctuating pressure
associated with the reed reactance is

P2~ t !52
1

lh
mf

]2x2

]t2
. ~11!

Moreover, it is worth noting that the reciprocal flow as-
sociated with the reed reactance must not be taken into ac-
count for the calculation of the far-field acoustic pressure.

In this section, we have written in the time domain the
equations of flow and reed motion. If we notice thatV(t) and
]V/]t can be expressed as a function ofx2(t) andq(t) and

their time derivative, we see that the model of reed excitation
is a differential system of two coupled nonlinear equations
~5! and ~10! with the unknownsx2(t) and q(t). A fourth
order Runge–Kutta algorithm is used for the numerical sys-
tem solving. The nonconstant coefficients of the differential
system are updated at each step of the Runge–Kutta proce-
dure.

IV. AEROACOUSTIC MODEL

As for other wind instruments, the sound produced by
the accordion is a consequence of the unsteady flow through
the reed apertures. But unlike resonator-coupled instruments,
we cannot deduce the sound from the analysis of the resona-
tor response to the inlet unsteady flux. For the accordion
reed, we can consider that the fluctuating fluid flow acts di-
rectly as a source of sound on the free acoustic medium.
Therefore we neglect in the model all contributions of reflec-
tion or diffraction of acoustic waves on the neighboring solid
walls.

A. Lighthill’s acoustic analogy

The problem of sound production by flow was first in-
vestigated by Lighthill17 in 1952. His theory is based on the
comparison between the exact equations of fluid motion with
the equations of sound propagation in a medium at rest. The
mass and momentum conservation equations are rewritten to
form the most general inhomogeneous wave equation,

]2r8

]t2
2c0

2¹2r85
]2Ti j ~y,t !

]yi ]yj
~12!

wherer85r2r0 and p85p2Patm. The tensorTi j 5ruiuj

1(p82c0
2r8)d i j 2t i j is the Lighthill stress tensor whered i j

is the Kronecker delta andt i j is the viscous stress tensor.
The summation convention on indicesi and j is used. For
high Reynolds, low Mach number flows and in the absence
of thermal sources the Lighthill stress tensor can be
reduced17 to Ti j 'r0uiuj . With this simplification, the
source term of Eq.~12! expresses the variation of the rate of
momentum flux which is induced by turbulent processes.
The upstream sink flow is not turbulent and, arguing that the
upstream and downstream acoustic waves are the same but
with an opposite sign, it becomes evident that the turbulent
sources are not important in the generation of an accordion
reed sound for both the blowing and drawing notes. How-
ever, the physics of aeroacoustic sources can only be ana-
lyzed by using the mathematical expressions of the far
acoustic field. The far-field acoustic pressure is calculated
using the convolution product of Lighthill’s source with the
free-space Green’s function. In this case, the spatial deriva-
tives of Lighthill’s tensor with respect to the source position
must be rewritten in terms of derivatives with respect to the
observer’s position. By a careful mathematical analysis18,19

of the bounded volume integration of Lighthill’s tensor, mass
and momentum sources appear as residual terms of the
Lighthill tensor flux through the surface that bounds the vol-
ume. These monopole and dipole terms on the surface add to
the quadrupole source generated by turbulence in the control
volume. This analysis was first proposed by Curle,18 and
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Ffowcs Williams and Hawkings20 gave a rigorous math-
ematical framework in order to take into account solid or
fictitious ~permeable! control surfaces and moving solid bod-
ies.

B. Application of the permeable Ffowcs
Williams–Hawkings integral method

The Ffowcs Williams–Hawkings~FW–H! integral
method20 was first used for the calculation of noise generated
both by turbulence and moving impenetrable surfaces, but
recently the FW–H equation has been validated as an inte-
gral formulation with permeable surfaces.21,22

The derivation of the FW–H formulation is based on the
mathematical technique of generalized functions. A general-
ized function is formed with the aid of Heavisides’s function
H( f ) defined to be unity wheref .0 and zero wheref ,0.
The equationf 50 defines the control surfaceS.

The Navier–Stokes equations are written for the gener-
alized densityH( f )r8, momentumH( f )rui , and pressure
H( f )p8. As for Lighthill’s equation~12!, an inhomogeneous
wave equation can be expressed from the mass and momen-
tum conservation equations. Details of the derivation of the
FW–H equation from conservation laws are given by Brent-
ner and Farassat.23 For a nonmoving permeable surface, the
inhomogeneous wave equation is

]2r8 H~ f !

]t2
2c0

2¹2r8H~ f !

5
]2Ti j H~ f !

]yi ]yj
2

]

]yi
S ~ruiuj1pd i j 2t i j !d~ f !

] f

]yj
D

1
]

]t S rujd~ f !
] f

]yj
D . ~13!

Generally, the control surfaceS is supposed to enclose
all the volume sources described by Lighthill’s tensorTi j .
Then, Ti j H( f )50 for f >0. Moreover, as the free-field
Green’s function is used for the calculation of the far-field
acoustic pressure, all the possible flow/acoustic interactions
and acoustic wave reflections on solid walls must be taken
into account as flow variables on the control surface. Be-
cause of our incompressible approach, all these effects are
neglected in the source terms. Finally, neglecting the viscous
stress tensor in the second term of the right hand side of the
FW–H equation, we see that the acoustic sources can be
divided into a monopoleQ and a dipoleFi that are calculated
on the permeable control surface,

Q~y,t !5ruj

] f

]yj
'r0uj

] f

]yj
, ~14!

Fi~y,t !52~ruiuj1pd i j !
] f

]yj
'2~r0uiuj1pd i j !

] f

]yj
.

~15!

The free-field solution of Eq.~13! is the convolution
product of the source terms with the free-space Green’s func-
tion. After rearrangement of the integral expressions~see Ap-
pendix C!, the density fluctuations are given by

r8~x,t !5
1

4pc0
2

]

]xi
E

S
Fr0uiuj1pd i j

r Gnj dS

1
1

4pc0
2

]

]t ES
Fr0uj

r Gnj dS, ~16!

where the square brackets denote that the functions are
evaluated at the retarded timet5t2r /c0 and nj are the
components of the unit outward normal vector to surface.
Whenuxu!L!l, whereL is a typical dimension of the con-
trol surfaceS and l is a typical wavelength of the sound
generated, a classical simplification procedure18,17 leads to
the final expression of the acoustic pressure,

pac~x,t1uxu/c0!5
1

4pc0

xi

uxu2

]

]t ES
~r0uiuj1pd i j !nj dS

1
r0

4puxu
]

]t ES
ujnj dS. ~17!

Obviously, the second integral on the right hand side of
Eq. ~17! is the expression of the total volume flux through
the control surface that is evidently equal toq(t). The first
source term of Eq.~17! has a dipolar form and its value is
evaluated numerically using an adaptive recursive Simpson’s
rule.

V. EXPERIMENTS AND MODEL VALIDATION

A. Experimental study in air

The experimental setup for air measurements is similar
to that used for water visualizations~Fig. 2!. The water sup-
ply tank is replaced by a low-impedance pressure source that
insures a constant blowing pressure inside the reservoir. A
probe microphone measures the aerodynamic pressure at a
few millimeters from the upstream face of the reed. A vari-
able capacitance transducer is used for the motion of the
reed. This transducer is based on a condenser microphone,
the membrane of which is electrically replaced by the reed. A
water manometer measures the average supply pressure and
a microphone captures the radiated sound. This microphone
is located at 25 cm downstream of the reed.

In Fig. 7, displacement, aerodynamic pressure and
acoustic pressure are represented for a reed with a natural
frequency of f 05795 Hz. The characteristic dimensions of
the valve arel 522.9 mm,h52.5 mm, a50.14 mm, andx0

50.2 mm. The supply pressure isP0540 Pa. As expected,
we see in Fig. 7~a! that the reed motion is composed of
sinusoidal oscillations around a displaced equilibrium posi-
tion. We note that for low playing pressure, the steady dis-
placement of the reed is small and we can consider that the
equilibrium position is aboutx0 . Figure 7~b! shows a sharp
aerodynamic pressure spike at the moment when the reed
enters the slot. Since the equilibrium position is not so far
from the planex250, the force induced by this strong pres-
sure variation is nearly in phase with the reed velocity. Thus,
it provides energy to the oscillator. Similarly at the reed
opening, a negative pressure variation occurs but it is less
violent. The downstream acoustic signal shown in Fig. 7~c!

2285J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Ricot et al.: Oscillation and sound of free reeds



greatly differs from the aerodynamic pressure waveform.
This illustrates the complex conversion mechanism of the
fluid mechanical energy into acoustic energy. Only the sharp
pressure spike associated with the reed closure is common to
the two waveforms with an opposite sign. This reverse sign
results from the quasi-symmetry of the upstream and down-
stream flow with regard to the aperture plane. Figure 8 shows
the spectrum of the acoustic pressure. In the rich spectral
distribution of the reed sound, the odd harmonics are pre-
dominant. It is interesting to note that both the waveform and

spectrum of the acoustic signal compare well with signals
extracted from recordings of accordion notes.24

B. Application of the model

For the calculation, the model variables are initialized at
zero and the reed position is set tox0 . The differential equa-
tion system, Eqs.~5! and~10!, is solved using Eq.~8! for the
excitation force. After the transient, self-sustained sinusoidal
oscillations are observed at the natural frequency of the reed
@see Fig. 9~a!#. Using the computed fluid variablesq(t) and
V(t), the aerodynamic pressure at point C of Fig. 6 is com-
puted from the Bernoulli equation~3! with the complete ex-
pression of the potential derivative, Eq.~A3!. For a compari-
son with the probe microphone signal, the contributionP2(t)
of the reciprocal flow is added to this aerodynamic excitation
pressure. The total signal is plotted in Fig. 9~b!. The agree-
ment with the measured waveform is good.

Since the downstream flow model is very simplified
compared to the actual development of turbulent spreading
jets, the acoustic pressure is calculated in the upstream re-
gion. The symmetry property of the produced sound is used
to compare the calculated signal to the acoustic measurement
performed in the downstream region. The modeled acoustic
pressure is the external acoustic pressure that would be mea-
sured if the reed oscillated in its sucking configuration. The
fluid variables calculated on the control surfaceS defined in
Fig. 6 are introduced in the integral equation~17!. The result
is plotted in Fig. 9~c!. Even if the pressure spike occurring
just after the reed opening is smaller than the measured one,

FIG. 7. Experimental measurements in air flow:~a! reed displacement;~b!
upstream aerodynamic pressure;~c! downstream acoustic pressure.¯, clos-
ing of the valve; –•–, opening of the valve.

FIG. 8. Spectrum of the measured acoustic pressure.

FIG. 9. Results of the model calculation:~a! reed displacement;~b! aerody-
namic pressure at point C;~c! reverse of the acoustic waveform at point D.
¯, closing of the valve; –•–, opening of the valve.
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the modeled waveform reproduces quite well the experimen-
tal acoustic signal. Moreover, it is shown in Fig. 10 that the
odd harmonics of the modeled sound spectrum are more
powerful than the even ones, which is a characteristic of the
accordion reed sound. Examples of synthetized sounds are
available on the IRCAM website.25

C. Analysis of the aerodynamic excitation

From the previous comparisons, we can suppose that the
physics of both reed excitation and acoustic emission are
well reproduced by the model. The calculation results can be
used to highlight some details of the physical mechanisms.

For example, Fig. 11 shows the components of the aero-
dynamic pressure forceF1(t) associated with the Bernoulli
force @the first term of Eq.~8!# and inertial force@second and
third terms of Eq.~8!#. This figure clearly demonstrates that
the inertial force is a negligible part of the total force. In
most reed models,1,5,2,4 inertial forces are neglected. This
simplification can also be done for the accordion reed model
and from Eq.~8!, the average excitation pressure on the up-
stream face of the reed is now

^P1~ t !&52
1

h
F1~ t !5

r0

2
V2~ t !„12A1~ t !…. ~18!

Replacing the fluid velocity in Eq.~18! by its expression
given by Eq.~5!, the average pressure becomes

^P1~ t !&52r0K0~ t !„12A1~ t !…
]q

]t
1P0„12A1~ t !….

~19!

As explained before, the contraction effect associated
with A1(t) does not contribute to the excitation mechanism.
Thus, the termP0„12A1(t)… on the right hand side of Eq.
~19! is not an excitation pressure. Finally, the expression of
the excitation pressure is

^P1~ t !&exc52r0K0~ t !~12A1~ t !!
]q

]t
. ~20!

This relation looks like an impedance relation giving the
pressure as a function of the volume flux. In this case, the
impedance is inertial. The value of the equivalent ‘‘acoustic’’
inertia M (t)5r0K0(t)„12A1(t)… is time-dependent.

Unlike traditional theoretical approaches of oscillating
valves1 based on acoustic impedances of upstream and
downstream volumes, Eq.~20! is related to the impedance of
the orifice. M (t) can be interpreted as the mass end
correction16 of the upstream side of the gap. The mass end
correction depends on the detailed form of the potential flow
and gap geometry. Thus, the time dependence ofM (t) is due
to the variation of gap size. In particular,K0(t) is related to
the total quantity of fluid that takes part in the inertial mecha-
nism. For the calculation presented in this paper, the average
value of the parameterK0 is 4.5. This corresponds to a very
large distance of the reference pointB where the pressure is
supposed to be constant and the fluid velocity is zero. The
choice of pointB is arbitrary but first applications of the
aerodynamic model show that the influence ofK0 on the
result becomes small above a certain value that depends on
dimensions and characteristics of the simulated reed.

D. Analysis of the sound production

In addition, the presented model allows us to analyze the
mechanism of sound production. The monopole and dipole
sources of Eq.~17! are represented in Fig. 12. It appears
immediately that the sound of the reed is dominated by the
dipolar component. This observation is in opposition to the
physics of the reed coupled to a resonator. Indeed, as men-
tioned in the Introduction, the acoustic source exciting the air
column of the resonator is modeled as the variation of the
volume flux through the reed gaps. In the case of a free reed,
the monopolar source associated with unsteady volume flux
at the orifice is negligible, the acoustic waves are excited by
the violent changes of momentum flux through the orifice.

VI. CONCLUSIONS

In this paper, a simplified representation of a blown-
closed reed used, for example, in accordions has been stud-
ied. The flow around the reed is described using an incom-
pressible potential flow theory and the excitation force in this

FIG. 10. Spectrum of the modeled acoustic pressure.

FIG. 11. A comparison of the three terms of the aerodynamic force given by
Eq. ~8!: –•–, first term;n, second term;1, third term;2, total force.
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model is associated with the inertial load of the upstream
fluid. The delay in the variation of upstream fluid velocity
due to the inertia leads to a velocity fluctuation in the reed
opening. Unlike for resonator-coupled reeds, the pressure–
velocity relationship is not driven by the impedance of up-
stream and downstream volumes but by an equivalent iner-
tial impedance of the gaps. One of the difficulties arises from
the time-dependence of the orifice geometry which leads to a
time-dependent mass inertia.

This work also provides the first model of the source of
sound generated by a free reed in the absence of a resonator.
Despite the numerous simplifications made in the calcula-
tion, the qualitative agreement of the synthesized pressure
signal with the measured one in terms of waveform and spec-
trum is quite good. The model is based on the application of
an acoustic analogy that allows the derivation of the acoustic
pressure in the far-field as a function of the aerodynamic
variables known in the source region. In our case, the acous-
tic source is calculated in the time domain but it is also
possible to perform the calculation in the frequency domain.
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APPENDIX A: CALCULATION OF THE UPSTREAM
FLOW

In this appendix, the analytical expressions of the flow
potential and velocity for the upstream region are given.

1. Flow potential in the upstream region

The upstream potential is given by Eq.~1!:

f1~x1 ,x2 ,t !52
1

p
V~ t !E

0

e~ t !
lnSA~x12u!21x2

2

e~ t !/2
D du.

~A1!

The coordinatesx1 andx2 are given in Fig. 6.V(t) is the
fluid velocity through the gap ande(t) is the gap size. After
calculations, one can obtain the explicit expression of the
potential:

f1~x1 ,x2 ,t !52
1

p
V~ t !S 1

2
e~ t !lnS „x12e~ t !…21x2

2

„e~ t !/2…2
D

2
1

2
x1 lnS „x12e~ t !…21x2

2

x1
21x2

2 D 1x2S arctanS x1

x2
D

2arctanS x12e~ t !

x2
D D D 1

1

p
q~ t !, ~A2!

whereq(t)5V(t)e(t) is the volume flux through the gap.

2. Time derivative of the flow potential
in the upstream region

The time derivative of the flow potential given by Eq.
~A2! is

]f1~x1 ,x2 ,t !

]t
5

1

p

]V

]t S 1

2
x1 lnS „x12e~ t !…21x2

2

x1
21x2

2 D
2x2S arctanS x1

x2
D2arctanS x12e~ t !

x2
D D D

1
1

p

]q

]t
S 12 lnSA„x12e~ t !…21x2

2

e~ t !/2
D D .

~A3!

3. Components of the velocity vector in the upstream
region

The two components of the upstream velocity vector are
found by calculating the gradient of the potentialf1 @Eq.
~A2!#:

V1,x1
~x1 ,x2 ,t !5

]f1

]x1
5

V~ t !

2p
lnS „x12e~ t !…21x2

2

x1
21x2

2 D , ~A4!

V1,x2
~x1 ,x2 ,t !5

]f1

]x2

5
V~ t !

p S arctanS x12e~ t !

x2
D2arctanS x1

x2
D D .

~A5!

APPENDIX B: EXPRESSION OF THE AERODYNAMIC
FORCE

The total force on the upstream face of the reed is given
by integration of the aerodynamic pressure@Eq. ~6!# over the
reed widthh,

F1~ t !52S E
e~ t !

e~ t !1h
P~x1,0,t !dx1D e2 . ~B1!

The force then has the form

FIG. 12. A comparison of the monopole and dipole terms of the acoustic
expression, Eq.~17!: n, monopole term; –•–, dipole term; —, total aeroa-
coustic source.
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F1~ t !52h
r0

2
V2~ t !„12A1~ t !…1r0h2A2~ t !

]V

]t

2r0hA3~ t !
]q

]t
, ~B2!

with the parameters

A1~ t !5
1

hp2 Ee~ t !

e~ t !1hS lnS x12e~ t !

x1
D D 2

dx1 , ~B3!

A2~ t !5
1

h2p
E

e~ t !

e~ t !1h
x1 lnS x12e~ t !

x1
Ddx1 , ~B4!

A3~ t !5
1

hp E
e~ t !

e~ t !1h
lnS x12e~ t !

e~ t !/2 Ddx1 . ~B5!

For an analytical calculation of the integrals, we can
note that the logarithmic singularities in potential and veloc-
ity expressions are integrable.

The final expressions of the parametersA1 , A2 , andA3

are given below.

1. Parameter A 1„t …

A1~ t !5
1

p2 S ln2~h!1S 11
e~ t !

h D ln„e~ t !1h…

3 lnS e~ t !1h

h2 D 1
e~ t !

h
ln„e~ t !…lnS e~ t !

h2 D
22

e~ t !

h
dilogS e~ t !1h

e~ t ! D D , ~B6!

where the dilogarithm function is defined by

dilog~x!5E
1

x ln~u!

12u
du. ~B7!

2. Parameter A 2„t …

A2~ t !5
1

2p S ln~h!1
e~ t !

h
„ln~h2!21…1

e2~ t !

h2
ln„e~ t !…

2
„e~ t !1h…2

h2
ln„e~ t !1h…D . ~B8!

3. Parameter A 3„t …

A3~ t !5
1

p S lnS 2h

e~ t ! D21D . ~B9!

APPENDIX C: CALCULATION OF THE ACOUSTIC
DENSITY FLUCTUATIONS

The free-field Green’s function is

G~x,tuy,t!5
1

4pc0
2r

d~g!, with g5t2t1r /c0 ,

r 5ix2yi . ~C1!

wherey is a point in the source region andx is the observer’s
position. Then the acoustic density fluctuations are

r8~x,t !H~ f !5
1

4pc0
2 ER3

E
R

1

r S ]

]yi
Fi~y,t !d~ f ! D d~g!dt dy

1
1

4pc0
2 ER3

E
R

1

r

]

]t
„Q~y,t !d~ f !…d~g!dt dy.

~C2!

The spatial integral of the first term can be developed as

E
R3

1

r S ]

]yi
Fi~y,t !d~ f ! D d~g!dy

5E
R3

]

]yi
S 1

r
Fi~y,t !d~ f !d~g! Ddy

2E
R3

Fi~y,t !d~ f !
]

]yi
S 1

r
d~g! Ddy. ~C3!

The first integral of the right hand side is zero and noting that
]„d(g)/r …/]yi5]„d(g)/r …/]xi we can write

E
R3

1

r S ]

]yi
Fi~y,t !d~ f ! D d~g!dy

52
]

]xi
E

R3

1

r
Fi~y,t !d~ f !d~g!dy

5
]

]xi
E

S

1

r
~r0uiuj1pd i j !njd~g!dS, ~C4!

with

nj5
1

u“ f u
] f

]yj
. ~C5!

The second spatial integral of the density fluctuations
can be also written as

E
R3

1

r

]

]t
~Q~y,t !d~ f !!d~g!dy5

]

]t ES

1

r
r0ujd~g!nj dS.

~C6!

Finally, the temporal integration of the two transformed
expressions of the spatial integrals immediately gives the
formulation of Eq.~16!.
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Measurement of the depth-dependent resonance of water-loaded
human lungs
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An experiment was conducted to determine the response of the human lung to water-borne sound in
the range of 20 to 500 Hz. A small pool inside a hyperbaric chamber was used to simulate four
ambient pressure conditions spanning the range of recreational diving depths. Ten subjects were
tested on two occasions each using three separate measures to evaluate the response of the subjects’
lungs. With some notable exceptions, results were consistent between subjects and between
measures. These indicate that human lungs can be reasonably modeled as a lumped
single-degree-of-freedom system over the lower portion of the band of interest. Here, the
surrounding fluid provides the dominant mass and the dominant stiffness is provided by the
entrapped air with a small additional contribution from tissue elasticity. Measured resonances
increase with the square root of ambient pressure from an average of 40 Hz with a quality factor of
1.8 at near-surface pressure to 73 Hz with a quality factor of 2.6 at an equivalent depth of 36.4 m.
There is evidence of other resonances within or near the band of interest that may be attributable to
nonvolumetric chest/lung modes, Helmholtz resonance, and/or resonance of gastrointestinal
bubbles. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1858311#
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I. BACKGROUND

Advances in low-frequency active~LFA! sonar systems
have raised concerns for the safety of divers that may be
exposed to the acoustic radiation produced by these
systems.1–3 Similar concerns have also been raised for the
safety of sea mammals.1,4–6 Compliance with safe exposure
levels for divers and sea mammals can dictate operational
parameters for LFA sonar systems beyond the limits imposed
by the physics of transduction and acoustic propagation and
are therefore of great concern to system operators.7 Unfortu-
nately, damage and aversion thresholds for both divers and
marine life are not well understood. Physical damage thresh-
olds are based on evidence that is anecdotal or on experi-
ments with small animal models.6 Aversion thresholds have
been derived from experiments that were conducted under
conditions that make an extrapolation of the results to real-
world scenarios difficult.1,2 To match existing data to these
scenarios, it is necessary to develop models for the response
of organ systems to incident acoustic signals in the free field.
The most significant of these systems, from a predictive
standpoint are those that resonate within the frequency range
of a particular LFA system such as the US Navy’s Surveil-
lance Towed Array Sonar System~SURTASS! LFA. These
can either be the most likely organs to be damaged by the
incident sound or can act as secondary sources that mediate
the exposure level of other organ systems. The SURTASS
LFA frequency range is sufficiently low that the organs most
likely to resonate are compliant bodies such as the lungs and
other gas-filled spaces. The experiment reported here was
intended to test the response of gas-filled spaces within the
human body that might resonate in the SURTASS LFA fre-

quency range. Although this experiment does not provide
underwater-sound-exposure criteria, the information may be
of use in the interpretation of exposure criteria for depths
other than those that were used in threshold-determination
experiments.

II. CONFIGURATION OF THE EXPERIMENT

Ideally, the response of the human body to low-
frequency underwater sound should be tested under free-field
conditions. These can be simulated at sea, in a very large
lake or tank, or in a water tank with effectively anechoic
boundaries. The frequencies of interest for the SURTASS
LFA problem make either of the latter two schemes imprac-
tical if only passive boundaries are considered. These bound-
aries would need to attenuate signals with wavelengths of up
to 75 m at the lowest frequencies of interest. At-sea testing
was deemed to be impractical because of cost and logistical
constraints, and because of the potential danger to the test
subjects. As an alternative to these schemes a configuration
was sought in which the nature of the expected response
could be used to reduce the scale of the experiment. Because
the lungs are much smaller than a wavelength in water at
even the highest frequencies of interest (f 5500 Hz,l53 m!
it is reasonable to assume that the radiation load imposed on
their dilatational motion by the water will be dominantly
reactive ~i.e., mass-like!. Similarly, the load imposed on a
uniformly vibrating body within a small tank with soft
boundaries will also be mass-like because the water within
the tank moves in unison with the surface of the vibrating
body, and the radiation resistance must be nearly zero be-
cause very little energy can be radiated across the bound-
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aries. Given that the radiation impedance on the lung would
be mass-like both in the small tank and in a free field, it is
reasonable to explore the circumstances under which these
two impedances would be effectively identical. The analysis
of a simple, related system sheds considerable light on this
problem.

If a sphere of radiusa oscillates radially at the center of
a water-filled spherical enclosure with radiusb and a
pressure-release outer boundary~as depicted in Fig. 1!, then
the spherically symmetric Helmholtz equation can be used to
describe the acoustic field within the water:

¹2P1k2P5
1

r 2

]

]r S r 2
]P

]r D1k2P50. ~1!

Here P(r ) is the spatially dependent complex amplitude of
the acoustic pressure andk is the wave number in the fluid.
Two boundary conditions apply to this equation. The first of
these is the pressure-release condition at the outer boundary
and the second is a prescribed radial acceleration at the sur-
face of the inner sphere:

Pur 5b50, “Pur 5a52 ivrya . ~2!

Here ya is the radial velocity of the surface,r is the quies-
cent density of the fluid, and Euler’s equation relates the
pressure gradient to acceleration. The differential equation
and boundary conditions can be satisfied by a spherical
standing wave of the form

Pencl5
2 ivryaa2

ka cos„k~b2a!…1ka sin„k~b2a!…

3Fsin~kb!cos~kr !2cos~kb!sin~kr !

r G . ~3!

In the absence of the outer boundary the Sommerfeld radia-
tion condition would apply and the exterior field would be
described by an outward traveling spherical wave of the form

Pf f5S 2 ivryaa2

eika@12 ika#
D S eikr

r D . ~4!

The impedance measured at the surface of the radiator (r
5a) in either of the cases defined in Eqs.~3! and ~4! com-
pletely defines the fluid loading on the radiator. Taking the
ratio of the impedance at the surface of the encapsulated

sphere to the surface impedance of the sphere in free field
gives the expression

Zencl

Zf f
5FPencl“Pf f

Pf f¹Pencl
G

r 5a

5
12 ika

ka cot„k~b2a!…11
, ~5!

whereZ5(P/y) r 5a for the subscripted scenario.
It is clear from this expression that the impedance of the

encapsulated sphere can only approximate the free-field im-
pedance whenka is small so that the numerator is domi-
nantly real and the corresponding free-field impedance is re-
active. Physically, this is because the fluid has no mechanism
for extracting energy from the encapsulated sphere, but it can
radiate away in the free field. It is also clear from Eq.~5! that
the cotangent ofk(b2a) must be small because the imped-
ance is very far from correct whenka cot„k(b2a)… either
has a large magnitude or is close to21. Physically, this is
equivalent to the statement that resonances of the fluid vol-
ume must be avoided. These occur for values ofk(b2a)
5np for n50,1,2,..., and forkb;np if ka is assumed to be
very small. These conditions can be easily avoided ifkb
,p/2 anda,b, where the latter is an obvious geometrical
requirement. The impedance ratio can be plotted in terms of
the nondimensional variablesk(b2a) anda/b, as shown in
Figs. 2~a! and 2~b!. Here, a third physical intuition is rein-
forced. This is that the impedance is only correct if the en-
capsulated sphere is much smaller than its enclosure, thus

FIG. 1. Spherically symmetric encapsulated radiator model for the imped-
ance loading imposed by a small water tank.

FIG. 2. Impedance imposed by a tank, computed from the encapsulated
sphere model, relative to free field: amplitude~a! and phase~b!.
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ensuring that most of the kinetic energy of the free near-field
would be contained within the enclosure. Elementary consid-
erations show that, in a free field, the total nonpropagating
kinetic energy of the fluid in a spherical shell from radiusa
out to radiusr is given by

T~r !5
2pra3ya

2~12a/r !

~11k2a2!
. ~6!

Equation ~6! approaches the radiation mass of a free-field
sphere~which is three times the displaced mass of water if
ka!1) whenr→`. From Eq.~6! it is apparent that 90% of
the radiation mass is contributed by fluid within 10 radii of
the center of the sphere.

Human lungs have a volume on the order of 4 l. The
available pool, which was designed for other hyperbaric-
chamber experiments, held approximately 4000 l. Thusa/b
for the experiment was about 1/10th (A3 1/1000). The equiva-
lent spherical radii of the lung and pool volumes are about 10
cm and 1 m respectively. Thus, 0.1,k(b2a),2, so the ex-
periment was conducted in a region depicted in the lower left
of Figs. 2~a! and 2~b!, where the impedance condition on the
lung-like sphere is correct to about 10% in amplitude and
10° in phase at worst. At the low end of the frequency range,
where lung resonances were observed, the impedance is
much closer to the free-field condition. For small gas bodies
such as bubbles in the stomach and intestines, the impedance
in the tank is more nearly correct than it is for the lungs. The
tank was designed to fit into the hatch of the hyperbaric
chamber that housed it rather than being based on the above-
mentioned acoustic considerations. In spite of this, it was
very nearly ideal for the lung-resonance experiment. Because
the lung volume and frequency range were fixed, a signifi-
cantly larger or smaller tank would have placed the experi-
ment in a region of either a higherk(b2a) or a/b value
where impedance conditions are less favorable. The tank was
constructed with eight sections of 6.4 mm thick aluminum
that were bolted together with soft rubber gaskets. The tank
was open at the top and sat inside of the much larger hyber-
baric chamber. There was only contact between the tank and
the chamber where the bottom of the tank rested on foam
tiles on the chamber floor. The interior surfaces of the tank
had been covered with a 2.5 cm layer of closed-cell foam.
There were no apparent in-band structural resonances of the
tank walls that would have violated the assumptions of the
spherical impedance model. The combination of the tank’s
free surface, thin-walled construction, and the surface treat-
ment reasonably mimicked pressure release assumption of
the spherical model. The tank was irregularly shaped, but its
first mode was not strongly dependent on this geometry and
could be predicted by a spherical model. This mode was
measured at 950 Hz, an octave above the band of interest for
the experiment. More detailed tank models have been devel-
oped for measurements at or near tank resonances.8 However
a more detailed model of the tank was unnecessary for this
experiment given that the wavelengths were long in compari-
son to it and that a detailed model of the lungs was unavail-
able to embed within such a model. It should be noted that
detailed lung models have been developed for other

applications.9,10 Unfortunately, these consider excitations and
loading conditions inappropriate to the problem under con-
sideration here.

III. EXPERIMENTAL METHODS

For the experiments, each diver was seated with his up-
per torso in the approximate center of the tank. USRD J-11
electrodynamic transducers11 were suspended in front of and
behind the diver at the mid-depth along the longest dimen-
sion of the tank. This configuration is shown in Fig. 3. These
two transducers were driven with identical signals so that
there was coherent summation of the pressure signals and
destructive interference of the velocity at the tank’s center. In
a free-field environment and in the farfield of a source, a
subject would be exposed to an incident signal with the
acoustic pressure and velocity related by the intrinsic imped-
ance of the fluid (P/uyW u5rc). It is not feasible to achieve
this condition over a significant volume in a small tank and it
is not obvious which orientation of the velocity vector would
be appropriate for a worst-case scenario. It is, however,
likely that the acoustic pressure rather than the velocity con-
trols lung motion in the free field. This has been shown to be
a reasonable assumption in the analysis of the low-frequency
response of air bubbles and other compliant scatterers.12,13

Ten subjects were tested in this experiment. All of the
subjects were navy divers in good health, ranging from 26
years to 41 years in age and weighing between 64 and 98 kg.
There were nine male subjects and one female. Subjects were
selected for their availability, willingness to participate, and
ability to participate in the experimental protocol.14 Pulmo-
nary function was tested on all of the subjects. These tests
included both vital capacity and lung volume measures. The
mean full vital capacity for the subjects was 6.4 l and varied
by 630% over the test group with a weak correlation to the
subject’s body mass. Residual lung volumes averaged 1 l
with a 655% variability and no obvious correlation to
weight. Air was supplied to the subjects by a diving regulator
connected to an air supply outside the tank. During the tests,
the subjects were instructed to inhale a volume of air with
which they were comfortable holding their breath for;20 s

FIG. 3. Setup of an experimental water tank inside the hyperbaric chamber
~chamber not shown!.
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and that permitted them to remain stationary in the focus of
an ultrasonic measurement system. Because of this, it is
likely that individual preferences overwhelmed physiological
differences in determining the lung volumes during the mea-
surements. Each subject was tested twice. Each test was per-
formed at ambient pressures~measured in the hyperbaric
chamber, i.e., at the free surface of the water tank! equivalent
to 0, 2.1, 17.4, and 35.7 m of seawater~0, 7, 57, and 117
ft61 ft!. The subjects were seated such that their chests were
approximately centered at the mid-depth of the tank, which
adds an additional 0.7 m to the equivalent depth because this
was used as the datum. There was some variation in this
because of the differing heights of the subjects. The depths
and time at each depth were determined by decompression
requirements. The time constraints imposed by decompres-
sion were such that higher pressures and other equivalent
depths were not practical for these tests.

Sound exposure levels were not considered as a variable
of interest in this study. Incident levels were set sufficiently
low to ensure the linearity of the lung response and to meet
the safe exposure guideline that was in place at the time of
the study, which was 160 dB (re 1 mPa rms! based on pure-
tone exposure at any frequency in the range and at any depth.
Levels were set sufficiently high to ensure an adequate SNR
within the time available for each measurement. Each subject
was exposed to a sound pressure level of 150 dB (re 1 mPa
rms! computed over the 16 s duration of the broadband ex-
posure signal. No subjects reported discomfort from this ex-
posure.

Four techniques were used to monitor the response of
the subjects’ lungs during the experiments. These are de-
picted in Fig. 3. Two of the measurements were made with
B&K™ 8103 miniature hydrophones. One of these was in
contact with the subject’s abdomen just below the sternum
and the other was located 30 cm away in a direction perpen-
dicular to the line determined by the two J-11s. This was
midway between the tank’s center and the sidewall. The near
hydrophone was intended to measure the surface pressure on
the subjects’ lungs and the further hydrophone was intended
to measure the scattered pressure in a way that would inte-
grate over a larger area in the event that lung motion was not
uniform. The further hydrophone needed to be located suffi-
ciently far from the tank boundary, which was extremely
soft, that a reasonable SNR could be achieved. The third
transducer was a PCB™ 352C accelerometer~100 mV/g!
that was taped over the subject’s fifth intercostal space on the
right side and oriented radially. The accelerometer was en-
capsulated in syntactic foam to make the unit neutrally buoy-
ant. Thus the accelerometer moved in unison with the sur-
rounding fluid, so the tape served only to ensure the location
and orientation of the accelerometer rather than to provide
mechanical coupling. The fourth transducer was an ultra-
sonic device that interrogated the motion of the lung surface
through the fifth intercostal space on the subject’s left. This
device employed a pair of 10 MHz transducers: one func-
tioning as a transmitter and the other as a receiver. The re-
ceived signal was reflected from the lung’s surface and phase
modulated by the motion of the surface. A similar device has
been described by Cox and Rogers.15 In this implementation

the surface displacement was extracted in real time by de-
modulation with a phase-lock loop~PLL!. This permitted the
extraction of phase information that was not possible in the
technique employed by Cox and Rogers. The PLL also intro-
duced the dominant noise source into the measurement,
which significantly degraded the resolution of the system.
Since the experiment reported here, the resolution of this
system has been substantially improved by using a direct
homodyne demodulation scheme in lieu of the PLL.16 For
each measurement the subject was required to adjust the po-
sition of the ultrasonic transducers so that the ultrasonic re-
ceive signal was dominated by his lung’s reflection. Subjects
were aided by a real-time underwater display of the received
signal. Some of the subjects proved to be less skilled at this
than others and as a result the ultrasonic data are less com-
plete than the data from other measures. Similarly, the failure
of two accelerometers under pressure caused the accelerom-
eter datasets to be less complete than the hydrophone data.

IV. DATA ACQUISITION AND PROCESSING

Data were acquired by a direct digitization of the time
domain outputs of all four measures during the presentation
of each incident signal using a 12-bit digitizer sampled at 8
kHz. Up to ten incident signals were presented to each sub-
ject at each depth depending on the available time and the
subject’s ability to adjust the ultrasonic system to produce a
good carrier signal at each depth. Each signal was presented
as a series of 16 half-second-long swept-frequency chirps
with half-second separation. Although a single chirp of simi-
lar duration would have offered a better SNR for measuring
a time-invariant response, this mode of presentation offered
advantages for the post-processing of the data, including the
removal of transients that occurred when the subjects moved
or exhausted bubbles. Transients were removed by visual
inspection of the data and the remaining signals were aver-
aged. Some noise sources were readily apparent from the raw
data. The heartrate of the subjects was apparent in several
measures and, in particular, in the ultrasound data. Power
line harmonics were also apparent in the data throughout the
band of interest~60, 120, and 180 Hz, etc.!. These were dealt
with by a time–domain subtraction algorithm in which the
power line signals were sampled in the quiescent intervals of
the raw data. These were then comb filtered, extrapolated
across the signal window, and subtracted from the signal
before averaging. The averaged signals were converted to the
frequency domain by means of a Fast Fourier Transform
~FFT! and normalized by incident spectra to form transfer
functions. Incident signals were measured at each depth with
the subject absent during a compression–decompression
cycle that immediately followed the measurement cycle with
the subject. This was necessary because J-11 transducers ex-
hibit a depth-dependent resonance at the low end of the band
of interest~about 20 Hz when the chamber was at surface
pressure!.11 At frequencies below this resonance, their output
falls sharply, and the two transducers are poorly matched to
each other. Incident levels were computed using the manu-
facturer’s calibration constants for the hydrophones. These
values were only relevant to the interpretation of the accel-
erometer and ultrasound data since the same hydrophones
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were used for both incident and response measurements. The
limited bandwidth of the chirps that were used resulted in a
U-shaped noise floor for the measured transfer functions~the
actual noise divided by the incident signal spectrum!. The
J-11s’ resonance caused the lower leg of this U to shift up-
ward in frequency with increasing depth. A second problem
associated with this resonance was that the poor matching of
the J-11’s below the resonance frequency caused the incident
field to have a significant velocity component that was not
accounted for in the lung transfer functions. The amplitude
and phase of the pressure associated with the resonant re-
sponse of the J-11’s was normalized out of the lung response
when the transfer functions were formed.

Two transfer functions that were measured on a single
diver at two different depths are plotted in Fig. 4. These
exhibit several features relevant to the further analysis of the
data. The low-frequency noise floor can be seen to mimic a
resonance~or multiple resonances! in the amplitude of the
transfer function. This demonstrates the importance of the
inclusion of the measured phase in distinguishing between
noise and resonance. There is not a substantial shift in the
lower leg of the U-shaped noise floor between the two plot-
ted measurements. The larger low-frequency noise spike as-
sociated with the shallower depth~the opposite of the previ-
ously mentioned trend! is purely a feature of the noise that
was present during that measurement. A higher-frequency
resonance is apparent in both transfer functions and it clearly
has a stronger depth dependence than the first resonance.
This can be partially explained if such resonances are attrib-
uted to gas bubbles in the gastrointestinal~GI! tract that
shrink in size in addition to increasing their internal pressure
and hence their stiffness with depth. An additional effect
such as the dissolution of the gas in the bubble or a change in
its shape or location must also be postulated to account for
the magnitude of the observed changes. It should be noted
that a GI bubble need not have achieved equilibrium size for
either of these two datasets because gas dissolves over a long
time scale and measurements at higher pressures preceded

those that are depicted~the order of measurements was from
deepest to shallowest equivalent depths!. The lung, in con-
trast, maintains a constant volume because the subject is sup-
plied with air at his ambient pressure through the diving
regulator. The second resonance narrows the band in which
the lung’s response can be evaluated without the specific
inclusion of other gas bodies or another plausible physical
mechanism to account for this in the model for lung re-
sponse. It should be noted that the apparently high quality
factor (Q;6) of fundamental resonances seen in this figure
is not real.17 This is a combined effect of the U-shaped noise
floor and the nature of the total-pressure transfer function
that does not follow the displacement resonance curve when
the pressure is measured anywhere other than directly on the
surface of the lung. These effects were considered in the
analysis that follows.

V. PARAMETER ESTIMATION

The lung is modeled as a lumped 1-DOF system with
the stiffness~k!, damping~h!, mass~M!, and force~P! de-
fined per unit of the lungs’ surface area. The mass term is
dominated by the radiation mass of the surrounding fluid,
which would be three times the mass of fluid displaced by
the lung if the lung were spherical.18 This mass may be di-
vided into two rigidly attached masses, as is shown in Fig. 5.
Here theexcluded mass ratio~z! is defined as the effective
entrained mass of moving fluid between the measurement
location and the lungs’ surface divided by the total radiation
mass. Because the attachment is rigid, the response of the
system is unaffected by this construction. The pressure trans-
fer function evaluated at the rigid attachment will contain all
of the salient features of the interference between the inci-
dent and scattered fields close to the surface provided that an
appropriate value forz is selected to correspond to the mea-
surement location. It is relatively simple to show that, for a
spherical bubble,z5d/(a1d), with d and a the distance
from the surface to the measurement point and the bubble
radius, respectively. This assumes thatk(a1d)!1, wherek
is the wave number in the fluid. Noa priori knowledge of
lung size, shape, or measurement-to-surface standoff is re-

FIG. 4. Magnitude of full bandwidth total-pressure transfer functions at
shallow depths from close hydrophone data.

FIG. 5. A one-degree-of-freedom model used for parameter estimation from
the measured lung response near the fundamental frequency.
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quired for this inversion whenz is used in lieu ofa and d.
The model acceleration~7! and pressure~8! transfer func-
tions are as follows:

j̈surface

pincident
5

1

M rad2 ihv2n2kv22
, ~7!

ptotal

pincident
5

zM rad2 ihv2n2kv22

M rad2 ihv2n2kv22
. ~8!

Heren determines the damping mechanism:n521, 1,
or 2 correspond to radiation, viscous, or structural damping,
respectively. Equation~7! is unremarkable and appears in
different forms in textbooks on dynamics and vibrations.19

Equation~8!, however, has interesting features that should be
noted. First, it contains a root~for h→0! that accurately pre-
dicts a range-dependent pressure null in the near field of an
air bubble. This null explains the false appearance of an ex-
cessively highQ in Fig. 4. Second, there are only three free
parameters in~8! because a system under study can be scaled
by an arbitrary constant with an identical pressure transfer
function. Mathematically, this results from dividing any of
the lumped parameters (M rad, k, or h! through the numera-
tor and denominator of~8!. The lumped parameters cannot,
therefore, be extracted individually from an inversion of the
pressure transfer function as they can from the acceleration
transfer function. The third inverted parameter~z! describes
the measurement location and not the lungs. The lumped
parameter model was tested by the inversion of synthetic
data generated with a free-field bubble model. An assump-
tion of internal lung-like damping was included in the bubble
model ~i.e., a complex wave number for air that leads toQ
;2.5). The inversion yielded resonance frequency andQ
within 1% of their true values for synthesized pressure mea-
surements made up to one radius from the surface over a
frequency range from dc to three times the fundamental reso-
nance of the idealized bubble.

Lung resonance frequencies andQ’s were obtained by
fitting ~7! and ~8! to the experimentally measured transfer
functions over a frequency range from 20 to 120 Hz. Param-
eter fits were performed numerically by minimization of the
rms error using the Nelder–Mead simplex search method
implemented with the FMINS m file inMATLAB .™20 The
noise floor of the data dictated the lower bound for this band
and the upper bound was set at a frequency below most of
the observed high-frequency resonances that may have in-
volved GI bubbles. Results were discarded for cases where
the search algorithm did not converge, a sensor was known
to have failed, a resonance was computed outside the band of
the data, or the results were clearly aphysical~such asM rad

,0, k,0, h,0, uzu*1, orz,0!. This occurred most often for
datasets with poor signal to noise and was often the result of
a noise spike appearing to be a resonance peak. These peaks
seldom had a phase consistent with resonance, and erroneous
signs of one or more model parameter frequently character-
ized such noise-contaminated results. The largest number of
interpretable results was obtained from the close hydro-
phone, which was the least noisy measure. Here 76% of the
data that were acquired provided meaningful parameter sets:

a total of 205 sets for all subjects and depths. The smallest
number of results was obtained from the ultrasonic sensor,
which was the noisiest. Here only 20% of the data were
interpretable for a total of 54 parameter sets. Ultimately the
ultrasonic data was of little use because of its poor signal-to-
noise ratios. The second hydrophone and the accelerometer
provided 190 and 165 parameter sets, respectively. Represen-
tative data and curve fits from a single measurement are
shown in Fig. 6. Although this measurement is not noise-
contaminated to a degree that would make it uninterpretable,
the low-frequency nature of the noise along with its relative
magnitude on each of the transducers can be seen. The ultra-
sound data depicted in Fig. 6 is less noise contaminated than
it was for most of the measurements. It has been fit to the
model in two ways, both considering and neglecting the
phase of the measured velocity. The phase-independent pre-
dictions are clearly in closer accord with the other data. This
may be indicative of unaccounted-for delays in the PLL cir-
cuit, but this effect could not later be reproduced and was not
diagnosed at the time of the experiment.

Viscous damping offered the best fit to the data for the
three scenarios that were considered~i.e., viscous, structural,
and radiation damping!. The manipulation ofn from Eqs.~7!
and~8! shows a degradation in both the mean error of the fit
and the standard deviation of the resonances measured at
each depth ifn is varied fractionally fromn51.

The natural frequencies determined by fitting Eqs.~7!
and ~8! to all of the data are shown as histograms in Fig. 7.
The Q’s of these resonances were found fromQ
>AkM rad/h, which is taken from Meirovitch.19 These are
depicted in the histograms shown in Fig. 8. Viewed indepen-
dently, the mass-normalized damping from the hydrophone
data and the damping from the accelerometer measurements
showed no obvious depth dependence. This would predict
that Q is proportional tovn (vn5Ak/M rad) and M rad is a
constant. It is clear from the figures thatQ does not consis-
tently obey this relationship. The reason for this is that the
accelerometer and hydrophone predictions are in disagree-
ment over the constancy ofM rad andh. Accelerometer data
indicate that the depth dependence of the resonance is caused
by roughly equal contributions from a stiffness that is mono-
tonically related to depth and a radiation mass that is in-
versely related to depth in the presence of a depth-
independent damping term. In contrast, the pressure
measurements indicate that the mass-normalized damping is
constant and therefore the radiation mass can only vary in
direct proportion to the damping. This is one of several in-
teresting features of the data that point to a second degree of
freedom for the lung motion with a natural frequency near
this frequency range.

Figure 9 shows a comparison between the fundamental
resonances predicted by the 1-DOF model fits and a simple
model for their depth dependence. Each of the measures has
been plotted separately along with error bars that indicate the
standard error of the mean for each of the measures. The
agglomeration of the data is an unweighted average of all of
the data from the two hydrophones and the accelerometer.
The ultrasound data were omitted from this average because
of a general bias toward higher frequencies that is a combi-
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nation of the noise contamination of the data and the phase
response of the PLL~as indicated in Fig. 6!. The model is
based on the assumption of a depth-dependent air spring in
parallel with a depth-independent chest-wall stiffness, such
that

f lung~z!5 f 0Ap~z!

p~0!
1b, ~9!

where f 0531.7 Hz,b50.55,p is ambient pressure, andz is

depth. f 0 andb were determined from a least-squares fit to
the agglomeration of measured resonances. These numbers
differ slightly from previously reported results from the same
dataset17 because of the inclusion of additional data and the
exclusion of ultrasonic data and aphysical results. In both
cases the model fit falls within the error bars for the data to
which it is fit. Physically,f 0 represents the natural resonant
frequency of the air-spring portion of the lung at atmospheric
pressure.b represents the chest wall and body tissue contri-

FIG. 6. Full set of transfer functions measured on subject E at 2.8 m equivalent depth: ultrasonic vibrometer~a!, close hydrophone~b!, accelerometer~c!, and
far hydrophone~d!.

FIG. 7. Histograms of measured resonance frequencies on all subjects for
each equivalent depth.

FIG. 8. Histograms of measured resonance quality factors on all subjects for
each equivalent depth.
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butions to lung stiffness normalized by the air-spring stiff-
ness. The assumption of a depth-independent radiation mass
is implicit in this model. This interpretation is reinforced by
comparison off 0 in Eq. ~9!, as obtained from the data with
the natural frequency of a submerged air-filled spherical
bubble with the same~4 l! volume. The theoretical value for
the resonance frequency of a spherical bubble of radiusa is
given by13

f bubble5
1

2pa
A3gP

rwater
, ~10!

where P is the ambient pressure,g is the ratio of specific
heats~1.4 for air!, andrwater is the density of water. For a 4
l volume at one atmosphere (P513105 Pa) we obtain
f bubble533.1 Hz that is close to the empirically obtained es-
timate for f 0 . Equation~9! is also consistent with Andreeva’s
model for the resonance of a fish swim bladder as an air-
filled sphere embedded in an elastic medium:21

f swim bladder5
1

2pa
A3gP14m f

rwater
. ~11!

Here m f is the shear modulus of the surrounding medium.
Combining Eqs.~9!–~11! reveals thatm f53/4gP(0)b. This
predicts a shear modulus of 58 kPa for the material surround-
ing the lung, which is in reasonable accord with reported
values for soft body tissue tissues such as blood vessels22 and
slightly lower than values reported for soft rubber23 (m f

*200 kPa).
The most pronounced deviations from the model fit

shown in Fig. 9 are for the measurements made at low am-
bient pressures. This is somewhat explainable in terms of the
salient features of the corresponding datasets. The U-shaped
noise floor causes a bias toward higher frequencies in all of
the data. This is most pronounced at low ambient pressures
because the lung resonance shows stronger depth depen-
dence than the apparent low-frequency noise, which is am-
plified by the resonant response of the J-11’s. Thus, the data
from the close hydrophone, which was the most noise-
immune measure, result in the lowest mean resonance at low

ambient pressures. Similarly, the data from the ultrasound
system~not depicted in this figure! were, in general, very
noisy and yielded the highest mean values for resonance fre-
quency. The consistently lower predictions of resonance fre-
quency from the close hydrophone compared to the other
two measures depicted in Fig. 9 are interesting. These may
indicate additional degrees of freedom. It is clear from Fig. 9
that an explanation that attributes the error to a single type of
measure would require an adjustment to the values off 0 and
b in Eq. ~9!.

VI. ADDITIONAL DEGREES OF FREEDOM

Evidence that additional degrees of freedom play a sig-
nificant role in the response of the lungs in the frequency
range of interest includes systematic disagreements between
predictions from different measures with the 1-DOF model
regarding the depth dependence of the radiation mass and of
the resonance frequency. There is also an obvious high-
frequency resonance in much of the data acquired at low
ambient pressures. Two different two-degree-of-freedom~2-
DOF! models were used to study these effects.

One of these models considers the lungs as two separate
systems that are mass-coupled following the simplified mod-
els of Shima24 and Zabolotskaya25 for a two-bubble system.
Here a complex stiffness was assumed to approximate the
Q’s observed in the measured transfer functions. Because the
right and left lung differ in size, the new antisymmetric mode
has a net volume velocity and can be excited by incident
pressure, although it is likely to be more heavily damped
than the fundamental mode. This model was used to generate
synthetic results that were then inverted using the 1-DOF
model that was used to estimate lung parameters from the
experimental data. In general, the estimates were good be-
cause the two resonance frequencies were close and the low
Q’s tended to smear the effects of the two modes together.
The inverted parameters reasonably represented the proper-
ties of the two bubbles coalesced. There was, however, a
systematic difference between the parameters that were in-
verted from the displacements of the larger and smaller
bubbles. This offers one possible explanation for the ob-
served resonance frequency discrepancy between measures.
Confirmation of this conjecture would require additional data
~such as separate right and left side measures with good
SNR! and a more complicated model that accounted for ac-
tual lung geometry, nonuniform excitation, and stiffness cou-
pling through the airways. The two-bubble model was also
used to simulate the response of GI bubbles. Curves similar
to those shown in Fig. 4 were generated by assuming a 3.5
cm diameter bubble in close proximity to a lung-like 20 cm
diam~4.2 L! bubble at atmospheric pressure. The response of
the larger bubble was negligibly affected by the presence of
the smaller bubble below 120 Hz and its parameters could be
inverted from the synthesized data in the 20 to 120 Hz range
without consideration of the smaller bubble.

A second 2-DOF model that was considered was a math-
ematical model without an intrinsic physical basis. Here a
second resonance~uncoupled from the fundamental reso-
nance! was assumed to exist, and the measured transfer func-
tions were numerically fit to the model. This resolved the

FIG. 9. Data model fit for depth dependence of lung resonance. Error bars
indicate standard errors of the mean for each subset of data.
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disagreement between hydrophone and accelerometer predic-
tions regarding the radiation mass without significantly alter-
ing the fundamental resonances predicted by the 1-DOF
model. The modeled second resonance was below the evalu-
ation band and nearly depth independent. The data are best
fit by a second resonance at 18 Hz, although the fit can be
substantially improved over the 1-DOF model, even by the
assumption of a second resonance well below 1 Hz. Its pri-
mary contribution to the transfer function is that it adds a
constant-phase term in the band of interest~which is in the
mass-controlled region of the conjectured mode!. Because its
effects are most apparent in the accelerometer data, it is
likely that this resonance, if it exists, does not have an asso-
ciated volume velocity and is therefore excited by the non-
uniformity of the incident field. The incident pressure has a
significant spatial second derivative at all frequencies and a
gradient that becomes pronounced below the resonance of
the J-11 transducers, where they are poorly matched to each
other. Possible modes of a second lung-related resonance at
these frequencies include whole-body translation, a Helm-
holtz resonance, or shell-like modes of the chest wall to
which the entrained air does not contribute stiffness. Only
the last two of these are consistent with the previously men-
tioned 18 Hz result. The second low-frequency resonance is
a compelling explanation for the anomalous accelerometer
response in that it confirms both intuition and hydrophone
measurements in supporting a depth-independent radiation
mass and it significantly improves the quality of the model
fit. There is, however, not sufficient data to verify this con-
jecture.

VII. CONCLUSIONS

The frequency response of the submerged human lung
was measuredin vivo at several depths over the frequency
range of 20 to 500 Hz. Although the measurements were
made in a relatively small volume of water, free-field condi-
tions were reasonably simulated with regard to the funda-
mental lung resonance. Three different techniques were used
for the measurement: pressure was measured in the fluid
around the subjects at two locations with hydrophones, chest
wall acceleration was measured using an accelerometer, and
lung surface motion was measured using a noninvasive ul-
trasonic technique. Noise problems rendered the ultrasonic
data useful only as a proof-of-concept. The measurements
are consistent with a lung stiffness that is a parallel combi-
nation of the chest wall and the entrained air, a dominant
viscous damping mechanism contributed by body tissue, and
a depth-independent radiation mass that is dominated by the
surrounding fluid. Averaged measurements over ten subjects
support the conclusion that lungs resonate at around 40 Hz
with a meanQ of 1.8 to 2.2 ~depending on assumptions
regarding the existence of an additional low-frequency reso-
nance! when normally inspired at an ambient pressure of 1.1
atmospheres. The resonance frequency increases as the
square root of the ambient pressure and was measured on
average at 71 Hz at a pressure equivalent to a 36.4 m sub-
mersion in seawater. At this pressure,Q’s rose to about 2.6
on average. A physical model based on the experimental data
predicts that the resonance frequency would remain below

the band of interest for the SURTASS LFA system~i.e.,
,100 Hz! over the range of diving depths down to 86 m.

Although the analysis presumed that the lung could be
characterized as a 1-DOF system, there is evidence to sug-
gest that other modes of vibration play a role in the measured
data. The more compelling of these are a depth-independent
resonance at or below 18 Hz with little or no associated
volume velocity that is open to several interpretations and a
strongly depth-dependent resonance well above 120 Hz that
may be associated with GI bubbles. Because of the small
number of sensors used in the experiment, there is not suffi-
cient data available to confirm or characterize the other
modes that have been conjectured.
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Dolphins within the Navy Marine Mammal Program use echolocation to effectively locate
underwater mines. They currently outperform manmade systems at similar tasks, particularly in
cluttered environments and on buried targets. In hopes of improving manmade mine-hunting sonar
systems, two instrumentation packages were developed to monitor free-swimming dolphin motion
and echolocation during open-water target detection tasks. The biosonar measurement tool~BMT!
is carried by a dolphin and monitors underwater position and attitude while simultaneously
recording echolocation clicks and returning echoes through high-gain binaural receivers. The
instrumented mine simulator~IMS! is a modified bottom target that monitors echolocation signals
arriving at the target during ensonification. Dolphin subjects were trained to carry the BMT in
open-bay bottom-object target searches in which the IMS could serve as a bottom object. The
instrumentation provides detailed data that reveal hereto-unavailable information on the search
strategies of free-swimming dolphins conducting open-water, bottom-object search tasks with
echolocation. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1867913#

PACS numbers: 43.80.Ev, 43.80.Ka@WA# Pages: 2301–2307

I. INTRODUCTION

Dolphins possess a biological sonar system that is highly
effective at submerged object detection and identification, is
operational in open water to littoral zones, and is capable of
finding buried targets. Due to the ability of the dolphin to
out-perform manmade systems at submerged object detection
and identification, the United States Navy has placed consid-
erable effort into understanding dolphin biosonar~echoloca-
tion!.

Past research has investigated the propagation character-
istics of echolocation clicks~Au and Snyder, 1980; Au, 1980;
Au, 1992!, mechanisms of click production and echo recep-
tion ~Brill, 1991; Bullock and Ridgway, 1972; McCormick
et al., 1980; Moore and Pawloski, 1990; Cranford, 2000, Du-
brovskii et al., 1991!, adaptive production of clicks relative
to the echoic task performed~Houseret al., 1999!, and per-
formance at object detection and identification~Au and Sny-
der, 1980; Au and Penner, 1981; Helweget al., 1996!. Dol-
phin echolocation research is traditionally confined to
enclosed pen environments and requires a limitation on dol-
phin movement and precise placement of the subject to en-
sure control over the maximum response axis~MRA! of the
echolocation beam@see Au~1993! for review of historical
studies#. These manipulations are required to manage the
complexities of click propagation but impose an artificiality
that removes dolphin motion from search strategy analysis,
potentially creates a relatively simple echoic task, and mini-
mizes the clutter and reverberation that a dolphin experi-
ences in more naturalistic environments. As such, little quan-
titative data are available on dolphins conducting free-
swimming, open-water acoustic searches.

Prior research conducted in pens or pools is invaluable;

however, it cannot ascertain acoustic interactions with the
environment, and the potentially broader variability in re-
sponse afforded a free-swimming dolphin that conducts an
echoic search in a natural, open-water environment. Under
such conditions, information obtained on animal movement,
click production, echo reception, and reception of clicks at
an ensonified target can provide detailed information on dol-
phin echolocation that can be mined for biosonar search
strategies under real-world conditions. Results can be ap-
plied to the development of signal-processing algorithms and
adaptive search strategies that improve the mine-hunting ca-
pability of manmade naval assets~e.g., Au et al., 1995;
Gaunaurdet al., 1998; Helweget al., 1996; Mooreet al.,
1991; Roitblatet al., 1995!.

This paper describes the design of two instruments con-
structed for free-swimming dolphin echolocation studies in
the natural environment. The first instrument, termed the bio-
sonar measurement tool~BMT!, permits the movement and
echolocation strategy of a target-hunting dolphin to be re-
corded without hampering the dolphin’s motion through the
search field. The second instrument, the instrumented mine
simulator~IMS!, records echolocation clicks at the targeted
mine simulator. Collectively, data from the BMT and IMS
provide a composite acoustic and visual representation that
can be mined for information on dolphin echolocation search
strategies.

II. METHODS

A. Biosonar measurement tool „BMT…

The BMT is based on an earlier development effort
termed the attitude range monitor~ARM; Sigurdson, 1997!.
The ARM effort investigated dolphin echolocation during
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open-water target detection trials, but was constrained by
requiring that the animal and recording instrumentation be
tethered to a research boat. The BMT is mounted underneath
a biteplate that the dolphin carries in its mouth~Fig. 1!, thus
allowing the animal to freely move throughout a search field.
This design was favored over alternatives~such as backpack
mounting! for simplicity, safety, and comfort of the dolphin.
The dolphin is free at any time to open its mouth and release
the instrumentation package. The biteplate configuration also
provides a consistent mounting relationship between the dol-
phin and the acoustic and navigational sensors.

The BMT was developed to record a wide variety of
sensor data from a free-swimming dolphin engaged in a tar-
get detection task. Sensor data include three-dimensional at-
titudes and dynamics of the dolphin~heading, pitch, roll,
acceleration, angular rates, depth, and velocity! and three
channels of passive sonar data~one for recording outgoing
echolocation clicks, and two for recording echoes on paired
biologically inspired high-gain binaural receivers!. A low-
risk approach to the development of the BMT electronics
was employed through the use of Commercial Off-The-Shelf
~COTS! electronics.

1. Underwater navigation

Underwater navigational data were measured using a
mixture of three separate passive sensors. These included a
pressure sensor~Micron Instruments, Simi Valley, CA! for
measuring depth to an accuracy of;8 cm and a nonmag-
netic, fiberoptic, propeller-driven velocity sensor~Swoffer
Instruments, Seattle, WA!. Additionally, an all-attitude
Crossbow® solid-state, 9-degree of freedom, Attitude Head-
ing Reference Unit~AHRS! was used. The AHRS computed
Euler angles of heading, pitch, and roll, and provided three
axes each of magnetic data, acceleration data, and angular
rate data. The AHRS angular rate sensors required ‘‘zeroing’’
on a stable platform prior to each power on use. AHRS data
were used to reconstruct and analyze the dolphin’s underwa-
ter track during a search procedure and to investigate more
detailed aspects of dolphin motion, such as tail thrusts~e.g.,
Johnson and Tyack, 2003!. Due to inherent bias and stability
errors associated with solid-state accelerometers, a propeller-

driven velocity sensor was required to directly measure ve-
locity. Collectively, AHRS data combined with the depth
sensor and velocity sensor data allow for estimates ofx, y,
andz positional data.

2. Acoustic sensors

Three channels were designed into the BMT to record
acoustic data—one low-gain channel for sensing echoloca-
tion clicks produced by the dolphin, and two high-gain di-
rectional channels for sensing echoes from objects in the
environment. All channels of acoustic data were continu-
ously and simultaneously sampled to 16-bit resolution at a
sample rate of;314 kHz. Sigma-delta analog to digital
oversampling converters were utilized to provide a frequency
bandwidth of;150 kHz for each channel. All channels were
bandpass filtered at 12 kHz on the low end~to reduce the
impact of ambient noise in the bay! and 150 kHz on the high
end ~for antialiasing!.

Outgoing echolocation clicks were detected using a
small, omnidirectional hydrophone~Reson TC4013! placed 1
m in front of the animal on the presumed maximum response
axis ~MRA! for outgoing echolocation clicks~Au et al.,
1986!. This allowed echolocation clicks to be recorded un-
saturated to a ceiling of 215 dBre:1 uPa~peak–peak!. Fidel-
ity of data collection was maintained for each collected
echolocation click by fixing the hydrophone on the presumed
MRA, i.e., click variation due to movement of the recording
hydrophone was minimal because the position of the hydro-
phone relative to the dolphin was controlled by the biteplate
mounting.

Two directional hydrophones were mounted on the front
of the BMT package to receive ambient acoustic data and
echoes from objects ensonified by the dolphin’s echoloca-
tion. The directional hydrophones were designed to be bio-
mimetic: the hydrophones had beamwidths comparable to
behaviorally measured dolphin receive beam patterns~Au
and Moore, 1984!, and the spacing between biomimetic re-
ceivers, 12.5 cm, approximated the spacing of the dolphin’s
auditory bullae as determined through computed tomogra-
phy. The gain of the biomimetic receiver was set such that
digitized data saturated at approximately 155 dBre:1 uPa
~peak–peak!. Due to the wide dynamic range realized with
16-bit converters, and the relatively short functional range of
the sonar system~under 100 m!, time-varying gain was not
utilized. The higher gain and directivity index associated
with the directional receiver allowed for the detection of
small target strength targets out to ranges in excess of 60 m.
The binaural nature of the receiver permitted coherent-based
processing, such as beamforming.

3. BMT controller

COTS electronics were utilized for the control computer,
which consisted of a conduction-cooled 6U VME computer
board with a Motorola PowerPC processor. The VxWorks
Real Time Operating System~RTOS! was used for the soft-
ware architecture. Another COTS 6U VME analog to digital
converter board was utilized for acquiring the three channels
of acoustic data. Custom electronics were required for

FIG. 1. Photograph of the BMT with the click detector hydrophone, binau-
ral receivers, velocity sensor, and biteplate identified.
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preamplification and signal conditioning of the acoustic
channels and the depth and velocity sensors. A battery pack
utilizing 10 D-size cells was used to power the unit via a
COTS PC104 dc–dc converter. The converter had a switch-
ing frequency of 200 KHz, which is above the highest bio-
sonar frequency of interest and well suited to the analog to
digital converters utilized. Total power consumption was ap-
proximately 35 watts and the device was capable of running
for more than an hour on one battery charge. In excess of 20
target search trials were possible on a single battery charge.
The batteries were housed in a set of sealed compartments,
physically separating them from the BMT controller elec-
tronics and facilitating the changing of the batteries in the
field. Following a search trial, a wet mate-able underwater
connector was utilized to connect the BMT to a computer on
the workboat. Data were uploaded to the workboat computer
over a standard 100 BaseT Ethernet connection. Time to up-
load the maximum amount of data collected per trial~242
MB! was approximately 25 s. The BMT was placed in a
standby power mode after data upload and prior to the start
of the next trial~i.e., in between data collections!.

4. Workboat computer

The workboat computer interfaced to a differential glo-
bal positioning system~DGPS! and implemented a user
‘‘mark’’ system for logging the position of the boat and tar-
gets in the search field. The position of the boat was marked
when the dolphin carrying the BMT was sent from the side
of the boat to search for a target, and was marked again once
the dolphin returned to the boat following completion of the
target search. Send and return marks allowed integration of
the underwater relative navigational data into the world co-
ordinate system~i.e., latitude/longitude!. The workboat com-
puter utilizedONTRAK© navigational software, which could
be integrated with uploaded navigational data from the BMT
to assess the search path of the dolphin.

B. Instrumented mine simulators „IMS…

The instrumented mine simulators~IMS! used in dolphin
bottom-object searches were developed approximately 18
months after initial development of the BMT. These instru-
ments made use of a single omnidirectional receiving hydro-
phone~Reson TC4013A! to collect echolocation signals pro-
duced by the dolphin. The gain on the hydrophone
preamplifier was set at 40 dB@incoming clicks saturated at
;165 dBre:1 uPa~peak–peak!# so that incoming echoloca-
tion signals could be recorded when the dolphin was tens of
meters away from the IMS. The same sigma-delta analog to
digital converter chips used in the BMT were used in the
IMS. However, as the IMS is stationary during trials, it con-
tained a relatively simple COTS heading, pitch, roll sensor
and no depth or velocity sensors. A COTS PC104
1Pentium-based control computer and data acquisition
boards were used to reduce the footprint and expense of the
IMS. A SHARC-based PC1041DSP card was used for ac-
quiring single-channel data at a sample rate of 312.5 kHz. A
D-cell alkaline battery pack and PC104 dc–dc converter
were utilized to power the IMS.

The IMS included an acoustically commanded wake/
sleep subsystem that allowed the IMS to be placed in the
field for weeks at a time; in standby mode, an IMS could stay
deployed for up to 3 weeks. Each IMS could be ‘‘awakened’’
before conducting dolphin search trials with a 32-kHz tone.
The IMS would then continuously collect acoustic data for
18 min before automatically shutting off. IMS packages
stored data on a 20-GB hard drive until they were retrieved
from the field. Following recovery, data collected with the
IMS were transferred to analysis computers utilizing a 100
BaseT Ethernet link.

III. DATA ANALYSIS AND ANALYSIS TOOLS

A. BMT—underwater navigational data

The collective outputs of the BMT navigational sensors
can be used to create three-dimensional paths of a dolphin
during an echolocation search. Coupled to acoustic data,
these reconstructions permit relationships between echoloca-
tion production, target ensonification, and the spatial associa-
tion between target and dolphin to be analyzed. This infor-
mation is particularly useful during target-present trials in
which the dolphin whistles to signify its finding of the target
~see Houseret al., this issue!. The whistle, which is recorded
by the BMT acoustic sensors, permits the acoustic informa-
tion potentially processed by the dolphin prior to decision
making to be segmented from the data stream. This reduces
the amount of data that requires postprocessing if one is in-
vestigating the target detection and classification aspects of
the dolphin’s echolocation.

Figure 2 provides a three-dimensional plot demonstrat-
ing the underwater position of a dolphin during a target
search as derived from the AHRS, depth, and velocity sen-
sors. Data corresponding to the start of the trial are refer-
enced to the origin of a three-dimensional Cartesian coordi-
nate system. Additional navigation data may also be plotted
with position for finer analysis. Figures 3~a! and~b! demon-
strate the velocity of a dolphin during a target search~in
m/s!, as well as the pitch angle of the animal and its accel-
eration in theZ dimension. Such information is useful in
determining the tail thrust sequences during animal motion
as well as when the animal demonstrates angular head mo-
tion, i.e., when the animal changes the region of echo inspec-

FIG. 2. A three-dimensional representation of a dolphin target search rela-
tive to the start-of-search position. The axes units are in meters relative to
the starting position.
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tion without varying the position of the longitudinal axis of
its body. Figure 3~b! demonstrates the two-dimensional
search of the dolphin and includes velocity information sub-
sampled from the original AHRS data set.

B. BMT—acoustic data

Figure 4 provides an overview of the three acoustic
channels of data for the trial presented in Fig. 3~45-s trial!.
Figure 5 demonstrates the source level and interclick inter-
vals for all outgoing clicks from a representative short trial.

The trial was a target-present trial and the arrows show
where the dolphin whistled to indicate detection of the target.
Instantaneous peak source levels are over 205 dBre:1 uPa
and the interclick intervals~measured as the time between
the two pressure peaks of successive clicks! are around 40
ms at the time of the whistle. These graphics demonstrate the
utility of the collective data in exploring dolphin echoloca-
tion strategies; temporal and spectral characteristics of re-
corded clicks can be compared with subject attitude and po-
sition relative to the target, up to the time that the dolphin
whistles to signify target detection.

FIG. 3. ~a! From top to bottom—velocity in meters/s; middle—pitch angle in degrees; bottom—Z-axis accelerometer in G’s for a dolphin on a correct,
target-present trial are shown. A strong effect of tail thrust in the vertical accelerometer (Z axis! can be observed corresponding to the strongest and fastest
tail thrusts of the animal in the first 1/3 of the trial.~b! A planar view of travel path in meters with relative velocity demonstrated by vector arrows. The data
are from the same trial demonstrated in Fig. 2.

FIG. 4. Acoustic time-series data for a
45-s trial ~same trial as Fig. 3!. Data
from the outgoing click monitor~a!
and binaural high-gain, directional re-
ceivers ~b! are displayed. Note that
saturation of the binaural receivers re-
quires use of the time-aligned click
channel to segment echolocation
clicks from the echo stream.

2304 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Martin et al.: Instrumentation for free-swimming dolphin echolocation studies



The acoustic and navigation data can be time aligned by
correcting for the start of acquisition for each sensor, thus
allowing position and acoustic information to be synchro-
nized. Time alignment is essential for segmentation of the
outgoing echolocation clicks from the more sensitive binau-
ral receiver channels~see Fig. 4!. One can also gain excep-
tional situational understanding for each trial by coupling
scientific visualization techniques with an acoustic replay of
the echolocation data. Echolocation signals can be time
stretched into the audible range by slowing the replay by a
factor of 8. The three-dimensional dolphin position data, tar-
get position data, acoustic data streams, and timing informa-
tion can then be combined to form a four-dimensional acous-
tic and visual representation of the dolphin search strategy.
Visualization can be augmented with bathymetric features to
aid in understanding the dolphin’s search strategy in relation
to the bathymetry and target placement~for example, see
Fig. 6!. Various modeling languages can be used for this type
of visualization, including theVIRTUAL REALITY MODELING

LANGUAGE ~VRML! used in Fig. 6.VRML is interactively
viewable via a Web browser through freely available plug-
ins, such as Cosmo Player©. Once acoustic and position data
are time aligned, analysis typical to echolocation studies
~e.g., variation in amplitude and spectral content of clicks,
interclick intervals, etc.! can be applied with added contex-
tual information on the movement of the dolphin relative to
the target.

Data collected from the binaural receivers allow back-
scatter produced by the dolphin’s echolocation clicks to be
observed. Echoes can be analyzed for temporal and spectral
cues that may indicate to the dolphin the presence of a target.
Because of the interaural time of arrival differences in the
binaural model, it also permits beamforming, or bearing es-
timates, to determine the relative angle to echo sources. Stan-
dard cross-correlation techniques or more elaborate adaptive
techniques~e.g., BioSAS©, Chirp Corporation, La Jolla,
CA! may also be applied to investigate echoic returns for
clues to target detection. Information from these various
analyses can be used to determine if a correlation exists be-
tween the frequency-dependent energy distributions of click

and echo returns and the animal’s searching mode~i.e.,
search, acquire, confirm!.

C. IMS data

Similar to navigation and acoustic data collected with
the BMT, acoustic data collected with the IMS can be syn-
chronized to BMT data after accounting for timing offsets
between the instruments. This is accomplished by roughly
aligning the time of day based upon internal clocks and then
correlating interclick intervals recorded at the IMS with in-
terclick intervals recorded from the BMT. Figure 7 provides
a sample of acoustic information arriving at an IMS that has
been synchronized with BMT data. The upper panel shows

FIG. 5. Peak amplitude in dBre:1 mPa and interclick interval in ms for the target search depicted in Fig. 3. The arrows indicate the point at which the dolphin
whistles, indicating detection of the target.

FIG. 6. Interactive four-dimensional representation of the dolphin search
depicted in Fig. 3 created using VRML. The viewer used here is Cos-
moPlayer©.
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the time series for echolocation click production as recorded
by the BMT, as well as the simultaneously collected heading,
pitch, and roll. Given the known relative position of the tar-
get to the dolphin at the beginning of the trial, bearing esti-
mates from the BMT can be used as an additional step in
verifying that the dolphin is inspecting the IMS. The lower
part of Fig. 7 shows the IMS incoming acoustic data with the
same time-aligned BMT heading, pitch, and roll data that
appear in the upper panel. In this instance, the IMS is at a
true bearing of approximately 50 deg from the location of the
BMT at the time of echolocation click reception. The dolphin
acoustic search pattern in terms of head motion can be ob-
served as scanning from a 100 deg heading down to 50 deg.
The IMS received signals are maximized when the BMT is
pointing at a heading of 50 deg. The dolphin then scans back
up towards 100 deg and comes back to 50 deg; again, the
IMS data show maximal incoming signal as the dolphin
scans back onto the IMS target heading. The acoustic search
ends at this time.

Acoustic data from the IMS are useful in determining
how many of the dolphin’s echolocation clicks ensonify the
target. This information permits the scope of acoustic infor-
mation analyzed for cues to target detection to be narrowed
and provides insight into the attenuation of frequency-
specific energy with click propagation. Coupled to the re-
turning echoes recorded at the BMT, a complete acoustic
circuit is observed demonstrating the type of acoustic infor-
mation available to the dolphin and how that information
changes as a function of range and angle of target incidence.

IV. CONCLUSION

The BMT and IMS systems permit the study of search
strategies by free-swimming, echolocating dolphins operat-
ing in real-world environments. Traditionally, echolocation
studies relied upon hoop or biteplate stationing to ensure the
on-axis collection of echolocation clicks, necessarily con-

straining the potential behaviors of the animal and the com-
plexity of the tasks. The ability to conduct echolocation stud-
ies on free-swimming dolphins increases the richness of
behavior that can be explored, and permits a more adequate
assessment of dolphin search strategies given the limitations
imposed by the noise and clutter inherent to a natural envi-
ronment. Furthermore, such information can be collected
without sacrifice of on-axis fidelity of recorded echolocation
clicks.

The instrumentation described herein has been designed
to provide quantitative data for free-swimming dolphins con-
ducting mine-hunting tasks. Researchers now are capable of
having detailed insight into what dolphins actually do when
free swimming and hunting for targets. The data allow re-
searchers to better understand how the dolphin effectively
accomplishes object detection and identification tasks
through acoustic means. Particular to goals of target detec-
tion and identification, it allows signal-processing algorithms
developed to improve mine-hunting sonar capabilities to be
tested on BMT and IMS data. The performance of the algo-
rithms can then be ranked relative to dolphin performance,
which is a benchmark for mine hunting in shallow-water and
very shallow-water systems~40–200 and 10–40 ft., respec-
tively!. To date, data have been collected from two dolphins
engaged in free-swimming, bottom-object searches in con-
junction with the deployment of both the BMT and IMS
systems. Results from the analysis of the BMT data can be
found in Houseret al. ~this issue!; however, the richness of
the entire data set is unparalleled and requires continued in-
depth analysis.
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Echolocation characteristics of free-swimming bottlenose
dolphins during object detection and identification
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A biosonar measurement tool~BMT! was created to investigate dolphin echolocation search
strategies by recording echolocation clicks, returning echoes, and three-dimensional angular motion,
velocity, and depth of free-swimming dolphins performing open-water target detections. Trial start
and stop times, locations determined from a differential global positioning system~DGPS!, and
BMT motion and acoustic data were used to produce spatial and acoustic representations of the
searches. Two dolphins~LUT, FLP! searched for targets lying on the seafloor of a bay environment
while carrying the BMT. LUT searched rapidly (,10 s), produced few clicks, and varied click-peak
frequency~20–120 kHz!; FLP searched relatively slowly~tens of seconds! and produced many
hundreds of clicks with stereotypical frequency-dependent energy distributions dominating from
30–60 kHz. Dolphins amplified target echo returns by either increasing the click source level or
reducing distance to the target but without reducing source level. The distribution of echolocation
click-peak frequencies suggested a bias in the dominant frequency components of clicks, possibly
due to mechanical constraints of the click generator. Prior training and hearing loss accommodation
potentially explain differences in the search strategies of the two dolphins. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1867912#

PACS numbers: 43.80.Ka@WA# Pages: 2308–2317

I. INTRODUCTION

Interest in dolphin echolocation is spurred by curiosity
over the mechanisms involved, its ecological significance,
and its applicability to the improvement of manmade sonar
systems~Moore, 1997; Roitblatet al., 1995, 1989!. Past re-
search on bottlenose dolphins~Tursiops truncatus! has
yielded insight into echolocation transmit and receive beam
patterns~Au, 1980; Au and Moore, 1984; Auet al., 1986!,
the time, amplitude, and frequency components of echoloca-
tion clicks ~Au, 1980; Auet al., 1974; Houseret al., 1999!,
and the hearing ability of this species~Au et al., 2000; Brill
et al., 2001; Jacobs, 1972; Johnson, 1968!. Investigations on
the effectiveness of echolocation in object detection and
identification ~Au and Penner, 1981; Helweget al., 1996;
Moore, 1997! and echolocation strategies used in object de-
tection and identification~Houser et al., 1999! have also
been performed, but such experiments are typically confined
to pen enclosures or utilize stationing techniques to control
the position of the dolphin. Such approaches control for the
complexities of the acoustic environment and constrain the
possible interpretation of the results.

Dolphins move in the vertical dimension of three-
dimensional space to a great degree, and their primary sen-
sory modality is acoustic, not visual, thus distinguishing
them from most terrestrial mammals~excepting bats!. These
characteristics make conceptualization of echo-image repre-
sentation within the dolphin difficult and impede our under-
standing of dolphin echolocation signal processing. Collect-
ing data on free-swimming, echolocating dolphins can

provide information on how dolphins utilize echolocation in
more dynamic and difficult real-world tasks, providing infor-
mation on the relationship between motion, click projection,
and echo reception, the amount of echoic information re-
quired for decision making, and the magnitude and types of
noise ~e.g., clutter echoes! that must be resolved for target
detection. Such information can provide insight on math-
ematical principles underlying the signal processing of the
echolocating dolphin that may not be obtainable with experi-
ments confined to pen enclosures or that employ stationing
techniques to constrain dolphin movement.

Three-dimensional movement during echolocation in-
creases the complexity of signal-processing tasks necessary
for object detection and identification. However, three-
dimensional movement should also increase the effectiveness
of echolocation; returns from successive sonar pings pro-
jected toward a point in space progressively increase infor-
mation regarding that location if coupled with changes in
projector position~particularly for aspect-dependent targets;
Altes et al., 2003, 1998!. The adaptive value of motion dur-
ing sonar operations is evidenced by the development of
such systems as synthetic aperture sonar~SAS!. It is reason-
able to assume that a free-swimming dolphin, which has
evolved the ability to track and capture mobile prey in a
visually limiting environment, capitalizes on dynamic posi-
tion within the water column while echolocating to optimize
useful information contained in returning echoes. It follows
that the ability to record outgoing echolocation clicks, return-
ing echoes, and the three-dimensional orientation of a free-
swimming echolocating dolphin’s head can provide informa-
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tion valuable to the development of signal-processing
algorithms seeking to emulate dolphin performance. Further-
more, such information might provide insight into the capa-
bility and function of echolocation in ecologically important
activities such as foraging and navigation.

This paper describes data collected from a hardware sys-
tem specifically designed for recording echolocation in a
free-swimming dolphin and that leverages anatomical
knowledge of dolphin auditory system structure into its de-
sign~see Martinet al., this issue!. The data collection device,
termed the biosonar measurement tool~BMT!, consists of a
recording hydrophone on axis with the echolocation beam of
the dolphin, two receivers spatially separated according to
the distance between the auditory bullae of the dolphin, and
a Crossbow® 9-degree-of-freedom motion sensor~Attitude
Heading Reference Unit!, pressure sensor, and propeller-
drive velocity sensor. The BMT allows for the continuous
recording of echolocation clicks, returning echoes, and mea-
surement of the movement of a dolphin’s head while the
dolphin is engaged in a free-swimming target detection task.
This paper characterizes the echolocation strategies of two
free-swimming bottlenose dolphins engaged in similar object
detection tasks.

The purpose of this research is to gain a better quantita-
tive understanding of how dolphins search for targets in
highly cluttered, shallow-water environments, which provide
a more difficult setting for echolocation detection tasks than
traditional pen-constrained research settings. It seeks to de-
termine the variation or consistency in search strategies be-
tween different animals given similar tasks in hopes of find-
ing information useful in advancing signal-processing
approaches to target detection and classification in shallow,
cluttered environments. The ultimate goal of this research is
to improve manmade sonar systems by enabling effective
target searches in shallow-water and cluttered environments
and to remove the Navy’s need to use dolphins in the same
capacity.

II. METHODS

A. Instrumentation

Details of BMT hardware design are given elsewhere
~Martin et al., this issue!. A more general description of de-
sign and functionality are given here. The BMT consists of a
data acquisition system compartmentalized within a pressur-
ized housing that is backfilled with argon gas. The housing is
suspended from a neoprene-covered biteplate that a dolphin
uses to carry the unit. The BMT is activated just prior to
sending a dolphin on a submerged, target detection task~see
subsection B, behavioral task! and it continuously collects
data on echolocation production, echo reception, and motion
throughout the detection task. Data are collected from each
acoustic channel, one ‘‘click’’ channel and two ‘‘receive’’
channels, at;314-kHz sample rate with 16-bit resolution.
Sigma-delta analog to digital oversampling converters are
utilized that provide a bandwidth of approximately 150 kHz
for each channel. All channels are bandpass filtered at 12
kHz on the low end and 150 kHz on the high end for anti-
aliasing purposes. Data collection is manually terminated

when the dolphin returns from the task and reports that a
target is either present or absent. Data are then uploaded to a
computer through a 100-baseT Ethernet connection. Through
interface with a boat-mounted differential global positioning
system~DGPS!, this computer also records the location of
targets and buoys~see subsection B! and the location of the
workboat, from which the dolphin begins and ends its search,
at the start and termination of a trial. DGPS locations are
used to create a map of the search field throughONTRAK©
navigational software. The map is used to obtain a larger
situational understanding of dolphin movement relative to
the location of trials and targets in a session.

B. Behavioral task

Data were collected from two male dolphins that were
trained for open-water target searches, LUT~24 years old!
and FLP~25 years old!. Trials were run between July 2001
and January 2003 and were performed at two open-water
sites located within San Diego Bay, San Diego, CA. The test
field for LUT was an approximately 132399-m rectangle
which covered a variable range of depths from a maximum
of 23.8 m near the bayward boundary to the shallows of the
shoreline. The test field for FLP was an approximately 231
3112-m rectangle which covered a graded range of depths
from 14 m at the bayward boundary to the shoreline. The
depth grade at this site encompassed a steep upward slope on
the shoreward approach from the center of the bay.

Between 4 and 6 search stations were created at each
site prior to a session, with an equal number of target present
and target absent stations. Each station consisted of a floating
buoy alone~target absent! or a floating buoy and a target
~target present!. Floating buoys were tethered to the seafloor
via a weighted clump. The target consisted of an aluminum
ball ~10-in. diameter, 0.19-in. wall thickness! attached to a
short aluminum pipe and mounted on a aluminum base plate
~30-in. square,12 in.!. At target present stations, the target was
placed 2–30 m away from the base of the weighted clump at
arbitrary bearings. Search stations were placed so that the
buoys and targets of different search stations were a mini-
mum of 50 m apart. Search stations were rearranged between
sessions to prevent memorization of target locations by the
dolphins. Varying the search station positions also permitted
a variable number of water depths and bottom topographies
to be utilized during the trials. Furthermore, natural influx
and efflux of sand, mud, vegetation, and false targets~i.e.,
trash! provided for an environment that varied dynamically
with time.

Dolphins were trained to swim a path around the buoy at
each station and to search the adjacent areas for the target. If
the dolphin detected the target, it whistled, returned to the
boat, and reported to a response paddle corresponding to
‘‘target present.’’ If the dolphin did not detect the target, it
finished the search path around the buoy, returned to the
boat, and pressed a response paddle corresponding to ‘‘target
absent.’’ Dolphins were not required to swim around the
buoy if they detected the target prior to reaching the buoy
line. Conversely, a correct response on a target-absent trial
required that the dolphin swim around the buoy, thus ensur-
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ing that he moved through the entire search space within
which a target could be placed.

All trials were run from a Boston whaler. Prior to a
session, the BMT navigation sensors~angular rate gyros!
were zeroed on a stationary cement piling and the BMT was
put into standby mode until the start of the trial. Dolphins
either swam next to the boat on the way to the test site or
were trained to beach themselves on a foam-padded mat
within the Boston whaler and were then transported to the
test site. Two trainers were utilized for dolphin control and
monitoring throughout the session. A third and fourth person
were responsible for boat driving and downloading data from
the BMT. Prior to the beginning of a search trial, each dol-
phin was required to station at a trainer’s hand on the aft-port
side of the boat. The second trainer placed the BMT just
below the water surface on the port side of the boat with the
biteplate oriented toward the dolphin. The dolphin was then
cued to accept the BMT via the biteplate. Once accepted, the
BMT was switched to data collection mode and the dolphin
was cued to begin the trial.

The Boston whaler was positioned with the port side
toward the buoy marker of a search station. Distance be-
tween the Boston whaler and buoy varied from 25–60 m.
The distance was varied from trial to trial to provide a vari-
able range of areas over which the dolphin was required to
search. The ordering of target-absent or target-present trials
was determined by consulting a Gellerman series. The series
was balanced to provide an equal probability of absent ver-
sus present trials within a session but with no more than
three trials of the same type in succession.

C. Analysis

Trials were selected for analysis based upon the follow-
ing criteria:~1! unambiguous animal response;~2! no failure
of system hardware during data collection or data upload;
and~3! absence of system or environmental noise prohibiting
the detection of echolocation clicks. Trials were segregated
according to the dolphin’s response to the trial. ‘‘Correct’’
trials were those for which the dolphin responded correctly
for a target present or target absent, respectively. ‘‘Missed’’
trials were target-present trials that the dolphin incorrectly
reported as target absent. ‘‘False-alarm’’ trials were target-
absent trials incorrectly reported as having a target present.

Echolocation clicks were detected by using a 1000-point
sliding window instantaneous peak-pressure detector with a
175-dB re:1-mPa threshold. Once detected, echolocation
clicks were recorded as a 256-point waveform, with a 32-
point buffer prior to the pressure peak. This threshold level
occasionally captured other impulsive sounds~e.g., snapping
shrimp! or triggered due to other environmental or system
noise. Therefore, echolocation data were manually displayed
in sequence so a human observer could verify that captured
signals were echolocation clicks. Other captured waveforms
were discarded from the data set.

Trial start time was defined as the time that the first
echolocation click was emitted. Trial end time for target-
present trials was defined as the time at which the dolphin
whistled, indicating target detection and identification. Trial
end time for target-absent trials was determined as the time

that the last echolocation click emitted by the dolphin was
recorded by the BMT. Similar criteria were applied to trials
in which the animal missed a target or a false alarm oc-
curred; target-absent and target-present definitions for total
trial time were applied to each, respectively.

Interclick interval was determined for successive pairs
of clicks by measuring the time interval between the instan-
taneous peak pressures of each click. Interclick intervals
greater than 500 ms were eliminated from the interclick in-
terval data set and arbitrarily defined as a termination point
of a click train. Each click was transformed to the spectral
domain by applying a 256-point FFT, without windowing,
thus producing a frequency spectra representation with a
;1.2-kHz bin resolution. Peak frequency, instantaneous
peak pressure, and 3-dB bandwidth were calculated for each
echolocation click.

Echolocation clicks were categorized according to the
classification scheme of Houseret al. ~1999!, which is an
extension of descriptions presented by Auet al. ~1995!.
Briefly, click amplitude spectra were reduced to a number of
features and categorized so that categorical analysis of
echolocation clicks between trial types could be performed.
Rules for click categorization were modified slightly so as to
capture the more salient features of the clicks. Previous cat-
egorization of dolphin echolocation clicks resulted in a num-
ber of clicks being classified as ‘‘multimodal’’ because the
classification scheme failed on parameters that were of sec-
ondary importance to those that more effectively described
the amplitude spectrum~Houseret al., 1999!. Specifically,
the following modifications to Houseret al. ~1999! were
made:

~1! Type B and D clicks were eliminated from the classifi-
cation scheme. These clicks consist of a low-frequency
or high-frequency primary peak~within the 23-dB
band! with a secondary peak in the210-dB band. These
categories were found to seldom occur in previous work
~Houseret al., 1999!. The remaining categories used in
this study consisted of wideband~W!, low-frequency
unimodal ~LFU!, high-frequency unimodal~HFU!, bi-
modal ~BI! and multimodal~MULTI ! clicks.

~2! Contiguous regions of the amplitude spectrum within the
23-dB band were not counted as regions unless the
bandwidth of the contiguous region exceeded 10 kHz.
~For primary peaks to be calculated for a region, the
bandwidth of the contiguously bounded region had to
exceed 10 kHz.!

~3! Two adjacent contiguous regions were considered one
region if the frequency separation between the adjacent
upper and lower frequency limits was less than 5 kHz.

~4! The frequency considered for categorization was
;23– 120 kHz.

Target-absent and target-present trials in which correct
responses were given by the dolphin were analyzed to deter-
mine whether animals demonstrated systematic approaches
to click production while performing target searches. Correct
target-present trials were further separated into ‘‘search’’ and
‘‘acquisition’’ segments to assess whether click production
varied as the dolphin moved from a search mode to an ac-
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quisition mode. Data from the receive channels and click
channel of the BMT were used to determine times that bound
the two segments. The ‘‘acquisition’’ segment was defined as
the time that the echo of the target was first detected to the
time that the dolphin whistle was detected in the receive
channels. The search segment was defined as the time from
the production of the first echolocation click to the time that
the acquisition phase began. Returning echoes from the in-
sonified target were detected by application of a whitened
and match-filtered~WMF! detector. The WMF detector was
implemented by convolving the received signal with the
time-reversed transmit replica. The output was half-rectified
and filtered via a Hanning window. A signal level was calcu-
lated on a 32-sample frame, slipped 50%, as 10 log of the
variance of the filtered output. This result was then compared
to an adaptive noise level estimator and, when the signal
level to adaptive noise level ratio exceeded a threshold value
of 8 dB, detection was declared. A human observer with
experience in identifying echoes from the specific target em-
ployed visually verified detections as originating at the tar-
get. Even with a trained observer, verification of the target
echo was difficult on many trials, so only those trials for
which the target echo could be verified were kept for seg-
ment analysis.

The complete number of raw detections was recorded
for each animal on each trial to assess the amount of clutter
that dolphins encountered during searches. Raw detections
were clustered by grouping detections in the receive channel
within a time frame that was equivalent to the amount of
time required for sound to travel 1 m through ocean water,
i.e., range clustered to 1 m, which corresponds to the maxi-
mum length of the target of interest considered for this task.

Animal movement was plotted in three dimensions by
utilizing the yaw, pitch, and roll information from the Cross-
bow® 9-degree-of-freedom~9-DOF! motion sensor. Depth
information was obtained from a pressure sensor and veloc-
ity information was obtained from a propeller-driven veloc-
ity sensor~Martin et al., this issue!. The pressure sensor was
used for actual depth determination, and comparisons were
made with the depth profiles calculated using the integrated
output of the angular rate and acceleration sensors. Further-
more, it permitted the determination of continued descent by
the dolphin during periods where the dolphin was descend-
ing but looking upward in the water column.~The 9-DOF
sensor is essentially fixed with respect to the animal’s head
as a result of biteplate mounting. This allows accurate mea-
surement of where echolocation clicks are directed and the
reception of echoic information similar to what the dolphin
receives. However, the dolphin often moves in a direction
which does not correspond to the direction the head is
pointed; e.g., the dolphin can look left or right while travel-
ing in a straight line.!

Three-dimensional track information was combined with
known depth values for the test site and known DGPS loca-
tions of the boat, buoys, and targets on each trial. Collec-
tively, these data were used to create a virtual representation
of the dolphin search using theVIRTUAL REALITY MODELING

LANGUAGE ~VRML; Martin et al., this issue!. The VRML rep-
resentations were used for three purposes:~1! to allow the

researcher to review the dolphin trial with unparalleled situ-
ational understanding~i.e., by allowing echolocation to be
listened to while simultaneously observing dolphin motion in
three dimensions!; ~2! to quickly identify interesting sections
of a trial for more detailed analysis; and~3! to validate spa-
tiotemporal matching of acoustic data~echolocation clicks
and target echoes! with positional data~DGPS and underwa-
ter positions of the dolphin relative to the target!. VRML rep-
resentations were particularly useful on target-present trials
in which the dolphin detected the target since they allowed
the position of the dolphin to be compared to the position of
the target at the time the dolphin whistled.

D. Statistical analyses

Several statistical analyses were performed to investi-
gate whether the subjects demonstrated consistency in search
strategy between target-present and target-absent trials and
between search and acquisition segments of target-present
trials. Only trials in which the animals correctly responded to
either target presence or absence were used for statistical
analysis. Significant differences between the peak sound-
pressure levels of emitted clicks, interclick intervals, and the
number of clicks emitted during different segments of target-
present trials and between target-present and target-absent
trials were assessed via t-test. Where data proved heterosce-
dastic, a t-test for unequal variances was used. Significance
tests were run withp50.05. ~All statistical values reported
for the remainder of the paper are means61 standard devia-
tion.!

The occurrence of clicks was summed across target-
absent trials according to the click taxonomy, i.e., the num-
ber of clicks belonging to each taxonomic category was de-
termined for each target-absent trial and then summed across
all target-absent trials. This process was repeated for target-
present trials and then repeated once more using only search
or acquisition segments of target-present trials. Summed oc-
currences were used to test whether certain categories of
clicks were produced more often on target-absent trials than
target-present trials, or on search segments than acquisition
segments. Since the duration of trials was not a controlled
factor, and more clicks of any given type could be produced
on long trials or segments relative to short ones, the propor-
tional production of each click by category was calculated to
normalize the data sets to time. Proportions were arc-sine
transformed according to a modification of the Freeman and
Tukey ~1950! transformation~Zar, 1984!. This procedure
corrected for the bimodal distribution of proportional data
and is the recommended procedure for proportional data that
approach either 0 or 1. Two-way analysis of variance
~ANOVA ! was applied to the data sets utilizing both segment
and click category as factors, and trial type~target absent or
present! and click category as factors. Homoscedasticity was
assessed through application of the Bartlett–Forsythe test
~Brown and Forsythe, 1974!. When data were not homosce-
dastic, the Welch ANOVA was applied. Multiplepost hoc
comparisons were performed with either Tukey’s ‘‘honestly
significantly different’’ test~HSD; when data were homosce-
dastic! or the Kruskal–Wallis rank sum test~when data were
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heteroscedastic! to specify differences in the proportional use
of click types. All statistical tests were run withp50.05.

Categorized clicks were used to construct transition ma-
trices to determine whether bouts of clicks were consistently
produced in sequence as part of a consistent search strategy.
Click bouts were defined as one or more clicks in sequence
that belonged to the same click category. Any categorical
change between sequential clicks defined the end of a bout
and the beginning of a new bout.~It should be noted that this
process potentially overestimates the contribution of certain
click types that may have occurred as single transitional
clicks between differing click bouts.! The proportion of time
that one bout transitioned to another was then tabulated and
presented as a confusion matrix.

III. RESULTS

Data collection occurred between July 2001 and January
2003. Collections with FLP were interrupted due to animal
health issues, resulting in a much smaller data collection ef-
fort with this animal. A total of 431 trials was completed
with LUT, while 26 trials were performed with FLP. Appli-
cation of the criteria used to select trials for further analysis
resulted in the following number of trials analyzed for FLP:
7 correct target-present trials, 8 correct target-absent trials,
and 6 missed trials. FLP did not report any false positives

FIG. 1. Demonstration of the search strategy used by FLP relative to an
arbitrary starting position. The circle corresponds to the buoy, the square
corresponds to the bottom target, and the triangle and diamond correspond
to the start and end of the trial, respectively. Individual echolocation clicks
are denoted with crosses along the track line. Note that during bouts of
echolocation, the density of clicks produced by FLP produces a thickening
of the track line.

FIG. 2. Demonstration of the search strategy used by LUT relative to an arbitrary starting position. Symbols correspond to those identified in Fig. 1. The panel
in the upper right of the figure is a magnification of the search trial, permitting a better view of when echolocation clicks were produced during the trial. Note
the much smaller distance traveled relative to FLP.
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prior to exclusion from the study. Application of the selection
criteria resulted in the following number of trials analyzed
for LUT: 96 correct target-present trials, 92 correct target-
absent trials, 31 missed trials, and 53 false positive trials.
The inability to identify and track target echoes within the
receive channels further reduced the number of target posi-
tive trials used for categorical comparisons of clicks between
search and acquisition segments to 39 for LUT and 7 for
FLP.

To characterize the success of the search strategy em-
ployed by each dolphin, the probability of detection (PD)
and probability of false alarm (PFA) were calculated for
each.PD was calculated as the ratio of the number of correct
responses to target-present trials to the total number of
target-present trials.PFA was calculated as the ratio of the
number of false alarms to the total number of target-absent
trials. FLP had aPD50.60 but never false alarmed (PFA

50.00); in contrast, LUT had aPD50.78 andPFA50.36.
Differences between animals were noted with respect to

the amount of time spent searching during a trial and the
movement of the dolphin through the search field. Mean trial
time was 24.667.3 s for FLP and 6.563.0 s for LUT on
target-present trials. Mean trial time was 38.365.4 s for FLP
and 17.665.2 s for LUT on target-absent trials. FLP demon-
strated a stereotypical search pattern that consisted of an im-
mediate descent to a depth just above the benthos followed
by a thorough and methodical search of the region in the path
surrounding the buoy~Fig. 1!. In contrast, LUT minimized
the distance traveled from the workboat~Fig. 2! and only
circled the buoy when a target was not detected. Distance
moved away from the workboat on target present trials in
which the target was detected was typically 2–3 m for LUT,
but was on the order of tens of meters for FLP.

The number of clicks produced per trial, the instanta-
neous peak pressure of clicks, and the interclick interval sig-
nificantly varied between target-absent and present trials
conducted by both FLP and LUT. FLP produced an average
of 312.66102.9 clicks per trial on correct target-present tri-
als and 563.8683.7 clicks per trial on correct target-absent
trials. Click production by LUT was economical by compari-
son; LUT produced an average of 30.6614.7 clicks per trial
on correct target-present trials and 108.9651.3 clicks per
trial on correct target-absent trials. Slight but significantly
longer duration interclick intervals were observed during tar-
get present trials both for FLP@F(1,4859)532.1, p
,0.001] and for LUT@F(1,9937)513.7,p,0.01; Table I#.
Similarly, the peak pressure of clicks emitted on target-

present trials was slightly but significantly greater than the
peak pressure of clicks emitted on target absent trials@FLP:
F(1,5208)5138.0, p,0.001; LUT; t529.5, d f512 957,
p,0.001; Table II#.

Click production between search and acquisition phases
demonstrated less variation between phases for FLP than was
observed for LUT. Significantly fewer clicks were emitted by
LUT ( t522.191,d f576, p50.03) during the acquisition
segment (12.366.6 clicks, n539 trials! than during the
search segment (15.967.9 clicks, n539 trials! of target-
present trials. No significant differences were noted between
the number of clicks emitted during search and acquisition
segments conducted by FLP~search: 148.9655.1 clicks,n
57 trials; acquisition: 163.76119.9,n57 trials!. Interclick
intervals (t526.3, d f51057,p,0.001) were significantly
shorter during acquisition segments than search segments for
LUT, but no such relationship was observed for FLP~Table
I!. The peak pressure of emitted clicks was significantly
greater during acquisition segments both for FLP
@F(1,2028)513.1, p,0.01] and LUT @F(1,1063)5344.4,
p,0.0001; Table II#.

ANOVA performed on proportions of taxonomic click
types indicated no effect from search or acquisition segment
or from the overall trial type, but did indicate a predominant
use of wideband clicks throughout the searches conducted by
both animals. Results of the Kruskal–Wallis rank sum test
are presented in conjunction with the mean and standard de-
viations of the arc-sine transforms both for FLP~Fig. 3;
Kruskal–Wallis SE584.4, q(0.05,̀ ,5)53.858) and for LUT

TABLE I. Comparison of interclick intervals~ICI! between individual dol-
phins for correct target absent and target present trials and for search and
acquisition phases of correct target present trials. Values are means61
standard deviation and sample size (n).

FLP LUT

ICI ~ms! n ICI ~ms! n

Target absent 35.9621.9 4437 58.3655.1 9412
Target present 38.9619.0 2151 61.1626.5 2832
Search 38.7614.5 1383 66.1629.5 652
Acquire 39.3625.0 768 56.2614.2 407

TABLE II. Comparison of click-peak pressure level~dB re: 1 uPa) between
dolphins for correct target-present and target-absent trials and for search and
acquisition phases of correct target-present trials. Values are means61
standard deviation and sample size (n).

FLP LUT

dB re: 1 uPa n dB re: 1 uPa n

Target absent 195.268.4 4510 197.566.7 10017
Target present 197.566.8 2188 198.967.3 2942
Search 197.167.4 1412 196.167.7 692
Acquire 198.165.4 776 202.563.7 407

FIG. 3. Arc-sine transforms of the proportional use of specific click types
for FLP. Statistically significant differences in the production of click types
are denoted above a click category according to the following: H5high
frequency, unimodal; L5 low frequency, unimodal; B5bimodal; W
5wideband; M5multimodal.
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~Fig. 4, Kruskal–Wallis SE53722.6, q(0.05,̀ ,5)53.858).
Wideband clicks were utilized to a significantly greater ex-
tent by LUT than any other type of click. Wideband clicks
were utilized to a significantly greater extent by FLP for all
but the low-frequency unimodal clicks. Transition between
click bouts reflected a similar trend and indicated that high-
frequency unimodal clicks were never transitioned to from
low-frequency unimodal clicks~Tables III and IV; note that
these tables only show results for target-absent trials but that
similar results were also obtained on target-present trials!.

The cumulative distribution of echolocation click peak
frequencies was notably different between the two dolphins.
Considering both target-present and target-absent trials, only
3.6% of all clicks produced by FLP contained peak frequen-
cies greater than 60 kHz. In contrast, LUT produced clicks
with peak frequencies above 60 kHz 20.4% of the time. The
clicks of both animals demonstrated a bias towards particular
groupings of peak frequencies; when plotted against the peak
pressure level of the clicks, the groups clustered into bands.
Clicks generated by LUT had a greater tendency to have
peak frequencies of;38, 54, and 69 kHz~Fig. 5!. When
peak frequencies occurred at higher frequencies, clustering
was still notable but less defined. Peak frequencies of clicks
emitted by FLP had a tendency to occur at 25, 35, and 40
kHz ~Fig. 6!. Although clicks produced by FLP occasionally
had higher peak frequencies, a bias toward any specific peak
frequencies above 60 kHz was not evident.

Raw detections, which provide an indication of how
much clutter each animal encounters during its search, were
overall greater for FLP than for LUT, though the number of
clustered and raw detections experienced by LUT was more

variable~Fig. 7!. Both animals experienced thousands of raw
detections during target searches, and hundreds to in excess
of a thousand detections when detections were range clus-
tered within a 1-m range extent~i.e., consistent with multiple
reflections from an object 1 m in diameter!.

IV. DISCUSSION

Data collected from two dolphins, LUT and FLP, dem-
onstrate differences in target detection strategies involving
whole animal locomotion, the number of echolocation clicks
produced, and the frequency content of those clicks. How-
ever, certain limitations to the data collection and methodol-
ogy must be considered when interpreting the results.

First, statistical analysis of the instantaneous peak pres-
sure of echolocation clicks is biased by the maximum level
at which clicks could be recorded~peak sound-pressure level
of 209 dB re:1 mPa) and the threshold level accepted for
analysis ~peak sound-pressure level of 175 dBre:1 mPa).
Occasional clicks saturated the system and were excluded
from analysis. Clicks produced below the threshold level
likely occurred but were ignored as an acceptable trade-off
between lost data and the minimization of detections due to
noise. Consideration must also be given when comparing the
analysis of echolocation clicks from target-present and
target-absent trials, since the latter includes some amount of
echolocation for the purpose of returning to the workboat
from which the animal was sent. Furthermore, search and
acquisition segments were defined by algorithmic detection

FIG. 4. Arc-sine transforms of the proportional use of specific click types
for LUT. Statistically significant differences in the production of click types
are denoted above a click category according to the following: H5high
frequency, unimodal; L5 low frequency, unimodal; B5bimodal; W
5wideband; M5multimodal.

TABLE III. Transition probability matrix for click bouts according to their taxonomic classification for FLP
during target-absent trials. Click taxonomy corresponds to the following: W~wideband!, LFU ~low frequency,
unimodal!, HFU ~high frequency, unimodal!, BI ~bimodal!, MULTI ~multimodal!.

W LFU HFU BI MULTI

W 0.75 0.00 0.06 0.19
LFU 0.81 0.00 0.11 0.08
HFU 0.25 0.00 0.50 0.25
BI 0.30 0.36 0.05 0.29
MULTI 0.56 0.28 0.00 0.16

FIG. 5. Distribution of echolocation click-peak frequency as a function of
click-peak pressure for LUT. Note the distinctive clustering around 38, 54,
and 69 kHz.
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and human verification of target echoes. This does not imply
that the dolphin detection capability is equivalent; without a
doubt the ability of the dolphin to detect and identify target
echoes is superior to this approach. Finally, there are errors
inherent in GPS-determined locations and in the onboard un-
derwater navigation system of the BMT. Attempts to qualify
and control these errors have been made through virtual re-
ality playbacks and acoustic refinement of dolphin positions
relative to targets. A certain degree of error is acceptable,
particularly since movement patterns are only topically dis-
cussed here. However, this issue must eventually be ad-
dressed to permit more accurate localization of the dolphin
and targets in three-dimensional space.

The search strategy of FLP can be grossly described as
conservative. FLP demonstrated a stereotypical search pat-
tern that consisted of descent to a point immediately above
the benthos followed by a methodical search of the region
around the search buoy. Click intervals and the number of
clicks emitted were comparable between search and acquisi-
tion segments, and FLP swam within close proximity of the
target prior to reporting it as present. Echolocation was ste-
reotypical with search patterns typified by slow swim speeds
and more distance traveled during positive trials~the animal
typically swam around targets!. In contrast, LUT was eco-
nomical in click production, and on target-present trials trav-
eled no more than a couple of meters from the boat prior to
reporting target detection. This dolphin appeared to abide by
the ‘‘law of least effort’’ in that energy spent to receive a

food reward was minimized. Swimming around the buoy
marker, 25–60 m away from the workboat, was only per-
formed when no target was observed in the area and the
dolphin had to complete the search pattern circuit to receive
a reward. LUT echolocated more near the workboat at the
start of the trial; relatively few clicks were produced in tran-
sit to the buoy, contrasting FLP in which copious numbers of
clicks were produced throughout target present and absent
trials.

Differences in the search strategies of the two dolphins
are possibly explained by previous training histories and in-
dividual hearing ability. FLP was previously trained for
open-water target searches in which targets, once found,
were inspected again for verification prior to marking the
identified target. In this study, reporting that a target is
present only when in close proximity of the target may have
resulted from integration of the previously acquired target
marking behavior into this search strategy. In contrast, LUT
was a naive animal with little experience in open-water tar-
get detection tasks. LUT may have developed a more eco-
nomical strategy because no prior experience existed to im-

TABLE IV. Transition probability matrix for click bouts according to their taxonomic classification for LUT
during target-absent trials. Click taxonomy corresponds to the following: W~wideband!, LFU ~low frequency,
unimodal!, HFU ~high frequency, unimodal!, BI ~bimodal!, MULTI ~multimodal!.

W LFU HFU BI MULTI

W 0.58 0.07 0.32 0.03
LFU 0.77 0.00 0.21 0.01
HFU 0.81 0.00 0.18 0.01
BI 0.63 0.29 0.04 0.04
MULTI 0.60 0.15 0.04 0.21

FIG. 6. Distribution of echolocation click-peak frequency as a function of
click-peak pressure for FLP. Note the distinctive clustering around 25, 35,
and 40 kHz.

FIG. 7. Mean (6s.d.) of the number of detections received by FLP and
LUT. Detections are presented as individual detections within the receive
data stream, and detections clustered to a temporal run-out beyond the first
detection equivalent to 1 m of travel time in the water~i.e., assuming a
target of approximately 1-m diameter!.
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pact strategy development. Alternatively, recent hearing tests
on FLP suggest that FLP has profound hearing loss above 50
kHz ~Moore et al., 2004!. A reduction in hearing sensitivity
may explain the reduced search range~shorter interclick in-
tervals!, predominant use of wideband clicks with low-
frequency peaks, and more abundant click production. Simi-
lar characteristics have been observed in dolphins that have
known hearing losses performing simpler target detection
tasks~Houseret al., 1999!. Collectively, hearing ability and
experience may have contributed to FLP evolving a conser-
vative search strategy in which no false alarms were com-
mitted but correct detections were reduced.

Both LUT and FLP increased the source level of echolo-
cation clicks during target acquisition segments. Although
significant in both cases, the increase was smaller
(;1 dB re:1 mPa) for FLP than for LUT
(;6 dB re:1 mPa). Prior work by Auet al. ~1988! suggests
that the dolphin ear may act as an energy detector in the
processing of echolocation clicks, and that multiple echoes
of equivalent amplitude which do not fall within a critical
time interval do not appear to impact detection thresholds for
phantom echoes of similar frequency content. However, evi-
dence from wild dolphins suggests that the pressure ampli-
tude of emitted clicks may vary as 20 log(R), whereR is the
distance to a target~s! that emits echoes as volume reverbera-
tion, as in a school of fish~Au and Benoit-Bird, 2003!. Such
variation is suggestive of time-varying gain controlled
through source level variation. Unlike wild animals that vary
click source level as a function of distance to a volume re-
verberant target, dolphins in this study searched for a target
that is more like a point source and increased the echo level
during acquisition of the target, prior to positive identifica-
tion. Depending upon the subject, this was achieved by dif-
ferent means. In the case of FLP, an increase in the amplitude
of echo returns was primarily achieved by decreasing the
distance between the click source and the target. In contrast,
LUT did not approach targets once detected, but increased
the source level of his echolocation clicks prior to reporting
detection. Although approached differently, these behaviors
increase the amplitude of returning echoes and likely de-
crease the threshold for correct identification of a target
through accentuation of echo highlights.

The tendency for echolocation clicks to have certain
peak frequencies suggests either a preference for the use of
certain frequencies or a resonant response of the click gen-
erating structures. The former possibility seems unlikely as
most clicks produced by both animals were wideband, hav-
ing 23-dB bandwidths in excess of 85 kHz. However, sepa-
ration between clusters of peak frequencies below 70 kHz is
nearly harmonically related. Values for LUT are separated by
;15 kHz and the same is true for the lowest and highest
values for FLP. Clustering at higher frequencies is evident,
though difficult to quantify for LUT, and is absent for FLP.
The separation in clusters is consistent with the idea of two
sources for click generation, i.e., a pair of phonic lips~Cran-
ford, 2000; Cranfordet al., 1996!, if each set of lips has a
different set of resonant frequencies resulting from its geom-
etry and composition. This proposition is consistent with pre-
vious anatomical work that has demonstrated asymmetry in

the phonic lips of delphinid species~Cranfordet al., 1996!.
Furthermore, if FLP were constrained by hearing loss above
50 kHz, selective use of one set of phonic lips could allow
the hearing loss to be accommodated by preferentially
echolocating at frequencies at which there is functional hear-
ing.

Both FLP and LUT demonstrated effective clutter rejec-
tion. The bathymetry over which the dolphins performed
their searches was uneven, composed of heterogeneous sedi-
ment, and contained a number of clutter items, many of
which were likely manmade. The ability of the animals to
find and discriminate the search target via echoic means in
the presence of many hundreds of reflective surfaces is a
testament to their echolocation ability. The mechanism by
which the dolphin excludes clutter is of interest to the sonar
community, as replication of such capability would provide
substantial improvement to current sonar detection and clas-
sification systems. It is uncertain whether the dolphins in this
study learned the echo structure of the target and applied an
exclusionary rule while searching~i.e., if not a, then reject!,
or whether an acoustic image of the total area searched is
formed. Further research is required to answer such ques-
tions.

In summary, the use of remote acoustic and navigational
recording devices carried by free-swimming dolphins in
open water has provided new insight into dolphin echoloca-
tion search strategies. Data collected with new instrumenta-
tion ~Martin et al. this issue! demonstrates that dolphins,
with different hearing abilities and different training histo-
ries, are capable of finding targets in reverberant and clut-
tered environments but with a degree of success that varies
as a function of distinct search strategies. The overwhelming
occurrence of particular click-peak frequencies in the echolo-
cation clicks of both dolphins is suggestive of structural reso-
nances within two asymmetric click-producing structures. A
lack of high-frequency peaks in one animal may indicate
reliance upon a single set of structures for echolocation, the
use of which may accommodate hearing loss above 50 kHz.
Increasing the echo amplitude of targets during acquisition
phases of a target search task was achieved by both dolphins
through an increase in the source level of echolocation clicks
and/or a reduction in the distance between target and dolphin
without a reduction in click source level. Future experiments
utilizing remote recording devices such as the BMT should
provide an increasing body of knowledge on echolocation in
freely swimming animals. By comparison to more traditional
pen and pool work, a better understanding of how echoloca-
tion signals and strategies are varied in noisy, real-world en-
vironments will be obtained.
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Quantification of the vocal repertoire of a species is critical for subsequent analysis of signal
functionality, geographical variation, social relevance, and transmission. While signal repertoires
have been documented for numerous animal species, detailed descriptions for the cetaceans are rare.
This study describes the vocalizations of free-ranging bottlenose dolphins resident to the waters of
Fiordland, New Zealand. The field recordings presented in this paper were made using both audio
band and broadband apparatus. Subsequent classification of vocalizations using multivariate
parameters enabled a quantification of the entire vocal output of the focal animals. These results
were used to propose a meaningful repertoire of signals employed by this species. A total of 12
individual signal types were described, comprising four broad structural classes: ‘‘tonal,’’ ‘‘single
bursts,’’ ‘‘click bursts,’’ and ‘‘repeat bursts.’’ The proposed repertoire will allow subsequent
investigation into vocal behavior. It appears that the successful description of a species’ repertoire
is dependent on the use of appropriate recording systems, a high number of representative
recordings with good signal-to-noise ratio, and subsequent validation of the original classification
system. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1861692#
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I. INTRODUCTION

Quantifying the signals produced by a species is a fun-
damental first step in the investigation of their functionality,
geographical variation, social relevance, and cultural trans-
mission. Signaling acts may include physical displays,
pheromone release, and vocalizations~Herman and Tavolga,
1980!. The vocal repertoires of numerous vertebrate species
have been described, including such diverse taxa as the
anurans ~Grafe et al., 2000!, songbirds ~Kroodsma and
Henri, 1982!, ungulates~Budde and Klump, 2003!, carni-
vores~Volodina, 2000!, and primates~Fischer and Hammer-
schmidt, 2002!. The cetaceans comprise an extremely vocal
mammalian order@see Herzing~2000! for a recent review#
and numerous aspects of their sound production and auditory
systems have been described in detail. Surprisingly, thorough
descriptions of vocal repertoires are rare amongst the ceta-
cea. For the baleen whales, for example, a comprehensive
repertoire description has been provided for a population of
southern right whalesEubalaena australis~Clark, 1982! in-
cluding vocal and nonvocal calls. A clustering technique has
been applied to the signals of humpback whalesMegaptera
novaeangliaeto derive an objective classification of calls
~Chabot, 1988!.

Amongst the toothed whales, perhaps the best docu-
mented communication system is that of the belugaDelphi-
napterus leucas, in which 80% of calls may be pulsive~Sjare
and Smith, 1986; Recchia, 1994!. Click-based repertoires
from two other odontocete species have also been docu-
mented: the Hector’s dolphinCephalorhyncus hectori~Daw-
son and Thorpe, 1990! and the sperm whalePhyseter mac-
rocephalus~Gordon, 1987!. The repertoire of resident killer
whalesOrcinus orcahas been described in some detail and is

based principally upon clicks, pulsed calls, and whistles
~Ford, 1989!. Vocalizations from false killer whalesPseu-
dorca crassidenshave been described along a continuum
with clicks and whistles representing extreme cases~Murray
et al., 1998a!. Spinner dolphinStenella longirostriscalls
have been categorized as burst pulses or whistles, with some
further division within these categories~Brownlee and Nor-
ris, 1994!. Calls produced by Risso’s dolphinsGrampus gri-
seushave been divided into seven categories~Corkeron and
Van Parijs, 2001!, the calls of Irrawaddy dolphinsOrcaella
brevirostris into six ~Van Parijs and Corkeron, 2001!, and
calls of the tucuxiSotalia fluviatilisinto four ~Monteiro and
Monteiro, 2001!. A number of other studies~e.g., Lilly and
Miller, 1961; Caldwell and Caldwell, 1967; Ridgway, 1983!
have classified vocalizations under the three broad structural
classes of whistles~narrow-band, tonal signals!, clicks
~broadband pulses with rapid onset/offset!, and burst pulses
~sequences of impulsive sounds!.

Almost all of the vocal repertoires proposed for the ce-
taceans are based on classification of aural and spectro-
graphic properties. While useful in reducing the complexity
of a dataset, there is often no subsequent testing of the va-
lidity of the proposed categories. Notable exceptions include
the work on right whales~Clark, 1982!, humpback whales
~Chabot, 1988!, Hector’s dolphins~Dawson and Thorpe,
1990!, and beluga~Recchia, 1994! and false killer whales
~Murray et al., 1998b!.

Another pitfall in the categorization of signaling systems
is the equipment used for recordings. Many cetaceans pro-
duce vocalizations within the human audio range~below 20
kHz! and even solely ultrasonic species may be audible at
lower frequencies through an artifact of click repetition rate
~Watkinset al., 1977!. However, significant energy may ex-
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tend into higher frequency ranges~i.e., above 20 kHz!. The
equipment required for recording these higher frequencies is
often expensive and/or cumbersome. As such, only investi-
gations into echolocation clicks have tended to use broad-
band systems@see Herzing~2000! for review#. Quantitative
broadband analyses of vocalizations that are not solely
echolocatory are restricted to the Hector’s dolphin~Dawson,
1991!, spinner dolphin~Brownlee and Norris, 1994!, spotted
dolphin ~Lammerset al., 2003!, and white-beaked dolphin
~Rasmussen and Miller, 2002!.

Bottlenose dolphins~Tursiops truncatus! are extremely
vocal and numerous studies have been made of their acoustic
behavior. The majority of these studies have concerned the
echolocation system in captive contexts~see Au, 1993 for a
review!. Of the studies based upon free-ranging animals,
most emphasis has been placed on whistles. Whistles are
tonal signals that appear to be used as contact calls between
individuals in some situations~e.g., Sayighet al., 1999;
Smolker and Pepper, 1999; Janik, 2000a; Jones and Sayigh,
2002!. These vocalizations may be recorded readily in the
field in high numbers with good signal-to-noise ratios. The
presence of numerous other signals within the repertoire of

bottlenose dolphins has long been acknowledged and many
appear universal~some are summarized in Table I!. How-
ever, these vocalizations have received much less attention
for various reasons. Some are produced far less frequently
than whistles and clicks, and thus require high levels of study
effort to build up large samples. These signals may be pro-
duced with low amplitude levels, and hence must be re-
corded from animals at close quarters. Any overlapping or
intergrading of signals may create an obstacle for meaningful
classification. A broad range of physical descriptions has
been applied to pulsed bottlenose vocalizations, yet many of
these descriptions may refer to fundamentally similar
sounds. Many of these classifications are subjective, based
on differences perceived by human observers. They are thus
unquantified and mostly unrepeatable.

Amid the abundant literature pertaining to bottlenose
dolphins, there are no descriptions of complete vocal reper-
toires for closed populations, either in captivity or the wild.
Descriptions of various signal types exist~e.g., Connor and
Smolker, 1996; dos Santoset al., 1995; Herzing, 1996; Mc-
Cowan and Reiss, 1995; Schultzet al., 1995!, but little men-
tion has been made of the individuality or overlap of these

TABLE I. Synopsis of signal types proposed in this study in relation to other studies of bottlenose repertoire.
Context for signals inferred from surface behavior~Boisseau, 2005!. Signal prevalence is the percentage of all
875 recordings that contain each signal type.

Signal type
Prevalence

~%! Fiordland context Synonym Study

Buzz 60 Foraging Buzz Lilly and Miller~1961!; Jacobset al.,
~1993!; Herzing ~1996!

Mew Wood ~1953!; Goodsonet al. ~1988!
Choke 19 Cavitation Bark Wood~1953!

Chuff McCowan and Reiss~1995!
Kerplunk Connoret al. ~2003!

Click trains 66 Echolocation Click trains Summaries in Richardsonet al. ~1995!
and Herzing~2000!

Cough 30 Arousal Gulp dos Santoset al. ~1995!
Grunt Hastie~2003!

Creak 57 Foraging Grate Wood~1953!
Creak Lilly and Miller ~1961!; dos Santoset al.

~1990!
Ranging clicks Goodsonet al. ~1988!

Hiccup 43 Arousal Gulp dos Santoset al. ~1995!
Laughter 24 Agonistic Thunk McCowan and Reiss~1995!
Long styro 4 Bray dos Santoset al. ~1995!; Hastie~2003!;

Janik ~2000b!
Orca 31 Agonistic Screech dos Santoset al. ~1995!

Squawk Caldwell and Caldwell~1967!; Lilly and
Miller ~1961!

Yelp Wood ~1953!
Quack 32 Arousal Quack Lilly and Miller,~1961!; Jacobset al.

~1993!; Hastie~2003!
Ratchet 39 Agonistic Knocking Gish~1979!; Connor and Smolker~1996!

Pop Connor and Smolker~1996!
Short styro 33 Agonistic Bray See above
Splash 35 Water contact Crack Caldwell and Caldwell~1967!

Bang dos Santoset al. ~1995!
Jaw pop Finneranet al. ~2000!

Squeal 27 Conciliation Squeak Caldwell and Caldwell~1967!
Whistle-squawk Reiss~1988!

Chirp Hastie~2003!
Whistle 77 Contact call Whistle Summaries in Richardsonet al. ~1995!

and Herzing~2000!
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vocalizations. The most comprehensive review of bottlenose
vocal activity is that of Caldwell and Caldwell~1967! and
was largely based on two small captive groups. Likewise,
there is a dearth of information on the broadband properties
of the non-echolocatory signals of bottlenose dolphins.
Broadband results from captive studies have been published
for one example of a whistle~Lilly and Miller, 1961!, as well
as 26 cases of a ‘‘jaw pop’’ vocalization and 17 cases of
nonvocal breaches and tail slaps~Finneranet al., 2000!. For
free-ranging dolphins, an extremely brief mention has been
made of broadband recordings of ‘‘pop’’ trains~Connor and
Smolker, 1996!.

The waters of Fiordland in the southwest of New
Zealand’s South Island are home to three separate resident
populations of bottlenose dolphin. Data from two of these
populations are presented in this paper. The fiords present
ideal study sites for work on free-ranging dolphins. The steep
rock walls create shelter from prevailing weather patterns.
The dolphins tend to follow predictable seasonal patterns and
these waterways effectively provide conditions of ‘‘natural
captivity.’’ Individuals from Doubtful Sound rarely leave the
fiord ~Schneider, 1999! while the home range of the Milford
Sound population encompasses seven northern fiords, several
bays, and one lake system~Dave Rundgren, personal com-
munication!. The aims of this paper are~i! to compare vo-
calizations of free-ranging bottlenose dolphins using both au-
dio band and broadband apparatus, (i i ) to quantify the entire
vocal output of the focal animals, (i i i ) to classify the vocali-
sations using multivariate parameters, and (iv) to propose a
meaningful repertoire for subsequent investigations in to vo-
cal behavior.

II. METHODS

Recordings of bottlenose dolphins were made between
August 2000 and June 2003 from two resident populations in
Fiordland, southwest New Zealand. Surveys for dolphins
were conducted from a 4.8-m aluminum research vessel,
with a 50-hp Yamaha 4-stroke engine. Acoustic recordings
were made while drifting ahead of dolphin groups with the
engine off. Recordings were made using a Sonatech 8178
mono element hydrophone~30 Hz to 180 kHz63 dB! on 10
m of cable connected to an on-board preamplifier with a
linear frequency response~dc—300 kHz!. For recordings
made within the human audio range, a Sony TCD D8 digital
audio tape recorder was used with a calibrated frequency
response of 10 Hz to 22 kHz61 dB ~sampling at 48 kHz!.
For broadband recordings, an analog Racal Store 4DS re-
corder was used at a speed of 30 ips, for which the calibrated
frequency response is 120 Hz to 150 kHz60.5 dB. For lower
frequencies the DAT recorders are far superior to the Racal,
offering a broader dynamic range~.85 vs. 40 dB! and ex-
cellent fidelity to infrasonic frequencies~10 Hz!.

A. Tape transcription

All DAT and Racal recordings made in the field were
reviewed at a later date to avoid observer bias. Acoustic
emissions were transcribed by noting the time and the type
of signal. All recorded vocalizations belonged to one of four
structural classes: ‘‘tonal’’ ~narrow-band, frequency-

modulated signals!, ‘‘single burst’’ ~short impulsive emis-
sions with most energy below 5 kHz!, ‘‘click burst’’ ~broad-
band pulses with rapid onset/offset time!, and ‘‘repeat burst’’
~sequences of single bursts!. Within these classes, 15 signal
types were initially transcribed:buzz, click train, creak,
choke, cough, hiccup, laughter, long styro, orca, quack,
ratchet, short styro, splash, squeal, andwhistle. Signal cat-
egorization was based in part on previously reported vocal-
izations and partly on novel interpretation. Although qualita-
tive categorization of this kind is extremely subjective, it
allows a division and reduction of the data for later analysis.
Efforts were made to transcribe every individual vocalization
heard, with the exception of clicks. As echolocation clicks
were present in almost all recordings, often in overwhelming
numbers, it was not possible to define individual click trains.

B. Digitization of vocalizations

For subsequent analysis, vocalizations were randomly
sampled from all seasons for all three years of data to control
for seasonal variation. The target sample size was arbitrarily
set at 10 signals per season per year for each proposed signal
type for both Doubtful and Milford Sounds. Thus for any
given signal type, a maximum of 10~samples!34
~seasons!33 ~years!32 ~fiords!5240 samples would be
available. To limit repeated sampling of individual dolphins,
selected samples were at least a day apart when possible. As
higher frequency signals may be highly directional, only vo-
calizations with relatively high amplitude were digitized in
an effort to enhance the likelihood of measuring on-axis sig-
nals. Vocalizations were deemed suitable for analysis if their
mean square~rms! amplitude was more than 10 dB above
background noise. Vocalizations were digitized from DAT
tapes with a sample rate of 44.1 kHz via a 24 bit RME
Digi96/8 digital sound card. To avoid aliasing, signals were
filtered using a Kemo VBF8 filter set at 22 kHz with 96
dB/oct attenuation. Wideband Racal recordings were digi-
tized at an effective sampling rate of 352.8 kHz~1

8 record
speed at 44.1 kHz; 16 bit!. Measurements were taken from
digitized vocalizations using Canary 1.2.4.~Cornell Labora-
tory! on a 933-MHz G4 Macintosh computer.

C. Comparison of broadband recordings with DAT
recordings

Of the 875 recordings made in both fiords, 25 were
made using the broadband system during periods of high
vocal activity. From these recordings, all vocalizations with
suitable signal-to-noise ratio were digitized and measured
using Canary’s automatic measurement function. Peak fre-
quencies were measured and compared to similar values
from DAT recordings using a Student’st-test. All measure-
ments were log-transformed to approximate the normal dis-
tribution. As the sample size for the Racal system was mark-
edly smaller than for the DAT system, vocalizations were
only tested if a suitable sample size was available using the
following iterative rule:

n5
s2ta~2!,~n21!

2

d2
,
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wheres2 is the sample variance,t is the two-tailed critical
value of Student’s statistic,d is the half width of the desired
confidence interval, and 12a is the confidence level for the
confidence interval~Zar, 1998!. In addition, nine long re-
cordings were made on separate occasions using both sys-
tems simultaneously. The spectrograms from these ‘‘duets’’
were compared for evidence of ultrasonic components.

D. Quantitative measurement of signal parameters

Signal parameters were measured from waveform, spec-
trogram, and point spectrum windows. Spectrographic infor-
mation was obtained using fast Fourier transformation~FFT!
with a Hamming window function. The FFT procedure has
an inherent trade-off between time resolution and frequency
resolution~Bradbury and Vehrencamp, 1998!. As a wide va-
riety of signal types were measured in this study, a window
size of either 256 or 512 points was selected on a file by file
basis to allow the measurement of time-frequency param-
eters from each vocalization. The parameters measured from
each vocalization were dictated by its structure. However,
from the diverse range of signals recorded, six parameters
could be measured from all vocalizations. The first of these,
‘‘peak frequency,’’ was defined as the frequency at which a
signal has the highest energy. The time of this peak intensity
~‘‘peak time’’! was also measured along with ‘‘center time’’
~the point at which the collective intensity of a signal is half
the total!. Both these values were measured as proportions of
‘‘total signal duration.’’ Interpeak interval~‘‘IPI’’ ! was mea-
sured as the time between successive pressure peaks in a
vocalization. ‘‘Duty cycle’’ was measured for each vocaliza-
tion and is defined as the percentage of time a signal is ‘‘on’’
in relation to its total length~Murray et al., 1998a!.

E. Spectrographic cross-correlation

The spectrographic cross-correlation~SPCC! procedure
performs quantitative comparisons between spectrograms by
incrementally sliding spectrograms past each other and cal-
culating correlation coefficients at successive time offsets.
Thus SPCC can provide a quantitative measure of vocal
similarity that is both automated and repeatable. As the simi-
larity is being measured between spectrograms that may be
radically different in length, peak correlation is of interest
rather than time offset. The SPCC procedure was employed
using Canary’s batch correlator function. Start and end times
of individual signals were determined by close inspection of
spectrograms and waveforms. During SPCC evaluation, the
signals being compared were normalized to ensure the maxi-
mum amplitudes of both signals were the same. Spectro-
grams were derived using the same settings~FFT and frame
length 512 points; filter bandwidth 350 Hz; 75% overlap;
Hamming function!. Each spectrogram in the dataset was
compared with every other spectrogram in turn. This process
provided a measure not only of the similarity between indi-
vidual signals, but also between signal types~whistleversus
buzz, etc.!. Hierarchical cluster analysis was conducted on
the resulting distance matrix. Ward’s linkage method was
used to amalgamate vocalizations based on increasingly dis-

similar SPCC values. This method tends to produce compact
groups~Ward, 1963!.

F. Principal component analysis of signal type

Principal component analysis~PCA! is of use whenre-
ducing the number of variables~by removing highly corre-
lated variables! and detecting structurebetween variables.
The principal components method finds linear combinations
of variables~components! that account for as much variation
in the original variables as possible. Usually, a few compo-
nents will account for most of the variation, and these com-
ponents can be used in place of the original variables during
subsequent analysis~Stevens, 2001!. Principal components
were extracted using a variance maximizing~varimax! rota-
tion that maintains the cumulative percentage of variation
explained by the extracted components but spreads it more
evenly over the components. Thus the rotated component
matrix is easier to interpret than the unrotated matrix. The
PCA scores for each vocalization were used in discriminant
function analysis~DFA! to investigate differences between
signal types. DFA is used as a descriptive technique to deter-
mine which variables discriminate between two or more
naturally occurring groups. The accuracy of the DFA model
was tested using cross validation, a process that classifies
each case while leaving it out from the model calculations.

III. RESULTS

Over the 3-year study period, 875 recordings were made
of bottlenose dolphins in Fiordland. From 49 hours of re-
corded vocal output, approximately 50 000 separate vocaliza-
tions were categorized aurally into four broad structural
classes—‘‘tonal,’’ ‘‘single burst,’’ ‘‘click burst,’’ and ‘‘repeat
burst.’’ These classes incorporated 15 discrete signal types.
Two of the signal types~the single burstlaughterof Doubtful
Sound and the triple-burstlong styroof Milford Sound! were
fiord specific. The calls in the proposed repertoire were also
segregated to a certain extent by behavioral context~Bois-
seau, 2005!.

A. Description of signal types

Mean spectral and structural qualities were calculated
for each of the proposed signal types~Table II!. For the
majority of vocalizations recorded, most energy was below
22 kHz ~i.e., the upper frequency limit of the DAT system!.
However, certain vocalizations had significant ultrasonic en-
ergy, typically the click-based signals and the harmonics of
whistles. Some vocalizations, such aslaughterand thestyros,
seem to possess low-frequency narrow-band components,
which ~in the case of thestyros! oscillated rhythmically with
broadband pulses.

‘‘Tonal’’ signals are comprised of two separate types.
Whistlesare narrow-band frequency-modulated signals that
are typically longer than 500 ms and have most energy be-
tween 7 and 26 kHz.Squealsare also narrow-band signals
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but differ from whistlesin that they are shorter~usually less
than 300 ms! and of lower frequency~most energy below 5
kHz!. Squealsalso tend to be upsweeps~i.e., the fundamental
frequency increases!.

The rest of the proposed repertoire is pulse based. Vo-
calizations in the ‘‘single burst’’ class are intrinsically short.
Splashis the shortest vocalization in the proposed repertoire
~less than 50 ms! and is composed of a single large pulse
with rapid onset and offset.Chokeis structurally similar to
splashyet has an additional noisy broadband element that
follows the initial pulse and thus increases signal duration
~;135 ms!. Coughandquackare of similar duration~;135
ms!, but cough is generally a noisy signal with very low
fundamental frequency~700 Hz! while quackis almost sinu-
soidal in nature, with higher fundamental frequency~1250
Hz!.

The remaining pulsed vocalizations consist of repeated
bursts of pulses. The ‘‘click bursts’’ are composed of regular
broadband clicks and are structurally similar but differ
mostly in interburst interval~IBI !, i.e., the time between suc-
cessive clicks.Click trains have the highest IBI~90 ms! and

also tend to be relatively long~upwards of 2000 ms!. Ratch-
etshave lower IBIs~75 ms! and are composed of clicks with
strong emphases on lower frequencies.Creaks have still
lower IBI values~30 ms! and tend to be broadband in nature.
Buzzeshave such low IBI values~4 ms! that consecutive
clicks start to overlap and results in a single tone to the
human ear.Orcashave the lowest IBI of the click bursts~3
ms! and also sound tonal to a human listener.Orcas tend to
be shorter thanbuzzes~320 and 1000 ms, respectively!. In
many waysorcasmay be seen as intermediaries between the
click bursts and the single bursts.

The final structural subclass of the pulsed vocalizations
is the ‘‘repeat bursts.’’ These signals are low in frequency
~typically below 2 kHz! and have repeated elements, but do
not possess the broadband nature of click bursts. The sim-
plest of these repeat bursts is thehiccup, a short vocalization
~310 ms! composed of two separate burst trains~essentially a
doublecough!. Laughteris similar in structure tohiccupbut
is composed of numerouscoughlike bursts~typically 15, al-
though examples with over 120 repeats have been recorded!.
Short styrois formed of repetitive cycles~usually six! and

TABLE II. Summary of the properties of all 15 proposed signal types. Values are means~695% confidence limits!. Duty cycle generally increases moving
down the table. The occurrence of each signal type is measured as a percentage of all 49 222 transcribed calls.

% of all
calls

Total
duration

~ms!

Peak
frequency

~Hz!
IPI

~ms!
Duty
cycle

Max.
harmonic
interval

Max.
frequency

~kHz!

No. of
repeated
elements

Burst
length
~ms!

Inter-burst
interval

~ms!

Interrepeat
interval

~ms!

Tonal
Whistle 33.4 857 10401 0.08 1.00 15577 41

~679! ~6364! ~60.00! ~60.0! ~6562! ~66!
Squeal 1.7 181 2914 0.32 1.00 2513 13

~639! ~6578! ~60.06! ~60.0! ~6499! ~69!

Single bursts
Splash 3.4 42 1269 0.33 1.00 639 115

~66! ~6236! ~60.03! ~60.0! ~679! ~619!
Choke 1.3 135 1281 0.27 1.00 658 109

~619! ~6265! ~60.03! ~60.0! ~6104! ~653!
Cough 1.3 120 692 1.02 1.00 541 22

~615! ~6160! ~60.19! ~60.0! ~6138! ~68!
Quack 2.4 147 1250 0.68 1.00 476 66

~619! ~6337! ~60.09! ~60.0! ~625! ~656!

Click bursts
Orca 4.4 316 1863 0.46 0.63 552 90 62 2.5 3.0

~636! ~6476! ~60.06! ~60.05! ~641! ~633! ~67! ~60.2! ~60.3!
Buzz 22.4 1004 2389 0.33 0.38 478 78 167 0.3 3.9

~6143! ~6484! ~60.05! ~60.02! ~620! ~621! ~624! ~60.1! ~62.0!
Creak 13.6 1068 1494 0.38 0.24 502 137 73 4.2 30.2

~6142! ~6334! ~60.07! ~60.06! ~647! ~628! ~638! ~60.2! ~64.3!
Ratchet 6.1 1132 1353 0.74 0.22 499 89 14 16.7 77.3

~6158! ~6397! ~60.08! ~60.05! ~638! ~642! ~62! ~62.0! ~63.8!
Click train a 3002 3356 0.18 0.08 689 118 54 4.2 90.6

~6762! ~61780! ~60.06! ~60.04! ~6114! ~625! ~68! ~60.8! ~637.8!

Repeat bursts
Hiccup 3.9 312 805 1.33 0.54 483 70 2 134.7 3.4 154

~630! ~6145! ~60.17! ~60.06! ~631! ~631! ~60! ~628.1! ~60.4! ~622!
Laughter 2.6 4198 1058 1.55 0.23 495 11 15 74.6 4.6 266

~61131! ~6416! ~60.20! ~60.05! ~648! ~65! ~64! ~610.4! ~60.6! ~632!
Short styro 2.4 4101 1071 1.13 0.38 496 21 6 73.5 2.8 372

~6584! ~6312! ~60.13! ~60.08! ~633! ~65! ~61! ~635.1! ~60.2! ~640!
Long styro 0.3 8159 1079 0.88 0.51 564 35 7 141.0 2.4 221

~61551! ~6280! ~60.20! ~61.00! ~685! ~¯! ~62! ~617.8! ~60.7! ~660!

aCounts of individualclick trains are excluded due to the problems associated with identifying discrete trains.
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each cycle is composed of two variable burst trains.Long
styro is similar although each cycle is formed by three vari-
able burst trains. As the number of repeated elements form-
ing laughter and thestyros is highly variable, the durations
of these sequenced vocalizations are also highly variable
~from 100 ms to 120 s!.

B. Comparison of broadband recordings with DAT
recordings

Few of the proposed signal types exhibited a greater
emphasis in the ultrasonic range than the audible range. The
only vocalizations that seemed to contain minimal energy in
the DAT range~i.e., below 24 kHz! wereclick trains. Com-
parisons between consecutive DAT and Racal recordings
suggest onlyclick trainsandbuzzesmay ever be exclusively
ultrasonic. For example, the sequence portrayed in Fig. 1
comes from a longer recording containing 110 separate vo-
calizations of which only 2 are ultrasonic~bothbuzzes!. This

is in keeping with the other eight ‘‘duet’’ recordings, for
which solely ultrasonic vocalizations typically represent less
than 2% of all signals recorded.

Of the parameters measured from each vocalization,
peak frequency is the measurement most likely to be under-
estimated by DAT recordings. To investigate this misrepre-
sentation, the peak frequencies of vocalizations were mea-
sured from both DAT and Racal recordings. The lower
frequency limit of the DAT system is below that of the Racal
system~30 and 120 Hz, respectively, using a Sonatech hy-
drophone!. As approximately 3% of peak frequencies mea-
sured from the DAT tapes were below 120 Hz, these values
were excluded from analysis. Log transformed values from
Racal recordings were significantly higher than DAT record-
ings for buzz, hiccup, quack, short styro, splash, squeal, and
click trains ~Studentt-test; all p,0.01). However, all mean
values were below 22 kHz~the upper DAT limit! except for
the click trains ~Fig. 2!. Only in the click-based categories
~click trains, creak, buzz, and orca! were peak frequencies

FIG. 1. Example of consecutive ‘‘duet’’ recording~broadband Racal spectrogram above narrowband DAT spectrogram!. Arrows denote two solely ultrasonic
buzzes. Note boat noise apparent during the DAT recording but absent from the RACAL spectrogram due to differences in dynamic range. Individual
vocalizations are represented as b5buzz, cl5click train, cr5creak, r5ratchet, and w5whistle.
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measured above 22 kHz. Recordings made with the DAT
system seem to be representative of all signal types except
broadbandclick trains. It must be noted that the sample size
of Racal recordings is low and thus thet-tests have relatively
low statistical power.

C. Quantitative measurement of signal parameters

A dataset of 1959 individual vocalizations was extracted
from the 49 h of recordings. These samples represented 3
years of data from both fiords, incorporating all 12 seasons in
that period. To compare signal types a one-factor ANOVA
was conducted on the log-transformed data. For each of the
six common parameters, significant differences existed be-
tween the 15 proposed signal types~all p,0.01). High F
values~.100! for ‘‘signal duration,’’ ‘‘peak frequency,’’ and
‘‘duty cycle’’ suggest variation in these parameters is much
greater between groups than within groups. Tukey’s range
test was subsequently used to identify homogenous subsets
of signal types~Table III!.

D. Spectrographic cross-correlation

Spectrograms were produced for all 1959 vocalizations
in the dataset and were subjected to spectrographic cross-
correlation~SPCC!. When comparing signal types, the mean
peak correlation values were lowest forsplash, long styro,
short styro, andclick trains, suggesting the spectrograms of
these vocalizations were relatively distinct. A dissimilarity
matrix was derived from the SPCC matrix and a dendrogram
formed using hierarchical cluster analysis~Fig. 3!. The den-
drogram reveals two main clusters that may broadly be de-
scribed as repetitive~composed of repeated bursts! and non-
repetitive~composed of single bursts!. Notable exceptions to
these clusters arewhistle, orca, andhiccup. Whistleforms a

cluster with some of the click-based signals~buzz, creak, and
ratchet!. These click-based vocalizations all have energy
covering a broad range of frequencies. As the peak frequen-
cies ofwhistlestend to be higher than most other vocaliza-
tions ~Fig. 2!, it is likely that any givenwhistlecontour will
have a high correlation with broadband vocalizations.Orca
andhiccupare both repetitive vocalizations,orca being com-
posed of rapid clicks andhiccup being composed of twin

FIG. 2. Summary of mean peak frequencies for all proposed signal types. Error bars represent standard errors of the mean. Dotted line represents upper
frequency limit of DAT system.Long styroexcluded due to low number of broadband samples.~** ! represents significantt-test differences at the 99% level.
~n/a! represents those signals with too few RACALs samples to conduct Student’st-test.

TABLE III. Summary of Tukey’s posthoc range tests for one-factor
ANOVA. Vocalizations contained within the same rectangle are not signifi-
cantly different from each other at the 95% level. Rectangles that do not
overlap ~in bold! are significantly distinct from all others. See Fig. 4 for
vocal abbreviation key.
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burst pulses. Nevertheless, they appear in the nonrepetitive
cluster. These two vocalizations form the strongest cluster in
the dendrogram with a linkage distance of 0.27, perhaps re-
flecting their repetitive nature.Orca andhiccupalso form a
tight group withsqueal. Despite being a tonal signal,squeal
is aurally very similar toorca and this similarity is reflected
in the tight clustering of these signals.

E. Principal component analysis of signal type

There was some correlation between the six parameters
common to all 1959 vocalizations, and the use of PCA was
therefore appropriate. The eigenvalues for the first three
components were all greater than one, a value expected by
chance alone for each variable. The resulting principal com-
ponents accounted for 71% of the original variation, suggest-
ing that the complexity of the data set can be reduced to
three components with a 29% loss of information. This pro-
cess formed separate clusters forwhistle, splash, and click
train ~Fig. 4!. The remaining signals form two general data
clouds: the single bursts and those vocalisations with re-
peated elements.

Component 1 is most closely correlated with the vari-
ables ‘‘center time’’ and ‘‘peak time.’’ This component
readily distinguishedsplash from the other vocalizations,
and to a certain extentratchet. Splashis a loud, broadband
signal that seems to be produced nonvocally, typically
through aerial activity and rapid movements of a dolphin’s
tailstock ~personal observation!. After a rapid onset, the en-
ergy produced during asplashdegrades slowly, presumably
due to surface echo and multipath effects. Thus the energy
distribution in a typicalsplashis negatively skewed, with a

relatively low center time and peak time. Conversely,ratch-
etshave high PC1 scores as they tend to increase in ampli-
tude between successive clicks and are thus positively
skewed. Component 3 readily distinguisheswhistlesfrom the
other signal types and is strongly correlated with ‘‘peak fre-
quency’’ ~positively! and ‘‘interpeak interval’’~negatively!.
Interpeak interval is a measure of the wavelength of a signal
~i.e., the time offset betweens successive pressure peaks! and
so, as wavelength decreases, frequency increases.Whistles
have correspondingly high component 3 scores. Component
2 is strongly correlated with total signal duration and PC2
scores for the sequenced sounds~laughter, short styro, and
long styro! are all very high. Many of these vocalizations are

FIG. 3. Dendrogram derived from hierarchical cluster analysis~Ward’s method!. Based on dissimilarity matrix of SPCC scores.

FIG. 4. Mean scores for first three principal components for each proposed
signal type.
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particularly long—for example, one bout oflaughterused in
this analysis was audible for 38 s and consisted of 130
bursts. Although not included in this analysis, some bouts
may last longer than 2 min. As a result, these sequenced
sounds form a subcluster along the PC2 axis.Whistlesare
separated from other vocalizations along this axis as they
also tend to be long signals~the maximum duration in this
data set was 3.3 s!.

The first three principal component scores for all 1959
cases were used in discriminant function analysis~DFA!.
PCA scores were used in lieu of raw data to ensure variables
were not correlated. The mean values for the three compo-
nents differed significantly between signal types~ANOVA;
all F.15, all p,0.01). It may therefore be assumed that all
three components contribute to the discriminant model. To
test the efficacy of the classification scheme, all 1959 cases
were cross-validated. As there were 15 proposed signal
types, a correct classification rate of approximately 7%
would be expected by chance alone. The DFA process clas-
sified 37% of cases to the correct signal type.Whistleswere
most reliably allocated to the correct category~94% correct!.
Splashwas also relatively well discriminated~77%!, while
hiccup, laughter, orca, ratchet, andsquealwere also consid-
ered fairly distinct~all over 40% correct!. The remaining
vocalizations were poorly discriminated, with values ranging
from 10% to 30% correct.Long styrohad no correct classi-
fications, and tended to be mistaken for the other sequenced
vocalizationslaughterand ratchet.

F. Condensation of signal repertoire

The results of the various multivariate techniques sug-
gest that the variation of the measured parameters did not
accurately capture the proposed repertoire. There was a great
deal of overlap between some of the subjectively defined
signal types and a clear need to reduce redundancy in the
proposed repertoire. The results from the various multivari-
ate techniques were used to construct a hierarchy of vocal-
izations that could be condensed with others in a stepwise
process to gradually reduce the 15 initial groups to the four
structural classes of ‘‘tonal,’’ ‘‘single pulse,’’ ‘‘click bursts,’’
and ‘‘repeat bursts’’~Table IV!. For each step the ratio be-
tween observed and expected classification accuracy was cal-

culated. A plot of these ratios against category number re-
vealed a gradual increase followed by a plateau between 12
and 15 categories~Fig. 5!. A plateau of this nature represents
repertoire redundancy, as an increase in category number
gives little net increase in classification success. Thus the 12
category repertoire appears to have maximal classification
success and minimal redundancy.

The first step in the 12-signal repertoire was merging the
two styro categories. The two categories had proved very
hard to distinguish statistically. Indeed, during DFA no cases
of long styrowere correctly assigned. The second step was to
join cough and quack into a new category defined as the

FIG. 5. Increase in correct classification~ratio of observed to expected
values! with increasing number of signal types. Dotted line indicates the
ratio of a 12-signal repertoire.

TABLE IV. Stepwise formation of an increasingly condensed repertoire. The final four categories represent
fundamentally different structural classes~‘‘tonal,’’ ‘‘single pulse,’’ ‘‘click bursts,’’ and ‘‘repeat bursts’’!.

Stepwise no.
of signal types

% correct Merging process

Observed Expected Candidate Merged with

15 37.6 6.7
14 38.6 7.1 long styro short styro
13 40.9 7.7 cough quack
12 43.9 8.3 laughter long styro1short styro
11 45.3 9.1 choke cough1quack
10 48.5 10.0 buzz creak
9 47.5 11.1 orca buzz1creak
8 55.3 12.5 ratchet orca1buzz1creak
7 55.5 14.3 hiccup laughter1long styro1short styro
6 62.6 16.7 splash choke1cough1quack
5 65.7 20.0 clicks ratchet1orca1buzz1creak
4 73.8 25.0 squeal whistle
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short bursts. These two vocalizations generally have very
similar parameters and often clustered together during test-
ing. The last step was to mergelaughterwith the styrosinto
the categorysequenced signals. Although these vocalizations
were structurally different~i.e., single, double, and triple re-
peats!, they were often confused during multivariate ordina-
tion. The 12-signal repertoire had a correct classification rate
of 44% compared to 8.3% expected by chance~giving an
observed to expected ratio of 5.3!.

IV. DISCUSSION

The acoustic repertoire of the Fiordland dolphins is ex-
tremely diverse. Many of the vocalizations reported are
structurally similar to signals reported elsewhere~Table I!.
Whistlesand click trains, for example, have been reported
from all acoustic studies of theTursiopsgenus. Conversely,
some vocalizations reported in other areas are not heard in
the fiords, such as the low-frequency narrow-band calls re-
corded off eastern Australia~Schultzet al., 1995!. It would
appear there is a geographical element to vocal repertoire
that may in turn be based on differences in social structure
and habitat type.

Broadband studies of cetacean repertoire are rare, par-
ticularly for free-ranging populations. High-frequency re-
cordings of bottlenose dolphins in this study suggest that
extreme broadband energy is restricted to click-based vocal-
izations and whistle harmonics. The click-based vocaliza-
tions may be important for echolocation, while the lower
frequency vocalizations may have more communicative sig-
nificance. The nature of sound is such that decreasing wave-
length allows finer resolution of echoes reflected from small
targets~Au, 1993!. Hence echolocation clicks typically en-
compass higher frequencies, presumably for detecting and
tracking small prey items. Conversely, lower frequency sig-
nals attenuate less energy and are more suited for long-range
transmission of information during interspecific communica-
tion. In general, high frequencies are less ubiquitous for the
Fiordland dolphins than for other species for which ultra-
sonic signals have been quantitatively described@e.g., Hec-
tor’s dolphin ~Dawson and Thorpe, 1990!; harbour porpoise
~Verboom and Kastelein, 1997!; spinner and spotted dolphins
~Lammerset al., 2003!#. This difference may relate to rela-
tive body size. The four species mentioned are all small od-
ontocetes, typically less than 2 m in length. The bottlenose
dolphins in this study are significantly larger, with
asymptotic body length conservatively predicted at 3.2 m
~Schneider, 1999!.

Categorization of vocalizations within a species’ reper-
toire is essential in order to facilitate insight into functional-
ity, social relevance, and geographical variation. Historically,
dolphin vocalizations have been categorized as either tonal
or pulsed~e.g., Herman and Tavolga, 1980!. Some studies
have further divided the pulsed category into ‘‘click trains’’
and ‘‘burst pulses’’~Lilly and Miller, 1961; Caldwell and
Caldwell, 1967; Ridgway, 1983!. Results from this study are
in broad agreement, with ‘‘tonal signals,’’ ‘‘single bursts,’’
and ‘‘click bursts’’ considered structurally different. How-
ever, a fourth division, ‘‘repeat bursts,’’ is also suggested to
further discriminate the pulsed vocalizations. This division is

based on the relative distinctiveness of these signals during
multivariate testing combined with the growing evidence of
sequenced signals from other bottlenose populations. It ap-
pears that the acoustic repertoire of bottlenose dolphins lies
on a continuum withclicksat one extreme andwhistlesat the
other. As interburst interval increases,click trains become
creaks, creaksbecomebuzzes, and so on. As consecutive
pulses overlap to a greater and greater extent, the waveform
becomes sinusoidal and eventually results in awhistle.
Within the four structural classes further subdivision is pos-
sible. The initial repertoire of 15 signals was subsequently
condensed to 12 based on various classification techniques.
Throughout these ordinations,whistleswere found to be uni-
formly different from all other signals, even the related
squeals. Surprisingly,splashwas also unique despite having
similar aural properties to thechokes. Perhaps less surprising
were the numerous differences between theclicks and all
other vocalizations. The sequenced signals also tended to
cluster together as might be expected. The other proposed
signal types were less obviously demarcated. Condensation
within the ‘‘single burst’’ and ‘‘repeat burst’’ classes pro-
vided a simplification of the repertoire with minimal change
in accuracy.

Animal species tend to have small repertoires of signal
units. A species’ total repertoire for all sensory modalities is
typically 40 to 45 units~Smith, 1969!. Small repertoire size
promotes the evolution of context-dependent communica-
tion. Within the cetaceans this is most obvious in those spe-
cies limited to click-based vocalizations—the physeteridae
~Gordon, 1987!, the phocoenidae~Mohl and Andersen,
1973!, and the genusCephalorhyncus~Dawson, 1991!. A
similar scenario is played out in the repertoire of bottlenose
dolphins. The click-based vocalizations have historically
been associated with echolocation for navigation, orienta-
tion, and prey detection. Recent studies, however, suggest
click-based vocalizations may also be socially important,
such as the ‘‘pops’’ and ‘‘genital buzzes’’ produced by male
dolphins during consortship@Connor and Smolker~1996!
and Herzing~1996!, respectively#. Thus the small repertoire
of 12 signals proposed in this study may have expanded
relevance in differing behavioural context. For example, a
buzzproduced in a foraging bout may represent the detection
of prey during a rapid approach. The same vocalization pro-
duced in a social setting may be used for genital stimulation
during sexual interactions.

The various classification techniques used in this study
had different strengths, and thus often gave conflicting re-
sults. The SPCC process, for example, while providing a
quantitative and repeatable comparison measure without sub-
jective influence, has a number of weaknesses. Studies on the
vocal output of songbirds suggest that as the background
noise of recordings increase, between-group similarity also
increases. This in turn leads to a reduction in SPCC accuracy
~Terry et al. 2001!. The SPCC technique also seems less re-
liable when comparing signals of different duration~Corto-
passi and Bradbury, 2000!. In general, SPCC techniques ap-
pear most useful when comparing similar signals, such as
whistle contours. For the multivariate techniques, a draw-
back of typical PCA methods is that they are least squares
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estimation techniques. Hence they are sensitive to outliers,
which are common in realistic training sets~Kendall, 1980!.
In this study, the PCA process built upon quantitative mea-
sures taken automatically by theCanarysoftware. As such, it
was based upon subjectively selected parameters that were
deemed important to human observers. However, problems
of this kind are largely insurmountable. For example, the
vocalizations in this study had wildly differing durations
ranging from the most diminutivesplash~0.02 s! to the most
extravagant sequenced signal~120 s!. This is the fundamen-
tal nature of these vocalizations and will always make clas-
sification difficult. The repertoire of vocalizations described
in this paper was classified using a combination of human
interpretation and multivariate ordination. However, the
acoustic criteria important for signal representation in the
dolphin auditory cortex remain unclear. Nevertheless, the 12-
signal repertoire proposed in this study may provide the basis
for subsequent analyses of geographical variation, functional
importance, spatial and temporal patterns, and call sequenc-
ing.
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Information theory analysis of patterns of modulation in the
advertisement call of the male bullfrog, Rana catesbeianaa)
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Male bullfrogs often amplitude modulate the envelopes of the individual notes~croaks! in their
multinote advertisement calls. These amplitude modulations change the envelope of the note from
smooth and unmodulated to one with varying numbers of modulations. A Markov analysis shows
the pattern of change in the envelope to be highly ordered, but not completely so~semi-Markovian!.
Three simple rules govern the presence or absence of modulations in individual notes. These rules
are~1! all calls begin with an unmodulated note;~2! the first note to be modulated will contain only
one modulation; and~3! when a change in modulation occurs from one note to the next, it does so
with an increase or a decrease of one modulation only. The addition of modulations is correlated
with an increase in note duration. Physiologically, the presence of modulations might increase the
precision of temporal coding of note periodicities in the central auditory system. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1863693#

PACS numbers: 43.80.Ka@WA# Pages: 2330–2337

I. INTRODUCTION

Animals use acoustic signals of different form and com-
plexity to communicate such messages as species identifica-
tion, individual identification, advertisement of social status,
advertisement of biological fitness, sexual motivation, and
aggressive motivation. Some species have evolved large,
complex repertoires to communicate these different mes-
sages, while others use a more limited repertoire. A funda-
mental question in the study of acoustic communication con-
cerns how animals are able to convey multiple, biologically
relevant messages with a limited number of signals. The
acoustic behavior of anuran amphibians~frogs and toads! has
been extensively studied as a model of a communication
system consisting of a relatively small repertoire~Wells,
1977; Gerhardt and Huber, 2002!. In some species, separate
notes in a call communicate distinct messages to different
receivers~Narins and Capranica, 1978!, while in other spe-
cies, the same notes may send simultaneous, different mes-
sages to different receivers~Capranica, 1965!. The incorpo-
ration of different messages within a limited repertoire may
be achieved by varying the complexity as well as the degree
of stereotypy of the signal~Gerhardt and Huber, 2002!.

The male bullfrog~Rana catesbeiana! emits a harmoni-
cally complex advertisement call that is important for regu-
lating both male–male territorial and male–female attractive
interactions~Emlen, 1968; Wiewandt, 1969!. The spectral
and temporal structure of this vocalization has been de-
scribed in several publications~Capranica, 1965; Wiewandt,
1969, Bee and Gerhardt, 2001; Bee, 2004; Simmons, 2004!.
The advertisement call consists of a series of 1–12 individual
notes ~croaks!. The one-note call has been categorized as
having a territorial or aggressive function~Capranica, 1965!,

but the communicative function of the variation in number of
notes beyond one has not been definitively established. Each
note consists of a number of harmonically related frequen-
cies, extending from about 200 to about 2000 Hz, with a
missing or attenuated fundamental frequency around 100 Hz.
There is considerable interindividual variability in acoustic
properties of individual notes~Bee and Gerhardt, 2001; Bee,
2004!. Males may be able to use these differences to dis-
criminate neighbors from strangers, and near neighbors from
far neighbors~Davis, 1987; Boatright-Horowitzet al., 2000;
Bee and Gerhardt, 2001!. Which features female bullfrogs
use to choose particular males in a chorus has not been es-
tablished.

The purpose of this study is to describe and analyze a
feature of the male bullfrog’s advertisement call that has not
as yet been addressed in the literature. Whereas the envelope,
or overall shape, of the individual notes has typically been
represented as smooth and unmodulated~Capranica, 1965;
Bee and Gerhardt, 2001; Bee, 2004; Simmons, 2004!, this is
frequently not the case. Rather, males often add extra modu-
lations to the envelopes of the individual notes in their calls.
The effect of these extra modulations is to change the shape
of the envelope so that visually it contains partial gaps, or
repetitive valleys. Human listeners perceive these gaps as
slight hesitations or pauses~‘‘stutters’’!. Using analyses
based on information theory~Shannon and Weaver, 1949!,
we characterize the pattern of change in the envelope of in-
dividual notes in the advertisement call. Our data show that
modulations are added to individual notes in a highly ordered
fashion. The robustness of the pattern suggests that these
modulations may serve some communicative function.

II. MATERIALS AND METHODS

A. Field sites

Recordings of the calling activity of male bullfrogs from
1994 (N510) and 2003 (N510) were used to analyze the

a!Portions of this work were presented at the 75th Anniversary Meeting of
the Acoustical Society of America, May 2004, and the 2004 Annual Meet-
ing of the Animal Behavior Society.

b!Electronic mail: andrea–simmons@brown.edu
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presence of modulations in individual notes in their adver-
tisement calls. In July 1994 spontaneous chorusing was re-
corded at a natural bullfrog breeding pond (80335 m) lo-
cated in eastern Rhode Island (41°448349N,71°208149W);
analysis of the vocal interactions between males in this cho-
rus has been published previously~Boatright-Horowitzet al.,
2000!. Air and water temperatures were measured to an ac-
curacy of 0.5 °C during each recording session and ranged
between 21 and 25 °C. Chorus density varied from eight to
ten vocalizing males each night.

In June and July 2003, spontaneous chorusing was re-
corded~as part of a larger experiment, results of which will
be presented separately! at three breeding sites in Rhode Is-
land and Massachusetts. The location of the 1994 recordings
served as site 1 in the 2003 recording sessions. Chorus den-
sity varied between six and eight vocalizing males. Site 2,
located in central Massachusetts (42°258479N,
71°498359W), is a permanent pond approximately 100 m in
length and 30 m wide. Chorus density ranged from six to ten
vocalizing males. Site 3, located in northwestern Rhode Is-
land (41°458009N,71°458009W), is a permanent pond ap-
proximately 90 m long and 25 m wide. Chorus density was
lower at this site, ranging from three to five calling males per
night. Air and water temperatures of the three sites were
measured to an accuracy of 0.5 °C and ranged between 17
and 26 °C.

B. Data collection

During 1994, spontaneous chorus activity was recorded
on 3 nights between the hours of 22.00 and 00.15 h. Male
advertisement calls were recorded using a battery-powered
Marantz cassette recorder~model PMD430: frequency re-
sponse 0.05–14 kHz,63 dB! and a Bionic Ear microphone
~frequency response 0.1–14 kHz,63 dB! positioned on a
Styrofoam platform placed in the water 1 m from an actively
calling male. In 2003, chorus activity was recorded on 10
nights between the hours of 21.00 and 01.00 h using a Mid-
night Blue MB2000L~frequency response 0.06–15 kHz,63
dB! or Sennheiser ME66~frequency response 0.05–20 kHz,
63 dB! microphone, positioned on a Styrofoam platform
about 1 m from individual frogs, and recorded onto the Ma-
rantz cassette recorder. Recording sessions lasted between 30
min and 3 h depending on the activity of the chorus. Indi-
vidual males within each chorus were identified through field
notes and visual and auditory inspection of each individual’s
calls. Such identification is possible due to the small amount
of variation in fundamental and dominant frequencies within
an individual’s calls, whereas significant variability can be
detected between the calls of individual frogs~Bee and Ger-
hardt, 2001!. In addition, calling males maintained relatively
fixed territorial positions during a single night’s chorus and
were easily identified by spatial location.

C. Data analysis

Spontaneous vocalizations were converted to 44.1-kHz,
16-bit WAV-format sound files usingCOOLEDIT 2000. Figure 1
is an oscillogram of an advertisement call recorded during
the summer of 1994. This particular call consist of six indi-

vidual notes. The first note has a smooth, unmodulated en-
velope, while the envelopes of the other five notes contain
modulations. For each call, the numbers of notes and the
number of modulations within each note were determined in
COOLEDIT by visual and auditory inspection. The frequency
of modulation, the fundamental frequency, and the frequency
spectrum of each note were analyzed by a custom-written
MATLAB v 6.5 ~MathWorks, Natick, MA! script. Duration of
individual notes was measured usingCOOLEDIT ~1-ms reso-
lution! and analyzed usingSPSSv. 11.5 statistical packages.

To analyze any pattern in the incorporation of modula-
tions within notes, all advertisement calls with no modula-
tions in any notes were eliminated. Calls whose individual
notes could not be completely analyzed due to overlap by
calls of neighboring males or interference by nonbiological
sources of noise were eliminated as well. The remaining calls
were analyzed usingUNCERT, a program that examines serial
dependencies in sequences of events using Markov chain
analysis~Hailman and Hailman, 1993!. The program calcu-
lates frequencies and probabilities of occurrence of a series
of events, the frequencies and probabilities of transition from
one event to another, and the uncertainties associated with
the events and their transitions. These analyses can be used
to evaluate the organizational complexity of, for example, a
signal repertoire~McGowanet al., 1999!. In our data set, the
sequence of events is the number of modulations within con-
secutive notes in a call. The hypothesis tested is that the
number of modulations changes in a systematic way from
note to note.

The diversity in the series of events is represented by an
uncertainty value, a logarithmic measure~Hailman and Hail-
man, 1993! based on communication theory~Shannon and
Weaver, 1949!. To find the maximum amount of uncertainty
in a data set, the following formula is applied:Um5 log2 K,
whereUm measures the diversity of events within a sample,
log2 is the logarithm to the base 2, andK denotes the number
of different kinds of events involved. Consider, for example,
an animal’s repertoire consisting of just one kind of event.
The maximum uncertainty would be calculated asUm

5 log2(1)50. This makes intuitive sense, because with only
one event in a repertoire, there would be absolutely no un-
certainty as to what kind of event would follow. Zero-order
uncertainty (U0) is a measure of the probabilities of each of

FIG. 1. Oscillogram of a male bullfrog’s call recorded at site 1 in 1994. This
particular call is made up of six individual notes or croaks. Arrows point to
modulations or gaps seen in individual notes. The first note contains no
modulations; notes two through six contain 1, 2, 3, 2, and 2 modulations,
respectively. Time-domain waveform was exported fromCOOLEDIT 2000.
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the kinds of events and thus the complexity of the repertoire.
Within each data set of events, each individual event~i! has
its own frequency of occurrence (F i) . The total number of
events of all kinds is the sum of the total frequencies~N!.
This means that the probability that eventi ~or Pi) will occur
equals the frequency ofi ~or F i) divided by the total frequen-
cies of all events~N!. If all events are equally probable,U0

5Um. First-order uncertainty (U1) measures the dependen-
cies between first and second events, and second-order un-
certainties (U2) measure the transitional probabilities be-
tween event pairs and third events in sequences~Hailman
and Hailman, 1993!. Although higher measures of uncertain-
ties exist, our data do not exhibit the complexity that would
warrant application of them.

III. RESULTS

A. General patterns

A total of 5567 bullfrog calls was collected from 17
recording sessions. Of these calls, 2599 consisted of single-
and multinote calls that contained no modulations. Within
the remaining 2968 calls, 432 could not be completely ana-
lyzed due to interference or call overlap and were eliminated
from further analysis. This left a total of 2536 calls made up
of 13 081 individual notes that were further analyzed for any
pattern in the presence of modulations. Results of analysis of
these calls listed according to date and sampling site are
shown in Table I.

All single-note calls (N51455) had unmodulated enve-
lopes. On any recording night, between 27%–72% of all
calls ~mean 30.4%! contained at least one note with modu-
lations. Between 81.9%–100% of calls that contained any
notes with modulations began with one unmodulated note.
The mean percent of calls conforming to this ‘‘addition of
modulations begins with 1 modulation’’ rule was 91.46%

65.1%. When the number of modulations increased or de-
creased between successive notes within a call, it did so by
just one modulation in 91.2%–100% of the calls. A mean of
97.5%62.5% of calls followed the ‘‘modulation increases or
decreases by one’’ rule.

The number of modulations overall varied from 1 to 6 in
separate calls, with modulation frequencies all below 12 Hz.
One animal produced 5 notes with 7, 8, or 9 modulations, but
this occurred so rarely that these notes were excluded from
analyses withUNCERT.

B. Uncertainty analyses

The data set was categorized into seven different kinds
of events based on the number of modulations~0 to 6! ob-
served in call notes. Based upon the analysis performed by
UNCERT, Table II reveals the frequencies and probabilities of
the occurrences of each of the seven kinds of events. Maxi-
mum uncertainty (Um) as computed on seven events is 2.81
bits/event and zero-order uncertainty (U0) is 2.03 bits/event.
A bit is a contraction of computer language’s ‘‘binary digit’’
and is considered the basic unit of information. What this
means is that the number of bits is the power to which the
number 2 must be raised in order to give the number of

TABLE I. Bullfrog advertisement calls collected during 1994 and 2003 by date and site. The number of calls,
number of calls with modulations~mods!, and number of one-note calls are indicated for each recording
session. More than 80% of the modulated calls conform to the two patterns identified.

Date
Site
no.

Total
calls

Calls with
mods

% Conformation to
pattern One-note calls

‘‘begins with
1 mod’’

‘‘ 1 or 2 1
mod’’

Total % with
mods

7/02/94 1 406 155 87.1 99.9 196 0
7/02/94 1 307 116 92.2 98.3 165 0
7/03/94 1 299 137 92.0 99.3 123 0
7/08/94 1 290 171 81.9 91.2 165 0
6/24/03 1 249 67 94.0 100 28 0
6/25/03 1 505 245 89.4 98.0 71 0
6/26/03 1 495 228 92.6 98.7 32 0
6/27/03 1 435 180 85.6 94.4 105 0
6/28/03 1 280 102 92.2 96.1 92 0
6/29/03 2 321 232 96.1 97.4 15 0
6/30/03 2 335 231 99.1 99.6 30 0
7/06/03 1 562 230 89.6 98.3 127 0
7/07/03 1 366 142 86.6 97.2 96 0
7/08/03 2 184 81 93.8 98.8 36 0
7/10/03 3 116 58 100 96.6 30 0
7/13/03 1 254 89 85.4 93.3 84 0
7/14/03 3 163 72 97.2 100 60 0

TABLE II. Zero-order analysis. Frequencies and probabilities of occurrence
of seven kinds of events as calculated fromUNCERT.

Event Frequency Probability

0 4411 0.3372
1 3613 0.2762
2 3401 0.2600
3 1338 0.1023
4 285 0.0218
5 29 0.0022
6 4 0.0003
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equiprobable messages in a signal or a system~Lewis and
Gower, 1980!. Table III shows a matrix depicting the fre-
quencies of the events as they transition either to the follow-
ing event or as a repetition of themselves. To obtain a Mar-
kovian chain analysis, the frequencies in Table III were
converted to probabilities to give a clearer picture of the
pattern of insertion of modulations. Based upon those prob-
abilities,U1 is calculated as 1.31 bits/events, andU2 as 1.27
bits/event.

Individual graphs for each event are shown in Fig. 2. For
each of the graphs, the initial state~S! is identified by the
number in the upper-right corner. The probability of the next
event is illustrated for each of the seven possibilities~0
through 6!. For example, the event state S-0 is followed by a
repetition of itself with a probability of 0.42, by S-1 with a
probability of 0.53, and by S-2 with a probability of 0.05.
Event state S-1 is followed by S-0 with a probability of 0.04,
by a repetition of itself by 0.39, by S-2 with a probability of
0.56, and by S-3 with a probability of 0.01. Inspection of the
individual graphs shows the increased probabilities of an
event being followed by itself, by the preceding event, or by
the following event. This pattern is precisely predicted by the
‘‘number of modulations increases or decreases by one’’ rule.

This pattern of transition can be graphically represented
through the use of kinematic graphing. Kinematic graphs
represent the temporal or sequential ordering of events. Be-
cause a system can only be in one state at a time, each state
must exclude all other states. In addition, the states must be
discrete and easily discriminated from one another~Sustare,
1978!. The present data follow these rules perfectly. A male
bullfrog can produce only one event state~a single note! at
one time, and each event state within its call is discernible
from all others~zero through 6 modulations in individual
notes!. In our kinematic diagram~Fig. 3!, circles are used to
represent individual events. Events are categorized and la-
beled according to the number of modulations contained
within a note, beginning with S-0~unmodulated!, S-1 ~one
modulation!, S-2 ~two modulations!, and so forth up to and
including S-6 ~six modulations!. Each time one state ends
and is followed by another state, a transition is said to occur.

When a transition occurs, it is depicted by an arrow between
the two state events. The direction of the arrow shows the
temporal sequence of the events—always pointing away
from the initial state and towards the following state. Recur-
rent arrows, which point from one state back to itself, repre-
sent a temporal repetition of that state. When all arrows are

TABLE III. First-order analysis. Frequencies~and probabilities! of transition from preceding to following
events

Preceding
event

Following event

0 1 2 3 4 5 6

0 1791
~0.4168!

2274
~0.5294!

220
~0.0512!

9
~0.0021!

2
~0.0005!

0
~0.00!

0
~0.00!

1 100
~0.0378!

1033
~0.3899!

1482
~0.5590!

32
~0.0121!

1
~0.0004!

0
~0.00!

0
~0.00!

2 10
~0.0043!

290
~0.1234!

1419
~0.6038!

624
~0.2655!

7
~0.0030!

0
~0.00!

0
~0.00!

3 5
~0.0050!

16
~0.0160!

274
~0.2740!

577
~0.5770!

128
~0.1280!

0
~0.00!

0
~0.00!

4 0
~0.00!

0
~0.00!

5
~0.0200!

95
~0.3800!

131
~0.5240!

19
~0.0760!

0
~0.00!

5 0
~0.00!

0
~0.00!

1
~0.0357!

1
~0.0357!

16
~0.5714!

8
~0.2857!

2
~0.0714!

6 0
~0.00!

0
~0.00!

0
~0.00!

0
~0.00!

0
~0.00!

2
~0.5000!

2
~0.5000!

FIG. 2. Probabilities of transition from each of the seven kinds of events
~S-0 to S-6, upper right corner in each graph! to each of the events~0
through 6 on x axis!. For example, a note containing zero modulations
~upper-left graph! is followed by another note with no modulations with a
probability of 0.42, by a note with one modulation with a probability of
0.53, by a note with two modulations with a probability of 0.002, by a note
with 4 modulations with a probability of 0.0005, and by a note with 5 or 6
modulations with a probability of 0.
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included in the kinematic graph, a complete picture of the
behavior of the system results. Beginning with event S-0,
41.7% of the total S-0 events are recurrent~repeating!;
52.9% transition to event S-1; 5.1% transition to event S-2;
and very small fractions transition to events S-3 and S-4
~0.021% and 0.005%, respectively!. Due to the relatively
small amounts of information these transitions add to the
system, coupled with the attempt to maintain clarity in the
diagram, they are not represented by arrows in the kinematic
graph. Moving through the graph, the same observations can
be made for each of the event states~S-1 through S-6!, with
the frequencies of transitions emanating from each of the
event states totaling 100%.

C. Correlation with other acoustic parameters

The addition of modulations to the envelope of indi-
vidual notes is correlated with an increase in note duration.

This trend is shown in Fig. 4 for an individual male. Data are
best fit by a cubic regression (r 250.83,P,0.01). Over all
males, the relationship between note duration and number of
modulations is statistically significant (r50.63,P,0.001).
In contrast, in advertisement calls with no modulated notes,
there is no significant relationship (r50.12) between note
duration and its position within the call~that is, later notes do
not have longer durations than earlier notes!. The change in
duration between successive notes thus is related to the in-
sertion of modulations, not to note position.

Although the insertion of modulations into successive
notes followed the patterns described for all males, there was
individual variability in the extent to which males added
modulations to their calls. Individual variability was deter-
mined for the ten males recorded in 1994, during sessions in
which each male was recorded for periods of about 3 h. The
percent of calls that included any modulations varied from
0% to 100% between individuals. There was no significant
relationship (r 2520.06) between the percent of calls that
included modulations and fundamental frequency of un-
modulated notes in an individual’s calls. From this analysis,
we infer that the insertion of modulations may be related to
chorus dynamics or to female choice rather than to male
body size~which is correlated with fundamental frequency;
Bee and Gerhardt, 2001!.

D. Variation over chorus time

The numbers of calls containing modulations in any
notes as a percent of total calls for all males from site 1 in
2003 are shown in Fig. 5~A!. The percent of calls with
modulations is low on the first recording day~which was the
first day males were vocally active at that site!, rises to a
maximum of about 50% on the second day, and levels off
around 40% until the end of the calling season at that site.
Data from an individual male on one night, recorded at site 1
in 1994, are shown in Fig. 5~B!. The number of notes with
modulations~regardless of the number! given by this male
varies over the entire chorusing bout, with a peak between
calls 40 and 50. Notes with modulations are not restricted to
either the beginning or the end of the calling bout, but occur
throughout and seem to alternate with unmodulated calls.

FIG. 3. Kinematic diagram of first-order Markov chain analysis. Events are
represented by circles~S-0 through S-6, depending upon number of modu-
lations contained within the note!. Transitions between events are depicted
by arrows pointing away from an initial event and towards a following
event. Recurrent arrows represent repetitions of initial events. Probabilities
of transitions are found next to arrows.

FIG. 4. Relationship between note duration and number of modulations per
note in the spontaneous vocalizations of one male recorded at site 1 in 1994.
The curved line is the best-fitting regression through the data.
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IV. DISCUSSION

Individual notes in the advertisement call of male bull-
frogs often contain extra envelope modulations that visually
appear as gaps within an individual note and which acousti-
cally to human listeners resemble pauses or ‘‘stutters.’’ There
appear to be three simple rules that govern the pattern of
incorporation of these modulations within individual notes in
an advertisement call. First, all calls begin with an unmodu-
lated note. Second, the first note to contain a modulation
contains only one. Third, the number of modulations changes
systematically between notes, with an increase or a decrease
of one modulation only. Adherence to these rules is exceed-
ingly robust. Of the 2536 calls analyzed, 100% began with a
note containing no modulations, 91.5% followed the ‘‘modu-
lation begins with one’’ rule, and 97.5% followed the ‘‘plus
or minus one modulation’’ rule. This pattern is consistent
between individual males, as well as across choruses and
breeding sites. The regularity of the pattern suggests that it
serves some biological significance in the communication
behavior of the bullfrog.

A. Markov chains, properties, and processes

Markov chain analyses were developed as a way of de-
termining if events that occur in sequence are independent of
one another. A crucial feature of these analyses is the concept
of uncertainty~or entropy!, which is calculated using the
number of events that occur in a particular sequence. When
such events are completely independent of one another~i.e.,
the previous event has absolutely no influence on the imme-
diately following event!, the data are described as exhibiting
the Markov property. At the other end of the spectrum are
previously occurring events that absolutely determine the ap-
pearance of the following event. These types of data are
termed Markov processes. In a Markov process, knowing
which event occurs first will completely predict which event
will follow. Animal behavior often falls between these two

extremes and is therefore labeled semi-Markovian~Fagen
and Young, 1978!. This simply means that the last event the
animal engages in may be a good predictor, albeit not a per-
fect one, of the next event to follow. Because different sets of
data vary in their degree of approach to true Markov pro-
cesses, information theory~Shannon and Weaver, 1949! can
be used to estimate how much uncertainty occurs in a se-
quence of events, and thus provide an estimate of the amount
of redundancy or diversity in a particular data set. This kind
of analysis has become a powerful quantitative tool for ex-
amining and analyzing animal communication systems in di-
verse species and across a range of modalities. Information
theory has been used to categorize the whistle signals of
dolphins ~McGowanet al., 1999, 2002! and the call reper-
toires of Mexican chickadees~Ficken et al., 1993!, and to
analyze aggressive communications in mantis shrimp
~Dingle, 1969! and hermit crabs~Hazlett and Bossert, 1965!.
It has also been applied to analysis of intermale behavior of
grasshoppers~Steinberg and Conant, 1974!, the study of
brood recognition in Mexican free-tailed bats~Beecher,
1989!, and the mutually symbiotic relationship between goby
fish and snapping shrimp~Preston, 1978!. It is this generality
of application that makes information theory so useful in
examining the capacity, structure, and organization of animal
repertoires.

Uncertainty analyses reveal that the appearance of
modulations in bullfrog advertisement calls follows a semi-
Markovian, deterministic pattern. This is shown in the siz-
able drop in uncertainty that occurs betweenU0 and U1 ,
with less of a drop betweenU1 andU2 . The drop between
Um and U0 shows that knowing the relative frequencies of
the seven events in the data set has decreased the amount of
uncertainty, and the drop fromU0 to U1 has established the
existence of a pattern. The low value ofU1 is consistent with
the ‘‘plus or minus 1’’ rule, since knowing how many modu-
lations ~x! the first note has strongly implies the next note
will contain x, x11, or x21 modulations. The analyses sug-
gest that information transfer is occurring based upon the
ordered frequencies between successive events.

B. Mechanisms of production

Calling is an energetically costly behavior for frogs,
with an oxygen demand that exceeds that occurring during
forced exercise~Taigen and Wells, 1985!. In Hyla, the trunk
muscles are specialized for high-power output, but are highly
susceptible to fatigue~Girgenrath and Marsh, 1999!. It is
possible that the pattern of insertion of modulations reported
here reflects fatigue of the vocal musculature. For example,
the production of modulations in a series of successive notes
might indicate that the male was simply running out of
breath. Such a fatigue hypothesis implies that bullfrogs
would incorporate more modulations in their calls at the end
than at the beginning of a nightly chorus, and that the aggre-
gate chorus would show more modulations at the end than
near the beginning of the calling season. Our behavioral data
do not show such a simple trend.

In Bufo, amplitude modulation of vocalizations is pro-
duced by both active~pattern of contraction of the thoracic
musculature! and passive~vibration of the arytenoid carti-

FIG. 5. ~A! Percent of calls containing any modulations as a function of all
calls in the spontaneous vocalizations of male bullfrogs recorded at site 1 in
2003.~B! Number of notes with modulations in the spontaneous calling of
one male recorded at site 1 in 1994.
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lages! mechanisms~Martin, 1971!. Which mechanism best
accounts for the pattern of modulation seen here cannot be
determined from the present data. One possibility is that the
production of longer call notes might passively engage the
arytenoid cartilages, thus producing modulations. The posi-
tive relationship between note duration and number of modu-
lations supports this hypothesis. Inserting modulations might
also allow the male to extend the length of the individual
notes in his calls while reducing the amount of air exchange
needed. This in turn implies that longer duration notes have a
different perceptual significance than shorter duration ones.
Male bullfrogs do not respond readily to playbacks of short-
duration notes outside the normal range of variability in note
duration, but they respond equally vigorously to playbacks of
modal duration and long-duration notes, showing patterns of
generalization rather than discrimination for this acoustic
feature~Simmons, 2004!. These data suggest that the inser-
tion of modulationsper semight not have a perceptual sig-
nificance to other males in the chorus. On the other hand,
female bullfrogs, like female frogs of other species~Gerhardt
and Huber, 2002!, may prefer notes with longer rather than
shorter durations, and use note duration as an indicator of
male quality. This hypothesis has not been tested directly.

C. Physiological relevance of envelope modulation

Envelope periodicity is an important feature mediating
vocal interactions in many anuran species~Gerhardt and Hu-
ber, 2002!. In playback experiments, male bullfrogs respond
differentially to synthetic advertisement calls with unmodu-
lated and modulated notes, when these envelope differences
are produced by changes in either the phase structure or the
harmonic structure of the signal~Hainfeld et al., 1996; Sim-
mons and Bean, 2000!. Although these experiments did not
explicitly test responses to signals that resemble the modula-
tion pattern described here, they predict that modulation is a
salient perceptual cue for these animals. Physiological ex-
periments show that the 100-Hz periodicity of unmodulated
synthetic notes and the envelope fluctuations produced by
changes in phase structure are encoded in the bullfrog’s
eighth nerve by a neural code based on phase-locked dis-
charges ~Schwartz and Simmons, 1990; Simmonset al.,
2001!. This temporal code seems to weaken in the central
auditory system, such that, in the auditory midbrain~torus
semicircularis, TS!, only a relatively small number of neu-
rons respond with phase-locked discharges to modulations in
the 90–100-Hz range~Simmonset al., 2000!. Yet, strong
phase-locked activity continues to occur even in the TS in
response to signals with amplitude modulations of 20–50 Hz
~Bibikov and Nizamov, 1996; Simmonset al., 2000!. The
modulated notes described in this study have low-frequency
modulations of 12 Hz or less. Although such low frequencies
have not been tested in studies of modulation coding in the
frog’s auditory midbrain, we predict that these stimuli would
produce strong phase locking, thus retaining a temporal code
for processing of the advertisement call in the central audi-
tory system.
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The general approach to estimate the displacement of rounded objects~specifically, gas bubbles and
solid spheres! in elastic incompressible media in response to applied acoustic radiation force is
presented. In this study, both static displacement and transient motion are analyzed using the linear
approximation. To evaluate the static displacement of the spherical inclusion, equations coupling the
applied force, displacement, and shear modulus of the elastic medium are derived. Analytical
expressions to estimate the static displacement of solid spheres and gas bubbles are presented.
Under a continuously applied static force, both the solid sphere and the initially spherical gas bubble
are displaced, and the bubble is deformed. The transient responses of the inclusions are described
using motion equations. The displacements of the inclusion in elastic incompressible lossless media
are analyzed using both frequency-domain and time-domain formalism, and the equations of motion
are derived for both a solid sphere and a gas bubble. For a short pulsed force, an analytical solution
for the equations of motion is presented. Finally, transient displacement of the gas bubble in
viscoelastic media is considered. ©2005 Acoustical Society of America.
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I. INTRODUCTION

Recent research on acoustic radiation force has shown
great promise for several applications including biomedical
ultrasound. For example, shear waves may be induced in
tissue by the radiation force of a focused ultrasonic beam and
provide shear wave imaging.1 Another application offers re-
mote palpation using a radiation force method to get infor-
mation about the local mechanical properties of tissue.2–4 In
these applications the acoustic radiation force generates lo-
calized tissue displacement that depends on its mechanical
properties. The radiation force in tissue-like media is deter-
mined by the absorption and reflection of ultrasound from
inhomogeneities. Lesions or other targets~like gas bubbles
or solid spheres! can be considered as inhomogeneities.

A few studies utilizing the radiation force acting on a
gas bubble5 and a solid sphere6 have been reported recently.
Erpeldinget al.5 described how the acoustic radiation force
was applied to a gas bubble~generated by femtosecond laser
pulses focused in the volume of tissue-mimicking gels!.
Bubble displacements in gelatin phantoms of different con-
centrations were measured and the maximum displacement
reached was several hundreds of micrometers.5 Furthermore,
it was shown that the bubble displacement depended on the
elastic~Young’s or shear! modulus of the gel.

In a study by Chenet al., the response of a solid sphere,
embedded into an otherwise homogeneous gelatin phantom,
was measured.6 The mechanical excitation of the sphere was
produced using a low-frequency radiation force. The veloci-
ties of vibrating spheres of different radii were measured in
both liquid ~water! and elastic~gelatin! medium. Calcula-
tions were performed using the analytical model based on

Oestreicher’s theory as developed for the oscillations of a
rigid sphere in a viscoelastic medium.7 The results of the
study demonstrate that mechanical response of the sphere
under radiation force is related to viscoelastic properties of
the surrounding medium and can be used to determine the
local material properties.6

Three methods to estimate the radiation forceFr in
acoustic field are often used. The first method is based on the
equation derived for a bubble pulsating in liquid8,9

Fr52^V“pa&, ~1!

where V is the bubble volume,“pa is a gradient of the
acoustic pressure in a medium, and^ & denotes an average
with respect to time.

The second method commonly used is based on conser-
vation of momentum.10 Assuming that the bubble radius is
much smaller than an acoustic wavelength, the scattered
wave is nearly spherical and does not carry away a momen-
tum, so the momentum of the incident wave is changed due
to absorption and bubble radiation by the amountWr /c0 per
unit time (Wr is the total radiated and absorbed acoustic
power,c0 is the speed of sound.! Neglecting the absorption
and applying the equation for the pressure in far fieldpr

5rV̈/4pr presented in Ref. 11, the radiated power yields

Wr5
4pr 2

rc0
pr

25
r

4pc0
V̈2, ~2!

whereV̈ is the second derivative of the bubble volume with
respect to time. It is worth noting that Eq.~2! can be applied
to bubble oscillations of both small and finite amplitude.11

The acoustic radiation force is
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Fr5
Wr

c0
5

r

4pc0
2 ^V̈2&. ~3!

The third method reviewed here is as follows. The ra-
diation pressure on the target can be estimated by integrating
the acoustic field in the surrounding medium with respect to
the target surface. For example, Hasegawa and Yosioka used
this method to calculate the radiation force on a solid elastic
sphere in a plane progressive sound field in liquid.12

These approaches have been developed to evaluate the
radiation force in liquids, but they can also be applied to
estimate the radiation force in tissue-like media. Rigorous
verification of the last statement will be presented in our next
publication. In the analysis presented here, the radiation
force is assumed to be given.

In this paper, the static displacement and transient mo-
tion of a gas bubble and a rigid sphere in a viscoelastic
medium is estimated and discussed. The current study is fo-
cused on developing a theoretical model to describe both
static and transient displacements of a target in soft elastic
media in response to the externally applied radiation force.
The analysis is performed in the linear approximation.

The static displacements of a sphere and a gas bubble in
elastic media are considered first. In this case, the pushing
force is considered to be given and constant, and the elastic
medium is assumed to be isotropic, homogeneous, incom-
pressible, and inviscous. A technique similar to the one ap-
plied to estimate Stockes’ drag of a solid sphere in viscous
incompressible liquid is used here. The transient motions of
the sphere and the gas bubble in the elastic, incompressible,
inviscous medium are investigated in response to a time-
varying force. Both monochromatic and impulse forces are
considered. Finally, the transient motion of the bubble in the
viscoelastic incompressible media is analyzed. The paper
concludes with discussion of the results. Results of this study
were partly presented at the 147th Meeting of the Acoustical
Society of America.13

II. STATIC DISPLACEMENT

Static displacement of an object that can be a rigid
sphere or a gas bubble in an elastic medium is estimated in
the linear approximation. The applied force is assumed to be
constant, i.e., not varying with time. While in a liquid the
object is displaced as long as the force is applied, in an
elastic medium the displacement is constrained by the elastic
properties of the medium. In our analysis the elastic medium
is assumed to be isotropic, homogeneous, incompressible,
and inviscous. The technique used here is similar to Stokes’
formula derivation for the drag of a solid sphere in viscous,
incompressible liquid.

For small Reynolds numbers, the Stokes’ force,Fs , act-
ing on a solid sphere moving with velocityv in viscous
incompressible liquid is~see, for example, Ref. 14!

Fs56phRv, ~4!

whereR is a solid sphere radius, andh is the viscosity coef-
ficient of liquid. The starting point of Stokes’ formula deri-

vation is the equation for the velocity of incompressible vis-
cous liquid14

h¹2v5“p, ~5!

and the continuity equation

“"v50, ~6!

wherev is a relative velocity between the sphere and sur-
rounding liquid, andp is the pressure in the liquid.

In the elastic medium only finite displacement of the
bubble or the sphere from an initial position takes place. The
balance equation for stress tensors ik in an incompressible
isotropic elastic medium is15,16

]s ik

]xk
50. ~7!

Taking into account that the stress tensor in incompressible
elastic medium is

s ik52pd ik12muik , ~8!

and the strain tensoruik in linear approximation is

uik5
1

2 S ]ui

]xk
1

]uk

]xi
D , ~9!

Eq. ~7! can be reduced to the equation

m¹2u5“p. ~10!

Here,u is a displacement vector,m is the shear modulus of
the elastic incompressible medium, andp is the isotropic part
of a stress tensor. Incompressibility of the elastic medium in
the linear approximation requires

“"u50. ~11!

Equations~10! and~11! for displacement in an elastic incom-
pressible medium are identical to Eqs.~5! and~6! for veloc-
ity in viscous incompressible liquid. Therefore, the technique
developed to solve Eqs.~5! and ~6!, presented in detail in
Ref. 14, can be used to solve Eqs.~10! and ~11!.

The solution of Eqs.~10! and ~11! can be presented in
the form

u5“3~“ f 3e!5“3“3~ f e!. ~12!

Here, f 5 f (r ) is a scalar function

f ~r !5ar1
b

r
, ~13!

ande is a unit vector along the displacement, and constantsa
and b are determined by boundary conditions on the object
surface.

If the polar axis of the spherical system of coordinates is
along the displacement vector~i.e., an angleu is between a
radius vector and displacement!, the equations for the com-
ponents of the displacement vectoru are

ur5
2

r 2 S 2ar1
b

r D cosu, uu5
1

r S a1
b

r 2D sinu. ~14!

From Eq.~10! the pressure gradient created by the displaced
object is
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“p5m¹2u5m¹2@“3“3~ f e!#. ~15!

Following the derivations presented in Ref. 14, the pressure
is

p5p01m¹2@“•~ f e!#5p01m~e"“ !¹2f , ~16!

wherep0 is an integration constant that describes the pres-
sure far away from the object. The force on the displaced
solid sphere or bubble in the elastic medium is14

F5E ~2p cosu1s rr cosu2s ru sinu!dS. ~17!

Here,dS is an element of the sphere surface, ands rr ands ru

are components of a stress tensor given by

s ik5mS ]ui

]xk
1

]uk

]xi
D . ~18!

Due to the symmetry of the problem, Eq.~17! should be
integrated with respect tou only

F52pR2E
0

p

~2p cosu1s rr cosu2s ru sinu!sinudu.

~19!

Consequently, the stress tensor components written in the
spherical system of coordinates are

s ru52muru5mS ]uu

]r
2

uu

r
1

1

r

]ur

]u D , ~20!

s rr 52murr 52m
]ur

]r
. ~21!

In the following sections, the displacements of the solid
sphere and the gas bubble in the elastic medium are consid-
ered.

A. Static displacement of the solid sphere

The boundary conditions at the surface of the rigid solid
sphere of radiusR displaced by a vectoru0

ur~R,u!5u0 cosu, u0~R,u!52u0 sinu, ~22!

allow us to find the constantsa andb

a52
3Ru0

4
, b52

R3u0

4
. ~23!

Therefore, Eqs.~14! can be rewritten

ur~r ,u!5u0S 3R

2r
2

R3

2r 3D cosu,

uu~r ,u!52u0S 3R

4r
1

R3

4r 3D sinu. ~24!

The functionf in this case is

f 5ar1
b

r
52

Ru0

4 S 3r 1
R2

r D . ~25!

Calculating¹2f and substituting into Eq.~16! yields

p5p02
3mRu0

2
~e"“ !

1

r
5p01

3mRu0

2r 2
cosu. ~26!

The necessary stress tensor components are then

s ru5
3mu0

2r 4
R3 sinu, ~27!

s rr 52
3mu0

r S R

r
2

R3

r 3 D cosu. ~28!

On the surface of the sphere (r 5R), the radial component of
the stress vanishes (s rr 50). Substituting Eqs.~26! and~27!
into Eq. ~19! and integrating yields

F526pmRu0 . ~29!

Equation~29! is similar to Stokes’ formula presented here by
Eq. ~4!, where the viscous coefficienth is replaced by the
shear modulusm, and velocityv is replaced by the displace-
mentu0 . Equation~29! accounts for the force acting on the
spherical particle displaced by the vectoru0 in the elastic
medium. If an external force~i.e., the radiation force! is ap-
plied to the sphere, the sign should be changed

Fr56pmRu0 , ~30!

and the displacement of the sphere is

u05
Fr

6pmR
. ~31!

Therefore, the displacement of the solid sphere in the elastic
medium is proportional to the applied force and inversely
proportional to the shear modulus of the medium and the
radius of the sphere.

Equation~31! can be applied to estimate displacements
of nonspherical targets.

B. Static displacement of a gas bubble

Static displacement of a gas bubble in the elastic me-
dium is estimated with the same equations but the boundary
condition is different. The boundary condition at the surface
of the gas bubble (r 5R) is

s ru50. ~32!

The stress tensor components ru can be evaluated using Eq.
~20!, whereur anduu are given by Eqs.~14!

s ru5mS ]uu

]r
2

uu

r
1

1

r

]ur

]u D52
6m

r 4
b sinu. ~33!

The boundary condition requires thatb50. Therefore, the
components of the displacement vector are

ur52
2a

r
cosu, uu5

a

r
sinu, ~34!

and¹2f is

¹2f 5
2a

r
. ~35!

The pressure is calculated using Eq.~16!

2340 J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 1, April 2005 Ilinskii et al.: Gas bubble displacement in elastic media



p5p012ma~e"“ !
1

r
5p02

2ma

r 2
cosu. ~36!

The component of the stress tensors rr is

s rr 52m
]ur

]r
5

4ma

r 2
cosu. ~37!

The valuea in Eq. ~37! is estimated using the equilibrium
equation

p2s rr 1pr5pg , ~38!

when pressure outside the bubble~including the pressure in
the mediump, the normal stresss rr acting on the bubble,
and the acoustic radiation pressurepr) is in equilibrium with
the internal gas pressure in the bubblepg . The radiation
pressurepr here is the external force per unit area acting on
the bubble surface. Since the radiation force changes withu,
the pressurepr is also a function ofu

pr5pr
~0! cosu, ~39!

wherepr
(0) is the pressure foru50, and its value is defined

by the equation for the radiation force

Fr52pR2E
0

p

~2pr cosu!sinudu. ~40!

Integration of Eq.~40! yields

pr
~0!52

3Fr

4pR2
. ~41!

Substituting Eqs.~36!, ~37!, ~39!, and~41! into Eq. ~38! and
settingr 5R as well asp05pg gives

a52
Fr

8pm
. ~42!

The displacement components of the bubble surface are then
given by

ur5
Fr

4pmR
cosu5aR cosu,

uu52
Fr

8pmR
sinu52

aR

2
sinu, ~43!

where new notationa is introduced

a5
Fr

4pmR2
. ~44!

The dimensionless parametera is the ratio between the ex-
ternally applied force and the value associated with elastic
property of the medium.

It is easy to show that the bubble changes its shape
during displacement. Indeed, the initial shape of the bubble
is assumed to be spherical and, in Cartesian coordinates, can
be expressed as

x5R cosu, y5R sinu. ~45!

Here,x coincides with a polar axis of a spherical coordinate
system and, therefore, the angleu is an angle from thex axis.

The relationship between Cartesian and spherical coordinates
is

x5r cosu, y5r sinu. ~46!

During the bubble displacement, the coordinatesx and y
changes incrementally bydx anddy

dx5dr cosu2r sinudu, dy5dr sinu1r cosudu.
~47!

Taking into account that

dr 5ur , rdu5uu , ~48!

the shape of the displaced bubble can be presented in the
form

x

R
5cosu1

a

4
~31cos 2u!,

y

R
5sinu1

a

4
sin 2u.

~49!

For u50, Eqs.~49! yield

x

R
511a. ~50!

It is clear from Eq.~50! that parametera has a simple physi-
cal interpretation—it characterizes the ratio between the dis-
placement of the bubble surface atu50 and the bubble ra-
dius.

Displacements and shapes of the bubble for the different
forces~different parametersa! are plotted in Fig. 1. As ex-
pected, the bubble displacement becomes greater with in-
creasing the parametera, and fora>1 bubble deformation is
getting noticeable. Although the results presented in Fig. 1
are reasonable, they should be used with caution. The prob-
lem has been formulated in linear approximation, assuming
that the displacements are small compared to the bubble ra-
dius.

Since the influence of surface tension is pretty clear and
the procedure to take it into account is known, we have not
considered the surface tension here and note only that the
surface tension reduces the effect described above, especially

FIG. 1. Displacements and shapes of the bubble for different ratio of the
applied force and medium stiffness: the parametera5Fr /4pmR2 takes val-
ues 0; 0.5; 1; 1.5. The curve fora50 is initial bubble shape and position: the
bubble center is located atx50, y50. The curve fora50.5 corresponds to
the relatively weak force, the bubble is displaced and remains almost spheri-
cal. The curve fora51 is Fr54pmR2; the bubble is displaced and loses the
spherical form. The curve fora51.5 corresponds to the relatively strong
force; the bubble displacement is greater and its deformation is much stron-
ger.
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for small bubbles. Surface tension makes the small bubble
behave like a solid particle. The influence of surface tension
on the bubble displacement and its shape will be discussed in
detail in our future publications.

III. TRANSIENT DISPLACEMENT

We will now consider the displacements of solid sphere
and gas bubble in the elastic incompressible medium when
the external force depends on time. Since the problem is
analyzed in linear approximation, force dependence on time
is taken as monochromatic, i.e., proportional toe2 ivt.

Again, the technique used here is very close to the
method presented in Ref. 14 where the oscillatory motion of
a sphere in viscous incompressible liquid is considered, and
the drag force is estimated. If the periodic force is applied to
the object, then its movement has an oscillatory character.
The equation for sphere motion in the elastic medium is

2rv2u5m¹2u2“p, ~51!

wherer is elastic medium density andv is a frequency of
sphere oscillations induced by monochromatic force.

The solution of Eq.~51! is formally given by Eq.~12!,
where the functionf (r ) is defined as

f ~r !5
ãeikr

ikr
2

b̃

r
. ~52!

Here,ã, b̃ are complex constants that are determined by the
boundary conditions andk is a wave number for a shear
wave of frequencyv

k25
v2

ct
2

5
rv2

m
. ~53!

The components of the displacement vectoru in this case are

ur52
2

r 2 F ãeikr S 12
1

ikr D1
b̃

r Gcosu, ~54!

uu52
1

r 2 F ãeikr S 12 ikr 2
1

ikr D1
b̃

r Gsinu. ~55!

The pressure gradient is determined by

“p5m“@¹21k2#~“• f e!, ~56!

and the equation for pressure is

p5p01m~e"“ !~¹2f 1k2f !, ~57!

wherep0 is an integration constant corresponding to pressure
far away from the object.

A. Transient displacement of a solid sphere

The boundary conditions for the solid sphere are the
same as in the static case and are given by Eq.~22!. The
constantsã and b̃ calculated using Eq.~22! are

ã52
3Ruv

2ik
e2 ikR, b̃52

R3uv

2 S 12
3

ikR
2

3

k2R2D ,

~58!

whereuv are spectral components of a displacement.

Equation~52! for the functionf allows one to calculate
¹2f 1k2f , that is

¹2f 1k2f 52
k2b̃

r
. ~59!

Substitution of Eq.~59! into Eq. ~57! and elimination ofb̃
using Eqs.~58! yields

p5p02
mk2R3uv

2r 2 S 12
3

ikR
2

3

k2R2D cosu. ~60!

The components of the stress tensor on the surface of the
sphere are

s ru5
3muv

2R
~12 ikR!sinu, s rr 50. ~61!

Ultimately, spectral components of the force calculated using
Eq. ~19! are

Fv526pmRuv~12 ikR2 1
9k

2R2!. ~62!

The equation that couples the solid sphere displacement and
the external periodic forceFv

(ext) , for example, the radiation
force, is

Fv
~ext!52Mv2uv2Fv

52Mv2uv16pmRuv~12 ikR2 1
9k

2R2!, ~63!

whereM is a mass of the solid sphere.
Equation~63! has simple interpretation: it is an equation

for solid sphere motion in the elastic incompressible medium
written in frequency domain. Indeed, the term 6pR2muvik
takes into account damping of sphere’s oscillations due to
radiation of shear waves, and the term 2pR3muvk2/3 ac-
counts for motion of the medium around the sphere. Ask
5v/ct and ct5(m/r)1/2, the last term in Eq.~63! can be
written in the form

2 2
3pR3muvk252 2

3pR3rv2uv52mv2uv . ~64!

Here,2v2uv is the spectral presentation of the second de-
rivative of the displacementu(t), and m, the so-called in-
duced mass

m5 2
3pR3r, ~65!

determines the mass of the elastic medium involved in mo-
tion. It is worth noting that the induced mass is equal to half
of the sphere mass with radiusR and densityr. The term
26pR2muvik in Eq. ~63! also can be presented in the form

26pR2muvik526pR2mct
21ivuv , ~66!

where2 ivuv is the spectral presentation of the first deriva-
tive of the displacement. Equation~66! describes the damp-
ening force that is proportional to the velocity of the solid
sphere.

Equation~63! for solid sphere motion can be written in
the time domain. In dimensionless variables

U5
u~ t !

R
, F̃ext5

Fext~ t !

6pmR2
, ~67!

the time-domain equation is
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U1U̇1 1
9~112b!Ü5F̃ext, ~68!

where dots above the functionU denote the derivatives with
respect to dimensionless timet, and parameterb is solid
sphere densityrs normalized by medium density

t5
tct

R
, b5

rs

r
. ~69!

The equations for solid sphere displacement in the elastic
medium—Eq.~63! in the frequency domain and Eq.~68! in
the time domain—can be solved analytically or numerically
for any external force applied to the sphere.

The responses of the solid sphere with different densities
to the short pulsed force taken as ad function have been
calculated with Eq.~68!. The results are presented in Fig. 2.
There are no oscillatory displacements for the empty sphere
M50 and for the relatively light sphere, while the heavier
spheres may exhibit a few oscillations. The empty sphere is
included here for late comparison with gas bubble.

Results presented above have been obtained for incom-
pressible elastic media. Compressibility of the elastic me-
dium can be also included. In this case, the equation for
sphere motion is

2rv2u5m¹2u1~l1m!¹~¹•u!, ~70!

where l is a Laméparameter. Equation~70! replaces Eq.
~51!, which has been used for incompressible media. A solu-
tion of Eq. ~70! consists of two parts: an incompressible one

2rv2us5m¹2us , ~71!

and a compressible~potential! part up5¹w, wherew satis-
fies the equation

2rv2w5~l12m!¹2w. ~72!

The solution of Eqs.~71! and ~72! in spherical geometry,
presented in Ref. 17, in our notations takes the form

ur52
2

r 2 F ãeikr S 12
1

ikr D1
b̃

r
ei k̃r S 12 i k̃r 2

1

2
k̃2r 2D Gcosu,

~73!

uu52
1

r 2 F ãeikr S 12 ikr 2
1

ikr D1
b̃

r
ei k̃r~12 i k̃r !Gsinu,

~74!

where k̃5v/cl , cl
25(l12m)/r is a speed of acoustical

waves.
Comparison of Eqs.~73! and~74! for displacement com-

ponents in compressible media with Eqs.~54! and ~55! for
incompressible media shows that influence of compressibil-
ity reduces to the correction of Eqs.~54! and ~55!, and this
correction is on the order ofk̃R. So, the relative correction is
k̃/k5ct /cl;1022– 1023 for media-like tissues that can be
considered as incompressible. Therefore, Eq.~63! with pre-
cision on the order of 1022– 1023 can be used to describe the
displacement of the solid sphere in soft tissues.

B. Transient displacement of a gas bubble

The difference between the solid sphere and bubble dis-
placement analysis is the boundary conditions. The boundary
condition for the static bubble displacement given by Eq.
~32! is also valid for transient displacement. Equations~54!
and ~55! for displacement components are used to calculate
s ru , which at the bubble surfacer 5R is equal to

s ru52
m

R3
sinuF ãeikRS 3ikR1k2R2261

6

ikRD2
6b̃

R G50.

~75!

In this caseb̃ is

b̃5ãeikRRS 1

2
ikR1

1

6
k2R2211

1

ikRD , ~76!

and the bubble surface displacement components estimated
with Eqs.~54! and ~55! are

ur5uvS 12
1

3
ikRD cosu,

uu52
uv

2 S 11
1

3
ikRD sinu. ~77!

The variableuv introduced here can be interpreted as low-
frequency displacement

uv52
ik

R
ãeikR. ~78!

The radial component of the stress tensors rr at the bubble
surface is

s rr 52
2m

R
uv~12 ikR!cosu. ~79!

Using Eq.~57! for the pressure and Eq.~59! for ¹2f 1k2f ,
andb̃ defined in Eq.~76!, the pressure in the medium around
the moving bubble is

p5p01
m

R
uvS 12 ikR2

1

2
k2R21

1

6
ik3R3D cosu. ~80!

Equation~19! accounts for the force on the bubble oscillating
in the elastic medium

Fv524pmRuv~12 ikR2 1
6k

2R21 1
18ik

3R3!. ~81!

FIG. 2. Responses of solid spheres with different densities~the parameterb
takes values 0; 1.5; 3! to the short pulsed force calculated with Eq.~68!: the
external force is taken as ad function, t5tct /R is dimensionless time.
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When the external forceFv
(ext) ~i.e., the radiation force! is

applied to the bubble, Eq.~81! describes the bubble move-
ment whereFv

(ext)52Fv

4pmRuv~12 ikR2 1
6k

2R21 1
18ik

3R3!5Fv
~ext! . ~82!

Equation~82! describes bubble oscillations induced by the
external force. In the time domain the equation for bubble
oscillations looks like

U1U̇1 1
6Ü1 1

18Û5F̃ext. ~83!

Equation~83! is written in dimensionless variables:U is the
displacement normalizedR, F̃ext is the dimensionless exter-
nal force, and dots above the functionU denote the deriva-
tives with respect to dimensionless timet

U5
u~ t !

R
, F̃ext5

Fext

4pmR2
, t5

tct

R
. ~84!

Equations~82! and ~83! derived for bubble displacement in
incompressible media can be modified to take compressibil-
ity into account. As shown above, however, the correction is
on the order of 1022– 1023. In addition, inclusion of com-
pressibility makes the equation in the frequency domain very
bulky and does not allow one to rewrite it in the time do-
main.

Equation ~83! can be solved by combining a general
solution of the homogeneous equation with a particular so-
lution of the inhomogeneous equation. We take the general
solution as

U5C1el1t1C2el2t1C3el3t. ~85!

Here

l1521.133 176, l2520.933 41223.874 701i ,

l3520.933 41213.874 701i , ~86!

are roots of the algebraic equation

l313l2118l11850, ~87!

and C1 , C2 , C3 are constants. Since all three roots of the
characteristic equation have negative real parts, the displace-
ments are decreasing with time. The general solution, how-
ever, can be determined by variations ofC1 , C2 , andC3 .

The special case when the external forceF̃ext(t) is a d
function is considered here. Therefore,C1 , C2 , andC3 are
the constants determined by initial conditions

1
18Ü51; U̇50; U50. ~88!

The normalized solution of Eq.~83! is plotted in Fig. 3
~solid line!. The external force in Eq.~83! is taken as ad
function. The bubble displacement has oscillatory character.

For comparison, the displacement of the weightless solid
sphere~dashed line! is also shown in Fig. 3—there are no
oscillations.

As discussed in the previous section, the bubble changes
its shape during displacement. In process of transient dis-
placement, the bubble shape is also changed. Equations~77!
show that both componentsur anduu of bubble surface dis-
placement as well asu depend on frequency sincek is fre-
quency dependent. Therefore, bubble deformation is more

complicated during transient displacement compared to the
static case. For example, consider displacement of points on
the bubble surface that correspond tou50. These points
move back and forth along ther axis, which goes through the
bubble center in direction of the force. Their displacement is
characterized byũr

ũr5~12 1
3ikR!uv . ~89!

The points on the bubble surface withu5p/2 also move, and
their displacement isũu

ũu5~11 1
3ikR!uv . ~90!

Dependence ofu(t), as well asr andu components of dis-
placement in time representationur

(t) anduu
(t) on dimension-

less time in the elastic incompressible inviscous medium, are
plotted in Fig. 4.

The response of the small bubble to the short pulsed
force will be similar to the solid sphere response as the small
bubble shape is stabilized by the surface tension. Additional
investigation should be done to determine when the surface
tension starts playing an important role.

IV. BUBBLE DISPLACEMENT IN VISCOELASTIC
MEDIA

In order to determine the displacement of the solid
sphere or the gas bubble in the real elastic media, the viscos-
ity of the medium should be taken into account. This can be
done by using the approach developed for the solid sphere in
tissue.7 In our procedure the shear modulusm should be re-
placed by (m2 ivh), whereh is a shear viscosity coeffi-
cient. For displacements of the gas bubble in the viscoelastic
medium, Eq.~82! takes the form

FIG. 3. Responses of the bubble~solid line! and the solid sphere~dashed
line! to the short pulse force taken as ad function,t5tct /R here is dimen-
sionless time.

FIG. 4. Dependence ofu, ur
(t) anduu

(t) on dimensionless timet5tct /R in an
inviscous medium.
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4p~m2 ivh!Ruv~12 ikR2 1
6k

2R21 1
18ik

3R3!5Fv
~ext! ,

~91!

wherek is

k5
v

ctA12 ivh/m
. ~92!

Equation ~91! allows for the estimation of the bubble re-
sponse to the external force in the viscoelastic medium.
Here, Eq.~91! is used to estimate bubble displacement when
the external forceFext(t) as ad function is applied. Since
Fv

ext is const for thed function, it is easy to calculateuv

using Eq.~91! and then apply inverse Fourier transform to
get the bubble response to very short pulse. The bubble re-
sponses to the short pulsed force in different media are
shown in Fig. 5. The calculations are performed in the fre-
quency domain with inverse Fourier transformation. The
number of harmonics in calculations has been equal to 1024.
Normalization fort is the same as earlier and is given by Eq.
~84!. The dimensionless parameter« is introduced to charac-
terize the ratio between viscosity and elasticity

«5
cth

mR
. ~93!

The results shown in Fig. 5 have an obvious interpretation:
under the short impulse force the gas bubble displacement in
the medium with no viscosity has oscillatory character. Vis-
cosity eliminates oscillations in bubble displacement and re-
duces the maximum value of displacement.

Dependence of the variablesu, ur
(t) , anduu

(t) on dimen-
sionless time in the viscoelastic medium with«50.2 is
shown in Fig. 6. Comparison of the plots in Figs. 6 and 4

shows that there are no oscillations ofu, ur
(t) , anduu

(t) in the
viscoelastic medium for up to«50.2, and the peak values of
all variables in Fig. 6 are less than the ones in Fig. 4.

V. DISCUSSION AND CONCLUSIONS

Previously, the equilibrium shape of an acoustically levi-
tated bubble in liquid has been investigated theoretically.18 In
that case, the acoustic radiation pressure on the bubble sur-
face counteracts gravity, and there is no dipole pressure and
bubble deformation caused by the quadrupole term in pres-
sure. In the problem considered here, the bubble shape
changes due to the dipole term in pressure.

For transient displacement of solid sphere, our approach
agrees with those presented earlier.7 Indeed, Eq.~63! couples
the applied force and the displacement, while the relationship
between pressure and velocity was derived for an oscillating
sphere.7 The derived formula for impedance coincides with
Fv

(ext)/uv obtained from Eq.~63! if the elastic medium is
incompressible, frictionless, and only induced mass is taken
into account.

In this paper a general approach is developed to estimate
the static displacement of a solid sphere and a gas bubble
induced by an external force in elastic incompressible media.
The method is similar to a Stokes’ force derivation in viscous
incompressible liquid. Displacement of the solid sphere is
given by Eq.~31! and components of bubble displacement
are determined by Eq.~43!. Calculations show that the
bubble is not only displaced by the applied force but also
changes its shape. The initially spherical bubble has a shape
described by Eq.~49! after displacement.

For transient displacement of a solid sphere as a bubble
in elastic media induced by a time-dependent force, the mo-
tion equations are derived in the frequency domain as well as
in the time domain. The motion equations for a rigid sphere
in an inviscous elastic medium are Eq.~63! in the frequency
domain and Eq.~68! in the time domain. They can be solved
analytically or numerically for any external force applied to
the solid sphere. Here, the solution is presented for the ex-
ternal force as a short pulse.

The transient bubble displacement in elastic media is
described by Eq.~82! in the frequency domain and Eq.~83!
in the time domain. Equation~83! has been solved analyti-
cally and presented in Fig. 3 showing oscillatory behavior in
response to a short impulse force.

Since the effect of viscosity on a solid sphere is more or
less known, only bubble displacement in the viscoelastic me-
dium is considered here. Analysis is performed in the fre-
quency domain by applying an inverse Fourier transform
method. The result is viscosity eliminates oscillations in
bubble response to a short impulse force and reduces the
maximum value of bubble displacement.

In the future, nonlinear displacement of a solid sphere as
well as a gas bubble in elastic media and influence of inho-
mogeneity of the elastic material will be studied.

FIG. 5. Responses of the bubble to the short pulse force in the different
viscoelastic media; the dimensionless parameter«5cth/Rm takes value 0;
0.1; 0.2; 0.3.

FIG. 6. Dependence ofu, ur
(t) , anduu

(t) on dimensionless time in the vis-
coelastic medium, the external force is ad function and dimensionless pa-
rameter«50.2.
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This paper is motivated by possible medical applications of focused ultrasound in the minimally
invasive treatment of a variety of musculoskeletal disorders that are responsive to thermal treatment.
A model-based analysis of the interaction of high-intensity focused ultrasound with biological
materials is carried out in an effort to predict the path of the sound waves and the temperature field
in the focal region. A finite-element-based general purpose code called PZFlex is used to determine
the effects of nonlinearity and geometrical complexity of biological structures. It was found that at
frequencies of interest in therapeutic applications, the nonlinear effects are usually negligible and
the geometrical complexities can be handled through a substructuring procedure. An approximate
analytical method with acceptable accuracy is developed as an alternative to the purely numerical
approach used in PZFlex. The mechanical and thermal effects in two-layered fluid material systems
induced by high-frequency focused ultrasound are calculated through this analytical method. The
results are compared with those obtained using PZFlex as a benchmark. ©2005 Acoustical Society
of America. @DOI: 10.1121/1.1873372#

PACS numbers: 43.80.Sh, 43.35Ac@FD# Pages: 2347–2355

I. INTRODUCTION

The interaction between ultrasound and biological tis-
sues has been the subject of numerous investigators for over
three decades~Bilgen and Insana, 1996; Fry and Johnson,
1978; Hutchinson and Hynynen, 1996; Lele and Pierce,
1973; Rivenset al., 1996; Sanghviet al., 1996; Seipet al.,
1996; Wallet al., 1951; Zanelliet al. 1994!. The application
of focused ultrasound as a minimally invasive surgical tool
has been demonstrated experimentally~Fry and Johnson,
1978!, explained theoretically~Lele and Pierce, 1973; Rob-
inson and Lele, 1972; Damianou, 1997!, and practiced clini-
cally ~Hallaj et al., 2001!. Although the number and scope of
the therapeutic applications of high-intensity focused ultra-
sound have grown in recent years, the technique is still far
from being widely accepted by the clinical community. Since
the target area is usually quite small, the focal spot generated
by the ultrasound transducer needs to be small~Hynynen,
1991!. Moreover, in order to avoid damage to neighboring
healthy tissues, an effective control of the path of the ultra-
sound beam and the identification of the location of the focal
spot is essential in clinical applications. Thus further
progress in the noninvasive or minimally invasive use of
ultrasound for clinical applications will require advances in a
number of enabling technologies, such as phased array fab-

rication and other techniques of controlling the beam shape,
as well as a better understanding of the interaction of focused
ultrasound with various types of tissues.

The thermal and mechanical interaction of focused ul-
trasound with biological tissues and structures is considered
in this paper. Since experimental studies using living tissue
are difficult and costly, theoretical simulation of the problem
can be extremely useful in providing a firm scientific basis
for future clinical investigations of focused ultrasound. In
previous studies~Mal and Feng, 2002, 2003!, relatively com-
plex geometrical and acoustic properties of human tissues
have been considered by using the finite-element-based soft-
ware called PZFlex~2001! in an effort to obtain quantitative
information on the interaction between high-energy ultra-
sound and biological structures. A result of these studies is
that the nonlinear effects in the focal region are negligible in
the frequency and pressure ranges of interest. However, a
number of difficulties were encountered in this purely nu-
merical approach. A major difficulty encountered was the
extremely high storage requirement and runtime needed to
compute the ultrasound field in the required frequency range
and geometrical properties of the model.

Several approximate analytical solutions of the problem
of acoustic wave radiation from sources in a homogeneous
ideal fluid are available in the literature~King, 1934; O’Neil,
1949; Williams and Labaw, 1945; Williams, 1946, 1947!.
Williams and O’Neil evaluated the radiated pressure field by
computing the Rayleigh integral on the curved surface of the

a!Author to whom correspondence should be addressed. Electronic mail:
ajit@seas.ucla.edu
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radiator. For a planar source the Rayleigh integral is the ex-
act formulation of the Huygens principle~Morse and Fesh-
bach, 1953!. Due to the planar nature of the surface, the
spherical waves emitted by all these secondary sources do
not interact with the surface itself. However, if the surface is
curved, then the spherical waves are diffracted by the sur-
face. Consequently, the amplitude of one spherical wave at
one source point depends not only on the initial wave loaded
on the local surface, but also on all other diffracted waves
reaching that point.

Another interesting analytical method was presented by
Killer ~1989! and Coulouvrat~1993!. It is based on two ex-
pansions of the pressure field in spherical harmonics in con-
veniently chosen domains that are connected by an artificial
boundary. This method is ‘‘exact’’ in the sense that it explic-
itly considers the actual boundary conditions on the real
curved surface; approximations only arise from the numeri-
cal discretization.

In this paper, an approximate analytical method is devel-
oped as an alternative to the purely numerical approach. The
method is applicable to cases where the wavelength of the
ultrasound is small compared to the geometrical features of
the biological structure of interest. The method is based on
the approach presented by Killer~1989! and Coulouvrat
~1993!, and can be considered to be a generalization of their
methods to damped multilayered systems. The approach is
used to determine the mechanical and thermal fields in a
homogenous viscous fluid and in a two-layered material sys-
tem with planar interfaces. The method can be extended to
deal with curved interfaces and multilayered media in a
straightforward manner. The developed method is sought to
support the increasing application of focused ultrasound to
perform minimally invasive medical treatment of musculosk-
eletal disorders~Bar-Cohenet al., 1999!, as well as cancer
~Ter Haaret al., 1989!.

II. THE APPROXIMATE ANALYTICAL METHOD

A conceptual focused ultrasound system is sketched in
Fig. 1 where a spherical cap transducer is used as the source
located in a sealed chamber containing a coupling fluid. A
thin membrane at the bottom of the chamber separates the
fluid from the biologic tissue. An axisymmetric analog prob-
lem shown in Fig. 2 is extracted from the therapeutic prob-
lem of Fig. 1 for theoretical treatment. HereP is the obser-
vation point, andGS is the spherical cap transducer with
transverse diameter, 2a, focal length,f, and aperture angle,
b. A stiff baffle, GB , is assumed to be located on the hori-
zontal plane outside the lens. The fluid~e.g., water! occupies
the domain,V5V iøVo , and a biological material~e.g.,
muscle! is in the domainVH with a plane interface,G I ,
separating it from the fluid. The top of the spherical cap,O,
is chosen as the origin of a cylindrical coordinate system,
(R,w,z). The pointO8 is the geometrical focus of the lens
~i.e., f 5OO8), andh is the height of the lens. The pointC is
at the intersection between the baffle plane and the acoustic
axisOz. The inner and outer domains,V i andVo , are sepa-
rated by an imaginary hemisphere,GA , of the radius,a, cen-
tered at the originC. A spherical coordinate system, (r ,u,f)
is introduced with the origin at the pointC.

The solution of the two-layered material problem is re-
alized in two steps. The first step is to calculate the pressure
and temperature fields in a fluid occupying the domain
(V iøVoøVH) mathematically but with the original bound-
ary conditions of the model in Fig. 2. In the second step the
pressure, velocity, and temperature fields in the biological
material in the two-layered model of Fig. 2 are evaluated by
applying the boundary conditions at the interface,G I , which
are derived from the first step with suitable modifications to
account for reflection and transmission at the interface.

A. Homogeneous material

The fluid in the domainV iøVoøVH is assumed to be
homogeneous, isotropic, and viscous. As indicated earlier,

FIG. 1. A conceptual focused ultrasound system for therapeutic application.
Note: The wave path shown in this figure is a straight line with no refraction
due to the assumption that the wave speed in the issues is the same as in
water.

FIG. 2. Geometry of the bimaterial problem.
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nonlinear effects can be neglected in most applications con-
sidered here so that the time harmonic pressure field,p, in
the fluid satisfies the Helmholtz equation,

¹2p1k2p50 ~1!

in V wherek5v/c, v is the circular frequency, andk is the
wave number. Here as in all subsequent equations the time-
dependency factoreivt is omitted.

The general solution for the pressure field in spherical
coordinates can be expressed in terms of the spherical Han-
kel functionshn

(1)(kr) and hn
(2)(kr) ~Morse and Feshbach,

1953! in the outer domainVoøVH as

p~o!5 (
m50

`

(
n50

`

$@a1m sin~mf!

1a2m cos~mf!#Pn
m~cosu!@b1nhn

~1!~kr !

1b2nhn
~2!~kr !#% ~2!

and in terms of the spherical Bessel functionsj n(kr) and
nn(kr) in the inner domainV I as

p~ i !5 (
m50

`

(
n50

`

$@a1m sin~mf!

1a2m cos~mf!#Pn
m~cosu!@b1nj n~kr !

1b2nnn~kr !#%. ~3!

In Eqs.~2! and~3!, Pn is thenth-order Legendre polynomial,
and a1m , a2m , b1n , and b2n are unknown constants to be
determined from the boundary conditions.

Taking into account the axial symmetry of the problem,
the boundary condition on the baffle planeGB , the bound-
edness condition in the interior domain, and the radiation
condition in the outer domain, the pressuresp( i ) andp(o) can
be simplified as

p~ i !5 (
n50

`

an
~ i ! j n~kr !Pn~cosu! in V i , ~4!

p~o!5 (
n50

`

an
~o!hn

~2!~kr !Pn~cosu! in VoøVH , ~5!

where an
( i ) and an

(o) are unknown inner and outer coeffi-
cients. Applying the continuity conditions on the artificial
boundary at a finite number of collocation points~Coulou-
vrat, 1993!, the pressure field in a homogenous fluid material
can be obtained through the solution of the linear system

Sx5b ~6!

in which @S# is a known matrix,$x% is a column vector con-
taining the unknown inner coefficients, (xn5an

( i )), and$b% is

the column vector describing the known applied pressure
field at the collocation points. It should be noted that in gen-
eral the vectors$b% and$x% are complex and the matrix@S# is,
in general, full, nonsymmetric, and complex. The dimension
of the system~6! depends on the number of collocation
points.

Generally, the phase velocity or the wave number of a
material can be assumed to be a complex number for time
harmonic wave propagation problems involving materials
with dissipation. As an example, the particle motion,A(x),
associated with a plane wave propagating along the positive
x-direction in a dissipative material can be obtained by sim-
ply replacing the wave numberk in the motion equation in a
perfect fluid with a complex numberkr1 ikR :

A~x!5A0e2 ikx5A0e2 ikRx
•e2ax, ~7!

whereA0 is the amplitude,k5kR2 ia, anda is the attenu-
ation coefficient, which must be positive to represent the
exponential decay in the amplitude of the wave. The attenu-
ation of the waves is often described by decibels~dB! in
acoustics:

dB520 log10S A0

A~x! D . ~8!

Thus

a5
dB

20 log10e
5

dB

8.686
. ~9!

The solution of any time harmonic plane wave propagation
problem in a dissipative medium can be obtained from that
for a nondissipative medium by simply replacingk by k
2 ia. As an example, to calculate the wave field in a muscle
material at 100 kHz, the related material properties are given
in Table I and the frequency dependence ofa is given in the
following equation~Duck, 1990!.

a5a fb, ~10!

where a and b are material constants andf is normalized
frequency with the center frequency~Duck, 1990!. Thus
a50.576 andk5399.9520.576i . The pressure field in a dis-
sipative medium can be obtained by substituting this value of
k in Eq. ~6!, solving for the unknown coefficients, and evalu-
ating the expressions~4! and ~5!.

One purpose of focused ultrasound in the clinical appli-
cations is to deliver controlled heat to the pathological tissue,
and the shrinkage of the pathological tissue caused by the
controlled heat can, in appropriate cases, restore the tissue to
its original state. The most important tasks in the modeling

TABLE I. Mechanical and thermal properties in material system I.

Material
r

~g/cc!
cp

~mm/ms!
cs

~mm/ms!
a

~dB/cm! b
Cp

~J/kg K!
kh

~W/m K!

Water 1000 1500 0 0 2.0 4200 0.588
Muscle 1041 1571 0 0.55a 1.0 3720 0.54

aAt 1 MHz.
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study are to predict the location and extent of the focal zone,
the temperature distribution, and, in particular, the highest
temperature in the focal zone.

The average energy dissipation,dE, in a cycle per unit
length of a plane wave~O’Neil, 1949! can be expressed in
the form

dE5ReFpv̄
2 Gdxdy, ~11!

wherep is the pressure,v̄ is the complex conjugate of the
velocity, v, and ‘‘Re’’ implies the real part of the expression.
The average energy loss,Eloss, in a cycle per unit volume is

Eloss5a Re@pv̄#. ~12!

Then the modified heat transfer equation is

rCp

]T

]t
5¹•~kh¹T!1q, ~13!

wherer is the density of the material,Cp is its specific heat,
T is the temperature,t is the current time,kh is the heat
conductivity, andq is the acoustic energy dissipation per
volume in unit time, which can be identified asEloss defined
in ~12!. Since the temperature field is only considered in a
short time, the heat conduction effect is small enough to be
ignored. Thus the temperature rise associated with the energy
loss can be approximated as

T5
a Re@pv̄#

rCp
t. ~14!

The above equation is the basis for calculating the thermal
effects in a viscous fluid. It has been verified through nu-
merical calculations using PZFlex that heat conduction re-
sults in small errors in the temperature field in the pressure
and temperature ranges of interest here. The mechanical and
thermal fields calculated by the present approximate ap-
proach will be validated by comparing them with the corre-
sponding results using PZFlex.

B. Two-layered material model

The two-layered~water/muscle! model shown in Fig. 2
is considered next. The original model is separated into two
submodels as sketched in Fig. 3. The first submodel shown in
Fig. 3~a! is identical with the single material model, in this
case water, discussed in the previous section. Dissipation in

water is ignored in the calculations. The imaginary surface
shown as a dashed line in Fig. 3~a! is at the same location as
the real interface,G I , between two materials~Fig. 2!. The
pressure,po , and velocity,v in , at the imaginary interface
can be determined using the method presented in the previ-
ous section wherepo is the same as the pressure in the inci-
dent wave from water to the real interface in the two-layered
model. The corresponding interfacial pressure,pi , at the real
interfaceG I is determined by an approximate theory.

The calculation of the interfacial pressurepi is based on
the assumption that an infinitesimal region is locally sub-
jected to an incident plane wave~Fig. 4!. The reflection and
transmission pressures and velocities at each collocation
point on the interfaceG I are evaluated through plane wave
theory, after the local incident pressure and velocity at each
collocation point are obtained from the first submodel. The
interface conditions for the plane wave theory are

pi~R,0!5~11Rw!po~R,z0!, ~15!

pi~R,0!5Tpo~R,z0!, ~16!

in which T and Rw are transmission and reflection coeffi-
cients given by~see, e.g., Mal and Singh, 1991!

FIG. 3. Simplified subproblems.

FIG. 4. Plane wave at the interface.
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T5
2r2c2 cosg

r2c2 cosg1r1c1 cosc
,

~17!

Rw5
r2c2 cosg2r1c1 cosc

r2c2 cosg1r1c1 cosc
,

whereg and c are incident and transmitted angles,r i and
ci ( i 51,2) are the densities and phase velocities of waves in
the upper and lower medium, respectively.

The interfacial pressure,pi , given by ~15! or ~16! is
applied as the boundary condition in the second submodel
shown in Fig. 3~b!, which involves only one material
~muscle! with damping. Then, the same procedure as for the
single material model is used to characterize the mechanical
and thermal fields of the second submodel. The pressure field
is determined from the solution of Eq.~6! and then the ther-
mal field is calculated approximately by Eq.~14!.

III. ANALYTICAL RESULTS AND COMPARISION
WITH THE FEM MODEL

A. Mechanical and thermal effects in a homogenous
fluid

1. Mechanical effect and energy loss

The purpose of this study is to develop an analytical
method to efficiently and accurately predict the sound field
radiated by an acoustic lens~spherical cap!, and to compare
the results of computation with the FEM model by PZFlex
~Fig. 5!. Figures 6~a! and ~b! show the comparison of the
axial pressure and velocity (Vz) amplitudes assuming that
the material is muscle with properties given in Table I, for a
focal length off 50.3 m and frequency of 100 kHz. It can be
seen that the two results are indistinguishable in the plots.
These results are confirmed by the results on the planez

50.15 m, shown in Figs. 7~a! and ~b!, showing excellent
agreement, except at points very close to the source. The
calculated energy losses in a cycle~10 ms! along the axis on
z50.15 m at the frequency 100 kHz are compared in Figs.
8~a! and~b!. Again, the agreement is excellent except at field
points near the lens. The reason for the discrepancies near
the source is not completely clear, but they are probably
caused by an insufficient number of elements in the FEM
model.

These above results indicate that the analytical method

FIG. 5. FEM model for the therapeutic application.

FIG. 6. ~a! Pressure and~b! velocity ~Vz! amplitudes along the axis, ob-
tained by FEM and analytical method.

FIG. 7. ~a! Pressure and~b! velocity ~Vz! amplitude along the planez
50.15 m, obtained by FEM and analytical method.
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can provide excellent results in a very short computing time,
generally 2–5 s, as compared to FEM calculations that often
take several hours~12 or more! to accomplish the same task.
The mechanical effects in a dissipative material, such as
muscle, can be calculated efficiently and accurately by the
analytical method.

2. Analysis of focal zone

The dependence of the focal region on the frequency of
the incident wave and the radius of the lens is determined by

the approximate analytical method for the single material
~muscle! model. The pressure and energy loss~or tempera-
ture rise! along the lens axis at different frequencies are plot-
ted in Figs. 9~a! and ~b!, respectively. They show that the
focal region, where the pressure and temperature are the
highest, becomes more localized~i.e., narrower! at higher
frequencies. The maximum pressure and maximum energy
loss in the focal region are plotted as functions of frequency
in Figs. 10~a! and ~b!, respectively. The results indicate that
the highest pressure and temperature occur at driving fre-
quencies in the range of 700–1000 kHz.

The pressure field generated by a spherical lens in a
material with damping exhibits different characteristics from
those in a nondissipative material in which the pressure in
the focal zone increases monotonously with frequency. Since
the attenuation coefficienta is generally a function of fre-
quency, the amplitude of the particle motion subjected to a
plane wave decreases with increasing ultrasound frequency.
But for a converging spherical wave in a dissipative material,
the amplitude increases with propagation distance and in-
creasing frequency due to the geometrical effect of focusing
~nondamping effects! while it decreases with increasing dis-
tance and frequency due to energy loss in the material

FIG. 9. Focus of pressure and energy loss at different frequencies.

FIG. 10. Maximum pressure and energy loss at different frequencies.

FIG. 11. Temperature fields at frequency 700 kHz by~a! analytical method
and ~b! FEM.

FIG. 8. Energy loss in one cycle~10 ms! along ~a! the axis and~b! R
direction atz50.15 m.
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~damping effects!. Thus, in a dissipative material the maxi-
mum pressure occurs at different spatial locations at different
frequencies, as shown in Fig. 10~a!. At high frequencies, the
amplitude of pressure becomes negligibly small within a
short distance away from the source~Mal et al., 2003!.

3. Temperature field

In order to calculate the temperature field, the uniform
pressure of 0.25 MPa is assumed to be applied on the surface
of the lens without loss of generality. The focal length of the
lens is assumed to be 0.15 m. Typical results for the tempera-
ture fields obtained by the analytical method and FEM with
an incident wave of frequency 700 kHz are compared at the
end of 5-s exposure in Fig. 11.

The spatial temperature profiles are very similar for both
solutions. The highest temperatures predicted in the muscle
are 50.1 °C by the analytical method and 48.3 °C by the
FEM. However, if a smaller value of the thermal conductiv-
ity ~e.g., kh51025 W/m K) is used for the material in the
FEM calculation, a highest temperature of 49.2 °C is ob-
tained. The difference between these two solutions is caused
by the fact that heat conduction is ignored in the analytical
method. The results are close enough for therapeutic appli-
cations. However, the computational needs are very different
for these two methods—PZFlex requires over 10 h, while the
analytical method needs only a few seconds to complete the
calculations. Considering the tradeoff, the analytical method
is clearly more useful for real-time clinical applications.

B. Mechanical and thermal effects in a two-layered
fluid material system

1. Interfacial pressure

As mentioned previously, in the two-step method, the
interfacial pressure and velocity must be determined after
solving the first subproblem. In this section, the results for
the calculated pressure and velocity at the interface between
water and muscle are plotted in Figs. 12~a! and ~b!. In this
calculation, the focal length of the lens is 0.15 m and the
depth of water is 0.075 m~the distance between the aperture
plane of the lens and the interface!. The driving frequency is
500 kHz and the~uniform! pressure on the surface of the lens
is 0.25 MPa. It should be noted that since the wave imped-
ances of water and muscle are very close, the plane wave
transmission coefficient is close to 1, and the pair of curves
in Fig. 12 are almost identical. In order to demonstrate the
accuracy of the present method for two materials with large
difference in their wave impendence, another pair~water and
an imaginary material! described in Table II is used. The
pressure and velocity distributions at the interface between
water and the imaginary material are given in Figs. 13~a! and
~b!, in which the two curves are quite different due to the
large mismatch in their wave impedances.

After the interfacial pressure and velocity have been ob-
tained, we can now solve the second subproblem to deter-
mine the mechanical and thermal effects in the lower me-
dium.

FIG. 12. ~a! Pressure and~b! velocity at the interface between water and
muscle~system I!.

TABLE II. Mechanical and thermal properties in material system II.

Material
r

~g/cc!
cp

~mm/ms!
cs

~mm/ms!
a

~dB/cm! b
Cp

~J/kg K!
kh

~W/m K!

Upper ~water! 1000 1500 0 0 2.0 4200 0.588
Lowera 1500 3000 0 40b 1.0 3720 0.54

aAn imaginary material.
bAt 0.75 MHz.

FIG. 13. ~a! Pressure and~b! velocity at the interface between water and the
imaginary material~system II!.
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2. Two-layered material systems

In the next simulation, the mechanical and thermal ef-
fects in two material systems are calculated using the two-
step method. One system~I! involves water and muscle, and
the other~II ! involves those listed in Table II. The focal
length of the lens is 0.15 m, the water depth is 0.075 m, the
frequency is 750 kHz, and the uniform pressure on the sur-
face of the lens is 0.25 MPa.

In the previous section, the interfacial pressure and ve-
locity have been determined. We can use our program to
evaluate the mechanical and thermal effects in the second
layer, representing the biomaterial. The validity of the ap-
proximate analytical method is demonstrated by comparison
with the pressure along thez direction with that obtained
from the FEM analysis~Fig. 14!. The temperature fields in
the two material systems will be compared in a contour plot
with those obtained by the analytical method.

Figures 15 and 16 show the temperature fields in the
lower material in these two systems. Again, the temperature
distributions obtained by the two methods are very similar to
each other. The maximum temperatures at the focus are I
~55.3 °C and 53.7 °C! and II ~51.7 °C and 53.0 °C! calculated
from the approximate analytical method and FEM, respec-
tively. However, the runtime for PZFlex is around 12 h or

more, but the analytical method needs only 3–5 s on the
same computer.

The two black lines in Figs. 15 and 16 represent the top
and bottom borders of the efficient heating region in thez
direction. The profiles of the heated regions simulated by
both methods are very similar to each other. Since heat trans-
fer is considered in the FEM model, the width of the heating
region is somewhat larger than that obtained from the ana-
lytical method.

IV. CONCLUDING REMARKS

A model-based analysis of the interaction of high-
intensity focused ultrasound with biological materials was
carried out in an effort to predict the path of the sound waves
and the temperature field in the focal region. A novel ap-
proximate analytical approach has been developed as an al-
ternative to the FEM code in an effort to improve the com-
putational efficiency and accuracy of the simulations. The
major features of the approach are~1! extension of the arti-
ficial boundary method developed by Coulouvrat~1993! to
calculate mechanical and thermal effects in one homoge-
neous fluid with damping and~2! development of a two-step
method using a local plane wave approximation to evaluate
the mechanical and thermal effects in two-layered material
systems. This analytical method works for any combination
of fluidlike material and it can be extended to multilayered
fluid and solid media with planar or curved interfaces.

The results presented here show that the approximate
analytical method can be used to calculate the mechanical
and thermal effects of focused ultrasound in two-layered ma-
terial systems in real time. The calculated energy loss along
the axis of the lens~z axis! shows that the input frequency
not only determines the size and the temperature in the focal
zone, but also the position of the focus which must coincide
with the location of the pathological tissue in clinical appli-
cations. The analytical method can effectively and accurately
evaluate the mechanical and thermal effects in the second
layer in which the pathological tissues are likely to be lo-
cated. In addition, the code based on the approximate ana-
lytical method is much more efficient than the FEM and
provides results that are accurate to within 4%–5%, an ac-
ceptable error in clinical applications.
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Chair’s Introduction—7:40

Invited Papers

7:45

1aAA1. Implications of the road traffic and aircraft noise exposure and children’s cognition and health „RANCH… study
results for classroom acoustics. Stephen A Stansfeld, Charlotte Clark, and on behalf of the RANCH Study Team �Ctr. for
Psychiatry, Barts and the London, Queen Marys School of Medicine and Dentistry, Mile End Rd., London, E1 4NS, UK�

Studies in West London have found associations between aircraft noise exposure and childrens’ cognitive performance. This has
culminated in the RANCH Study examining exposure-effect associations between aircraft and road traffic noise exposure and
cognitive performance and health. The RANCH project, the largest cross-sectional study of noise and childrens health, examined 2844
children, 9–10 years old, from 89 schools around three major airports: in the Netherlands, Spain and the United Kingdom. Children
were selected by external aircraft and road traffic noise exposure at school predicted from noise contour maps, modeling and on-site
measurements. A substudy indicated high internal levels of noise within classrooms. Schools were matched for socioeconomic
position within countries. Cognitive and health outcomes were measured by standardized tests and questionnaires administered in the
classroom. A parental questionnaire collected information on socioeconomic position, parental education and ethnicity. Linear
exposure-effect associations were found between chronic aircraft noise exposure and impairment of reading comprehension and
recognition memory, maintained after adjustment for mothers education, socioeconomic factors, longstanding illness and classroom
insulation. Road traffic noise exposure was linearly associated with episodic memory. The implications of these results for childrens’
learning environments will be discussed. �Work supported by European Community �QLRT-2000-00197� Vth framework program.�

8:15

1aAA2. The probability of young children understanding their teacher in everyday teaching situations. John S. Bradley and
Hiroshi Sato �Inst. for Res. in Construction, Natl. Res. Council, Montreal Rd., Ottawa, Canada K1A 0R6�

This paper examines the probability of grades 1, 3, and 6 students understanding their teacher in a normal teaching activity. The
results of speech intelligibility tests in 34 enclosed classrooms were analyzed to relate childrens’ ability to understand speech to
measured signal-to-noise ratios �as well as Speech Transmission Index and useful-to-detrimental sound ratios� for each age group.
Measurements of speech and noise levels during a normal teaching activity were used to determine the distribution of signal-to-noise
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ratios in normal teaching situations. Combining these two sets of data shows that while 51% of the grade 6 students experienced
near-to-ideal acoustical conditions only 9% of the grade 1 students had close-to-ideal conditions in these apparently good classrooms.
Estimates of ideal goals for classroom signal-to-noise ratios for each age group will be presented. �Work supported by CLLRnet.�

8:35

1aAA3. Speech intelligibility tests with real and simulated classroom noise sources. Bumjun Kim and Gary Siebein �Univ. of
Florida School of Architecture, P.O. Box 115702, Ganesville, FL 32607�

Speech intelligibility tests using the MRT stimuli were administered to 13 college age students in actual classroom spaces in the
presence of noise sources identified in a survey of 41 elementary school classrooms in 7 schools. Twenty two different noise sources
were identified during the survey of schools in a local school district. A-weighted, C-weighted, octave band and 1/3 octave band
measurements of 182 individual noise sources were recorded in the sampled rooms. Noise sources were categorized as students
speaking, HVAC equipment, other building equipment, water running in sinks, computers, lighting fixtures, A/V equipment, and
miscellaneous sources. The noise source measurements provide a useful data base for future classroom acoustical studies. Five noise
levels �35, 45, 55, 65, and 75 dBA� of 4 different types of noise were tested in the rooms. The speech intelligibility tests found
significant effects �at the 0.01 level� from level, spectra, type, content, and annoyance caused by the different noise sources. A
predictive model based on these variables had an R2 of 0.90 for speech intelligibility under the extremely diverse set of conditions
tested.

8:55

1aAA4. Auralization study of optimum reverberation for speech intelligibility for normal and hearing-impaired listeners.
Wonyoung Yang, Murray Hodgson �School of Occupational and Environ. Hygiene, Univ. of British Columbia, 3rd Fl., 2206 East
Mall, Vancouver, BC, Canada V6T1Z3�, and Maki Ezaki �Central West Health Co. Speech-Lang. Pathol. and Audiol., Grand
Falls-Windsor, NF, Canada A2A 2E1�

Reverberation and signal-to-noise level difference are two major factors affecting speech intelligibility. They interact in rooms.
Past work has accounted for noise using a constant received background-noise level. Noise is actually generated by sources, and
varies, and affects speech intelligibility differently, throughout the classroom, depending on where the sources are located. Here, a
speech-babble noise source located at different positions in the room was considered. The relative output levels of the speech and
noise sources, resulting in different signal-to-noise level differences, were controlled, along with the reverberation. The binaural
impulse response of a virtual idealized classroom model was convolved with the Modified Rhyme Test �MRT� source and babble-
noise signals in order to find the optimal configuration for speech intelligibility. Speech-intelligibility tests were performed with
normal and hard-of-hearing subjects in each of 16 conditions which were combinations of reverberation time, signal-to-noise level
difference, and speech- and noise-source locations. For both normal and hearing-impaired subjects, when the speech source was closer
to the listener than the noise source, the optimal RT was zero. When the noise source was closer to the listener than the speech source,
the optimal RT was generally non-zero. This agrees with theoretical results.

9:15

1aAA5. Optimal speech level for speech transmission in a noisy environment for young adults and aged persons. Hayato Sato,
Ryo Ota, Masayuki Morimoto �Environ. Acoust. Lab., Kobe Univ., Nada, Kobe 657-8501, Japan, hayato@kobe-u.ac.jp�, and Hiroshi
Sato �Natl. Inst. of Adv. Industrial Sci. and Technol., Tsukuba, Ibaraki 305-8566, Japan�

Assessing sound environment of classrooms for the aged is a very important issue, because classrooms can be used by the aged
for their lifelong learning, especially in the aged society. Hence hearing loss due to aging is a considerable factor for classrooms. In
this study, the optimal speech level in noisy fields for both young adults and aged persons was investigated. Listening difficulty ratings
and word intelligibility scores for familiar words were used to evaluate speech transmission performance. The results of the tests
demonstrated that the optimal speech level for moderate background noise �i.e., less than around 60 dBA� was fairly constant.
Meanwhile, the optimal speech level depended on the speech-to-noise ratio when the background noise level exceeded around 60
dBA. The minimum required speech level to minimize difficulty ratings for the aged was higher than that for the young. However, the
minimum difficulty ratings for both the young and the aged were given in the range of speech level of 70 to 80 dBA of speech level.

9:35

1aAA6. Acoustics and sociolinguistics: Patterns of communication in hearing impairing classrooms. William McKellin,
Kimary Shahin �Dept. of Anthropology and Sociology, Univ. of British Columbia, Vancouver, BC, Canada V6S 1Z1�, Janet
Jamieson �Univ. of British Columbia, Vancouver, BC, Canada V6T 1Z1�, Murray Hodgson �UBC Acoust. and Noise Res. Group,
SOEH, Vancouver, BC, Canada V6T 1Z3�, and Kathleen Pichora-Fuller �Univ. of Toronto at Mississauga, Mississauga, ON, Canada
L5L 1C6�

In elementary school classes, noise during student led activities is often taken as evidence of successful interaction and learning.
In this complex social environment of elementary school classrooms, acquisition of complex language and social skills—the focus of
activities in early education—is expected to take place in hearing-hostile environments. Communication and language processing in
these contexts requires interactive strategies, discourse forms, and syntactic structures different from the educationally desired forms
used in acoustically advantageous environments. Recordings were made of the interaction of groups of students in grades 1–3, 5, and
7 during collaborative group work in their regular classrooms. Each student wore microphones at the ear level and head-mounted
video cameras. Each group as a whole was also audio- and videotaped and noise level readings were recorded. Analysis of the
acoustical and phonological properties of language heard by each student has demonstrated that the language variety used in these
noisy and reverberant settings is similar to that of individuals with hearing impairments. This paper reports similarities between the
syntactic structures and pragmatic strategies used by hearing impaired children and normally hearing children in noisy contexts. �Work
supported by Peter Wall Institute for Advanced Studies, University of British Columbia.�
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9:55

1aAA7. Social and academic implications of acoustically hostile classrooms for hard of hearing children. Janet R. Jamieson
�Faculty of Education/ECPS, Univ. of British Columbia, 2125 Main Mall, Vancouver, BC, Canada V6T 1Z4�

The correlation between lowered academic achievement and classroom noise has been demonstrated for normally hearing children
�Shield and Dockrell, 2003�. However, the implications of poor classroom acoustics on the socialization and academic performance of
children who are hard of hearing have not been examined. Eleven hard of hearing students in one school district, ranging from
kindergarten to grade 7, were the foci of the present study. Acoustic measurements of each of the 11 classrooms in both unoccupied
and occupied conditions revealed that all classrooms were acoustically challenging for the hard of hearing students, particularly at
transition times, when ventilation was operational, and in the primary grades, when language learning needs are greatest. Interviews
with parents and teachers underscored the difficulty these students experienced in comprehending teacher instructions and participat-
ing in group work. The students seldom initiated conversation or seatwork independently, but, rather, followed the lead of their peers.
The hard of hearing students experienced frequent difficulties in understanding or participating in informal peer-to-peer conversations
in the classroom, and parents and teachers attributed the children’s frequent social isolation and withdrawal at school to the combined
effects of poor hearing abilities and hostile classroom acoustics. �Work supported by Hampton Research Fund.�

10:15–10:30 Break

10:30

1aAA8. Classroom acoustics: Three pilot studies. Joseph J. Smaldino �Northern Illinois Univ., De Kalb, IL 60115�

This paper summarizes three related pilot projects designed to focus on the possible effects of classroom acoustics on fine auditory
discrimination as it relates to language acquisition, especially English as a second language. The first study investigated the influence
of improving the signal-to-noise ratio on the differentiation of English phonemes. The results showed better differentiation with better
signal-to-noise ratio. The second studied speech perception in noise by young adults for whom English was a second language. The
outcome indicated that the second language learners required a better signal-to-noise ratio to perform equally to the native language
participants. The last study surveyed the acoustic conditions of preschool and day care classrooms, wherein first and second language
learning occurs. The survey suggested an unfavorable acoustic environment for language learning.

10:50

1aAA9. Classroom noise and children learning in a second language. Peggy Nelson, Kathryn Kohnert, Sabina Sabur �Dept. of
Speech-Lang.-Hearing Sci., Univ. of Minnesota, 164 Pillsbury Dr. SE, Minneapolis, MN 55455�, and Daniel Shaw �Jefferson
Community School, Minneapolis, MN 55405�

The presence of background noise affects children more negatively than adults. Understanding speech in noise is a skill that
continues to develop well into a child’s adolescent years. Childrens’ experience with a specific language also may affect their ability
to make sense of incoming speech. Research suggests that even for adults the presence of background noise negatively affects the
ability to listen in a second language. Two studies were conducted to investigate the effects of classroom noise on attention and speech
perception in native Spanish-speaking second graders learning English as their second language �L2�, as compared to English-only
speaking peers �EO�. In Study 1 we measured childrens’ on-task behavior during instructional activities with and without soundfield
amplification. In Study 2 we measured the effects of noise (�10 dB signal-to-noise ratio� using an experimental English word-
recognition task. Findings indicate although there were no effects of amplification on on-task behavior, word-recognition performance
declined significantly for both EO and L2 groups in the noise condition. In particular, the impact of the noise was disproportionately
greater for the L2 group. Children learning in their L2 appear to be at a distinct disadvantage when listening in rooms with typical
noise and reverberation.

11:10

1aAA10. Effects of road traffic and aircraft noise upon children’s academic attainments. Bridget Shield �Dept. of Eng.
Systems, Faculty of Eng., Sci. and Built Environment, London South Bank Univ., London SE1 0AA, UK�, Julie Dockrell �London
Univ., London WC1H 0AA, UK�, and Gael Vilatarsana �London South Bank Univ., London SE1 0AA, UK�

The effects of environmental noise upon the academic performance of children aged 7 and 11 years in primary schools in London
�UK� have been investigated. Noise surveys were carried out to measure levels of environmental noise during the school day outside
175 schools across London. The majority of the schools were in densely populated areas within 5 miles of central London, where road
traffic was the dominant noise source. Thirty three of the schools were in a less densely populated area to the west of London near
Heathrow Airport, and were subject to predominantly aircraft noise. The noise levels measured outside each school have been
correlated with the results of standard tests in Reading, Writing, Mathematics, English, and Science, which are taken by all children
aged 7 and 11 in England and Wales. Significant negative correlations were found between noise levels and many of the test scores,
the correlations being stronger in the central London areas than in the schools around Heathrow. These results show that environ-
mental noise has a detrimental effect upon childrens’ academic performance, the effect remaining apparent when data were corrected
for socio-economic factors such as social deprivation.

1a
M

O
N

.A
M

2365 2365J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



Contributed Papers

11:30

1aAA11. Acoustic environment challenges for the unique
communication conditions in group learning classes in elementary
school classrooms. Louis Sutherland �27803 Longhill Dr., Rancho
Palos Verdes, CA 90275�, David Lubman �Westminster, CA 92683�, and
Karl Pearsons �Woodland Hills, CA 91364�

Unlike the traditional ‘‘sage-on-the-stage’’ configuration of many
K–12 classrooms, the group learning or ‘‘guide-on-the-side’’ configuration
does not involve communication between a teacher in front of a seated
class of 20 to 30 students. Instead, it can involve, most of the time, com-
munication between the teacher and each of several small groups of stu-
dents interacting, aurally, with each other. To maintain the desired 15 dB
signal-to-noise ratio intended as the rationale for the ANSI standard,
S12.60-2002 on classroom acoustics, the ‘‘noise’’ heard by participants in
one of the groups is likely to include the speech levels generated by the
participants in the other groups as well as the background noise in the
unoccupied classroom. Thus, specification of the speech level within �i.e.
the ‘‘signal’’�, and between �i.e. part of the ‘‘noise’’� the learning groups,
must be considered. Data available to evaluate these speech levels are
reviewed and possible models considered to account for the Lombard
effect for voice levels of both the teacher and the students. Some of the
gaps in these data are suggested as a challenge to stimulate further studies
on speech levels of teachers and students in a wide range of communica-
tion conditions.

11:45

1aAA12. Hearing impaired speech in noisy classrooms. Kimary
Shahin �Dept. of English Lang. & Translation, Effat College of Al-Faisal
Univ., Jeddah 21478, Saudia Arabia�, William H. McKellin, Janet
Jamieson, Murray Hodgson �Univ. of British Columbia, Vancouver,
Canada V6T 1Z3�, and M. Kathleen Pichora-Fuller �Univ. of Toronto,
Mississauga, Canada L5L 1C6�

Noisy classrooms have been shown to induce among students patterns
of interaction similar to those used by hearing impaired people �W. H.
McKellin et al., GURT �2003��. In this research, the speech of children in
a noisy classroom setting was investigated to determine if noisy class-
rooms have an effect on students’ speech. Audio recordings were made of
the speech of students during group work in their regular classrooms
�grades 1–7�, and of the speech of the same students in a sound booth.
Noise level readings in the classrooms were also recorded. Each student’s
noisy and quiet environment speech samples were acoustically analyzed
for prosodic and segmental properties ( f 0, pitch range, pitch variation,
phoneme duration, vowel formants�, and compared. The analysis showed
that the students’ speech in the noisy classrooms had characteristics of the
speech of hearing-impaired persons �e.g., R. O’Halpin, Clin. Ling. and
Phon. 15, 529–550 �2001��. Some educational implications of our findings
were identified. �Work supported by the Peter Wall Institute for Advanced
Studies, University of British Columbia.�

MONDAY MORNING, 16 MAY 2005 PLAZA A, 8:00 TO 11:35 A.M.

Session 1aAO

Acoustical Oceanography and Underwater Acoustics: Riverine Acoustics I

Ken Cooke, Chair
Biological Sciences Branch, Fisheries and Oceans, Pacific Biological Station, Nanaimo, BC V9R 5K6, Canada

Chair’s Introduction—8:00

Invited Papers

8:05

1aAO1. Fisheries management applications of riverine hydroacoustics: 30 years’ experience with applied technology in the
practical arena. Michael F. Lapointe �Pacific Salmon Commission, 600-1155 Robson St., Vancouver, BC, Canada V6E 1B5,
lapointepsc.org�

Some examples of the successes and challenges encountered by the Pacific Salmon Commission in the application of riverine
hydroacoustics to fisheries management of Fraser River sockeye salmon are reviewed. Riverine hydroacoustics estimates have been an
integral part of the fisheries data collected by the Pacific Salmon Commission for over 30 years. Real time estimates of fish passage
provide intra-seasonal feedback on the progress toward escapement targets and information about changing total abundance levels.
This information has allowed managers to adjust fisheries schedules and improved their ability to meet catch and escapement
objectives. Despite these successes, application of technology has encountered a number of challenges including: �1� the interpretation
of acoustics data in determining fish targets, �2� quantification of accuracy of hydroacoustic estimates in large rivers, �3� mispercep-
tions about estimation methods by the public, and �4� inevitable comparisons with estimates from other sources and their effect on
perceived accuracy of the hydroacoustic estimates. Lessons learned from the Pacific Salmon Commission experience are summarized
with the objective of helping others engaged in the application of riverine acoustics technology to fisheries management problems.

8:35

1aAO2. A retrospective on hydroacoustic assessment of fish passage in Alaskan rivers. Debby Burwen, Steve Fleischman,
Suzanne Maxwell, and Carl Pfisterer �Alaska Dept. of Fish and Game, 333 Raspberry Rd., Anchorage, AK 99518�

The Alaska Department of Fish and Game �ADFG� has enumerated fish stocks in rivers for over 30 years using a variety of
acoustic technologies including single-, dual-, and split-beam sonar. Most recently, ADFG has evaluated a relatively new sonar
technology at several sites in Alaska to determine its applicability to counting migrating fish in rivers. The new system, called a Dual
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frequency IDentification SONar �DIDSON�, is a high-definition imaging sonar designed and manufactured by the University of
Washington’s Applied Physics Lab for military applications such as diver detection and underwater mine identification. Results from
experiments conducted in 2002–2004 indicate that DIDSON provides significant improvements in our ability to detect, track, and
determine the direction of travel of migrating fish in rivers. One of the most powerful uses of the DIDSON has been to combine its
camera-like images of fish swimming behavior with corresponding split-beam data. These linked datasets have allowed us to evaluate
the effects of fish orientation and swimming behavior on echo shape parameters that have proven useful in the classification of certain
fish species.

9:05

1aAO3. Split-beam sonar observations of targets as an aid in the interpretation of anomalies encountered while monitoring
migrating adult salmon in rivers. George M. W. Cronkite �Dept. of Fisheries and Oceans, Pacific Biological Station, 3190
Hammond Bay Rd., Nanaimo, BC, V9T 6N7, Canada, cronkiteg@pac.dfo-mpo.gc.ca�, Hermann J. Enzenhofer �Cultus Lake Res.
Lab., Cultus Lake, BC, V2R 5B6, Canada�, and Andrew P. Gray �Pacific Salmon Commission, Vancouver, BC, V6E 1B5, Canada�

The experiments described in this paper relate known target configurations under controlled conditions to acoustic characteristics
of multiple moving fish. This was done to increase the understanding of the interactions between targets and the effects these
interactions have on the measurement of the number of salmon migrating in rivers. Multiple targets in various configurations were
passed through a horizontally oriented 4�10 beam from a split-beam echo sounder. The effects on measurements of target strength,
detection probability and target location in the beam are presented. There was a reduction in target detection due to the single-target
selection criteria implemented by the hydroacoustic system. The conditions in a river were mimicked to demonstrate how a close
range fish target may modify the beam geometry allowing detection of previously undetected targets. The effects of moving targets
into radial alignment were demonstrated along with shadowing conditions that can cause extinction of target echoes.

9:25

1aAO4. Acoustic measurement of the behavioral response of Arctic riverine fish to seismic sound. Eric Gyselman and John
Jorgenson �Fisheries and Oceans Canada, 501 Univ. Crescent, Winnipeg, MB, Canada, gyselmane@dfo-mpo.gc.ca�

Renewed interest in oil and gas development in the Canadian Arctic has lead to proposals to conduct seismic surveys along the
entire length of the Mackenzie River. However, little is known about the effects of seismic sound �air guns� on fish in riverine
environments. In 2004, Fisheries and Oceans Canada carried out a study to look at the effects of seismic sound on the physiology and
behavior of fish in the Mackenzie River. The behavioral component used a split-beam acoustic system to measure the response of fish
to varying levels of seismic sound. Targets were tracked with SonarDatas Echoview Tracking Module. Two experiments were carried
out. In the first, the acoustic launch was anchored over a concentration of fish while the seismic barge approached. This experiment
simulated the conditions proposed for the actual seismic survey. During the second, the acoustic launch was allowed to drift over
concentrations of fish. The seismic barge was stationary. When individual fish were seen in the acoustic beam, the air guns were fired.
This experiment measured the overt fright response of fish to the seismic sound. Initial results from both studies indicate that fish show
no direct behavioral response to the seismic sound.

Contributed Paper

9:45

1aAO5. Innovative techniques for analyzing the three-dimensional
behavioral results from acoustically tagged fish. Tracey W. Steig and
Mark A. Timko �Hydroacoustic Technol., Inc., 715 N.E. Northlake Way,
Seattle, WA 98105�

Acoustic tags were used to monitor the swimming patterns of down-
stream migrating salmon smolts approaching various dams on the Colum-
bia River, USA. Downstream migrating yearling chinook �Oncorhynchus
tshawytscha�, steelhead �Oncorhynchus mykiss�, sockeye �Oncorhynchus
nerka�, and sub-yearling chinook smolts were surgically implanted with
acoustic tags. Fish were tracked in three-dimensions as they approached

and passed into the turbine intakes, spillways, and surface bypass channel
entrances at the dams during the 2004 spring and summer outmigrations. A
number of advances in the analysis techniques and software have been
made over the past few years. Some of these improvements include the
development of various fish density algorithms, stream trace modeling
analysis, and advances of three-dimensional animation programs. Three-
dimensional tracks of fish approaching the turbine intakes, spillways, and
surface bypass channel entrances will be presented. Concentrations of fish
passage will be presented as three-dimensional fish densities superimposed
over dam structures. Stream trace modeling animation will be presented
showing predicted fish passage routes.

10:00–10:15 Break

Invited Paper

10:15

1aAO6. Salmon enumeration in the Fraser River with the dual-frequency identification sonar „DIDSON… acoustic imaging
system. John A. Holmes, George Cronkite �Fisheries and Oceans Canada, Pacific Biological Station, 3190 Hammond Bay Rd.,
Nanaimo, BC, V9T 6N7, Canada�, and Hermann J. Enzenhofer �Fisheries and Oceans Canada, Cultus Lake, BC V2R 5B6, Canada�

Reliable data on the number of salmon entering tributaries of the Fraser River to spawn �escapement� is needed for Pacific salmon
management. Existing escapement techniques are costly and the number of populations requiring assessments has risen because of
stock rebuilding efforts. The efficacy of a DIDSON acoustic imaging system for salmon stock assessment was investigated. Sixteen
potential sites within the Fraser watershed were surveyed and based on channel morphology, bottom morphology, flow pattern, fish
behavior and location relative to spawning grounds, ten sites in six rivers meet the needs of fisheries managers and the DIDSON
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system for escapement estimates. Fish count data from the DIDSON were compared to data from a counting fence �used as a standard�
using regression techniques, resulting in relationships with slopes ranging from 0.98 to 1.02. The precison of DIDSON counts �50
�measured by CV� among three readers was 1.7%. This work supports the conclusion that the DIDSON system can deliver escapement
estimates whose accuracy, precision and scientific defensibility is consistent with or better than existing escapment techniques and at
a lower operating cost to assessment programs. �Work supported by the Southern Boundary Restoration and Enhancement Fund of the
Pacific Salmon Commission.�

Contributed Papers

10:35

1aAO7. Survey of dual frequency identification sonar „DIDSON…

applications in fisheries assessment and behavioral studies. Edward
O. Belcher �Sound Metrics Corp., 6824 NE 160th St., Kenmore, WA
98028�

The Dual Frequency Identification Sonar �DIDSON� is a forward-
looking sonar that operates in shallow riverine environments with rocky,
uneven substrates and near concrete structures such as dams. This allows a
number of fisheries applications in environments previously too hostile for
reliable sonar operation. Currently 35 DIDSONs have been obtained by 16
groups to accomplish a variety of fish assessment and behavioral studies.
This paper surveys the work of these groups and highlights novel assess-
ments allowed by this new acoustic tool. The groups include Alaska De-
partment of Fish and Game, U.S. Fish and Wildlife Service, NOAA,
USGS, Bureau of Reclamation, California Department of Water Re-
sources, Pacific Northwest National Laboratories, Nez Perce Tribal Fish-
eries, Puyallup Tribal Fisheries, Department of Fisheries and Oceans
Canada, and Fisheries Engineering Japan. Assessments include: �1� Count-
ing fish migrating up rivers of various sizes, bottom substrates, turbidity,
and velocity; �2� Analysis of fish behavior at �A� prototype fish protection
devices on dams, �B� irrigation intakes along muddy rivers, �C� intakes of
trawl nets; and �3� Detection and measurement of redds in alluvial river-
beds. �Work for the survey supported by Sound Metrics Corp.�

10:50

1aAO8. Differentiating fish targets from non-fish targets using an
imaging sonar and a conventional sonar: Dual frequency
identification sonar „DIDSON… versus split-beam sonar. Yunbo Xie,
Andrew P. Gray, and Fiona J. Martens �Pacific Salmon Commission,
600-1155 Robson St., Vancouver, BC, Canada V6E 1B5, xie@psc.org�

A key requirement in applying acoustic techniques to estimating fish
abundance is the removal of non-fish targets from the database. In a riv-
erine environment, debris, entrained air bubbles, bottom objects are com-
mon ambient targets which can effectively scatter the probing sound from
a fisheries sonar system, and cause strong echoes for the system. A con-
ventional sonar system provides limited and highly simplified information
for a detected target, which results in difficulty in separating fish from
other targets. Recently developed DIDSON sonar utilizes imaging sonar
technology to provide photo-quality images of underwater objects, making
possible the visual interpretation of targets. A DIDSON system was de-
ployed in the Fraser River at Mission, British Columbia during the salmon
migration in 2004. Data were collected simultaneously from the DIDSON
sonar and from a 200-kHz split-beam sonar. These data allow for compari-
sons of estimates of upstream salmon flux acquired concurrently by the
imaging and the split-beam sonar systems.

11:05

1aAO9. Echoview software for tracking and counting fish detected
with a dual frequency identification sonar „DIDSON… imaging sonar:
A flexible approach to signal enhancement and object detection prior
to target tracking. Ian Higginbottom �SonarData Pty Ltd., G.P.O. Box
1387, Hobart, Tasmania 7001, Australia�

The data from the DIDSON �Dual frequency IDentification SONar�
are of startling resolution, and show swimming fish in unprecedented de-
tail. Although the fish objects are visually striking, object detection must
be achieved in post processing and is a challenge when compared with
conventional split beam systems. Data processing can be applied to auto-
matically remove static objects and noise and to enhance the signal from
moving objects in DIDSON data. Moving objects are then detected as
targets within individual DIDSON frames and converted to X�Y�Z-time
position data suitable for input to a tracking algorithm. The initial data
manipulation for noise removal and object detection is achieved through
the application of successive modular operators. The results of each op-
eration can be viewed as a ‘‘virtual variable’’ enabling each step to be
scrutinized and optimized by the operator. This modular approach to data
manipulation, target detection, and fish tracking will enable the rapid de-
velopment of new techniques and tools. It is a ‘‘future-proof’’ data pro-
cessing solution.

11:20

1aAO10. Integrating new technologies into split-beam riverine sonar
systems. James Dawson �BioSonics, Inc., 4027 Leary Way NW, Seattle,
WA 98107�

While development has continued on both acoustic hardware and data
processing software, parallel development has involved integration of
other technologies. Users may now access and control acoustic systems
over the Internet or phone lines. Smart system software can perform self-
diagnostics, alert remote users of system status, and automatically adjust
operational and physical parameters �such as transducer orientation� dur-
ing autonomous operation. In addition, advanced remote and autonomous
systems are capable of real-time analysis and decision-making functions
enabling near real-time decisions and automated interactions with a vari-
ety of devices, such as modems, Ethernet adapters, motor controls, and
on-site electro-mechanical devices. Details and benefits of these advances
are presented in a variety of case studies.
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Session 1aBB

Biomedical UltrasoundÕBioresponse to Vibration and Physical Acoustics: Tissue Response to
Shock Waves I

Michael R. Bailey, Cochair
Applied Physics Lab., Center for Industrial and Medical Ultrasound, 1013 NE 40th St., Seattle, WA 98105

Reiner Schultheiss, Cochair
SWS Shock Wave Systems AG, Wilen 4, 8574 Illighausen, Switzerland

Chair’s Introduction—8:00

Invited Papers

8:05

1aBB1. Extracorporeal shock wave therapy for non-unions and delayed fracture healing. Wolfgang Schaden, Andreas Fischer,
Andreas Sailler, and Ender Karadas �Landstrasser Hauptstrasse 83, Vienna 1030, Austria, ismst@aon.at�

Although the primary management of fractures is highly developed in Central Europe 1% of fractures develop a non-union. After
successful pilot studies the Traumacenter Meidling started in December 1998 to treat non-unions regularly with shock wave therapy.
From December 1998 to August 2004, 1153 patients with non-union and delayed healing fractures were treated. The results of 755
patients are available up to September 2004. The patients consisted of 250 �33%� female and 505 �67%� male. The mean age was 44.1
years �10; 90�. The mean age of the non-union was 15.5 months. In 74 �10%� osteomyelitis was present before shockwave therapy.
Out of 755 non-unions 593 �79%� achieved bony healing. As expected, the subgroup of 284 delayed unions �shockwave therapy 3–6
months after the trauma or the last surgery concerning the bone� showed the best results. 245 �86%� healed. Out of 471 non-unions
being older than 6 months 348 �72%� achieved bony healing. Because of the efficacy and the lack of complications as well as the
economic advantage in comparison to surgery, shockwave therapy is considered as therapy of first choice in the treatment of
non-union and delayed healing fractures.

8:20

1aBB2. The effect of shock wave treatment at the tendon-bone interface. Ching-Jen Wang �Chang Gung Memorial Hospital at
Kaohsiung, Taiwan, 123, Ta Pei Rd., Niao Sung Hsiang, Kaohsiung 833, Taiwan�

This study was performed to investigate the effect of shock wave treatment on the healing at tendon-bone interface. Thirty-six
New Zealand White rabbits were used in this study. The anterior cruciate ligament was excised and replaced with the long digital
extensor. The right knees �study group� were treated with 500 impulses of shock waves at 14 kV, while the left knees �control group�
received no shock waves. Twenty-four rabbits were sacrificed at 1, 2, 4, 8, 12 and 24-week intervals. The specimens were studied with
histomorphological examination and immunohistochemical stains for neovascularization and angiogenic growth factors. Twelve
rabbits were sacrificed at 12 and 24 weeks for biomechanical analysis. The results demonstrated that the study group showed
significantly more trabecular bone around the tendon and better bonding between bone and tendon as compared with the control
group. The expressions of angiogenic growth factors were significantly higher in the study group than the control group. The tensile
strength of the tendon-bone interface was significantly higher in the study group than the control group. In conclusion, shock wave
treatment significantly improves the healing of the tendon-bone interface in a bone tunnel in rabbits. The effect of shock waves
appears to be time-dependent.

8:35

1aBB3. Extracorporeal shock wave therapy in orthopedics, basic research, and clinical implications. Joerg Hausdorf, Volkmar
Jansson, Markus Maier �Orthopedic Dept., Ludwig-Maximilians-Univ. Munich, Marchioninistr. 15, 81377 Munich, Germany,
joerg.hausdorf@med.uni-muenchen.de�, and Michael Delius �Ludwig-Maximilians-Univ. Munich, 81377 Munich, Germany�

The molecular events following shock wave treatment of bone are widely unknown. Nevertheless patients with osteonecrosis and
non unions are already treated partly successful with shock waves. Concerning the first indication, the question of the permeation of
the shock wave into the bone was addressed. Therefore shockwaves were applied to porcine femoral heads and the intraosseous
pressure was measured. A linear correlation of the pressure to the intraosseous distance was found. Approximately 50% of the pressure
are still measurable 10 mm inside the femoral head. These findings should encourage continued shock wave research on this
indication. Concerning the second indication �non union�, osteoblasts were subjected to 250 or 500 shock waves at 25 kV. After 24,
48, and 72 h the levels of the bone and vascular growth factors bFGF, TGFbeta1, and VEGF were examined. After 24 h there was a
significant increase in bFGF levels (p�0.05) with significant correlation (p�0.05) to the number of impulses. TGFbeta1, and VEGF
showed no significant changes. This may be one piece in the cascade of new bone formation following shock wave treatment and may
lead to a more specific application of shock waves in orthopedic surgery.
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8:50

1aBB4. Experience with extracorporeal shock wave therapy „ESWT… in the United States. John P. Furia �SUN Orthopedics and
Sports Medicine, 900 Buffalo Rd., Lewisburg, PA 17837�

The purpose of this presentation is to summarize the literature and to report on single treatment, high-energy ESWT for the
treatment of chronic plantar fasciitis and lateral epicondylitis. Fifty-three patients �60 heels� were treated with 3800 shock waves.
Sixteen patients �19 heels� were active, 21 �22 heels�, were moderately active, and 16 �19 heels� were sedentary. Twelve weeks post
treatment, mean visual analog scores �VAS� for the entire group improved from 9.2 to 2.4 (p�0.05), RAND-Physical Functioning
score improved from 40.4 to 91.5 (p�0.05), and RAND-Pain score improved from 33.3 to 90 (p�0.05). Fifty heels �83.3%� were
assigned an excellent or good result. Thirty-six patients with chronic lateral epicondylitis were treated with 3200 shock waves. There
were 9 workers compensation and 27 non-workers compensation patients. Twelve weeks post treatment, the mean VAS for the entire
group improved from 8.0 to 2.5 (p�0.05), and the mean RAND-Physical Functioning score improved from 65.6 to 88.0 (p
�0.05). Twenty-eight elbows �77.8%� were assigned an excellent or good result. In both trials, outcome was similar for each
subgroup. There were no significant complications in either trial. Using the therapeutic parameters applied, ESWT is a safe and
effective treatment for chronic plantar fasciitis and lateral epicondylitis.

9:05

1aBB5. Adverse effects of shock waves and strategies for improved treatment in shock wave lithotripsy. James A. McAteer,
Andrew P. Evan, Bret A. Connors, James C. Williams, Jr. �Dept. of Anatomy and Cell Biol., Indiana Univ. School of Medicine, 635
Barnhill Dr., Indianapolis, IN 46202-5120, mcateer@anatomy.iupui.edu�, and Lynn R. Willis �Indiana Univ. School of Medicine,
Indianapolis, IN 46202-5120�

Lithotripter SWs rupture blood vessels in the kidney. This acute trauma, accompanied by a fall in renal function, can lead to
significant long-term effects such as profound scarring of the kidney cortex and renal papillaea permanent loss of functional renal
mass. SWL has been linked to new-onset hypertension in some patients, and recent studies suggest that multiple lithotripsies can
actually alter a patient’s stone disease leading to formation of stones �brushite� that are harder to break. Cavitation and shear appear
to play a role in stone breakage and tissue damage. Progress in understanding these mechanisms, and the renal response to SWs, has
led to practical strategies to improve treatment. Slowing the SW-rate, or initiating treatment at low kV/power both improve stone
breakage and reduce the number of potentially tissue-damaging SWs needed to achieve comminution. The observation that SWs cause
transient vasoconstriction in the kidney has led to studies in pigs showing that a pre-conditioning dose of low-energy SWs signifi-
cantly reduces trauma from subsequent high-energy SWs. Thus, SWs can induce adverse effects in the kidney, but what we have
learned about the mechanisms of SW action suggests strategies that could make lithotripsy safer and more effective. �Work supported
by NIH-DK43881, DK55674.�

9:20

1aBB6. In vitro comparison of shock wave lithotripsy machines. Joel M. Teichman �St. Paul’s Hospital, Burrard Bldg. C307,
1081 Burrard St., Vancouver, BC, Canada V6Z 1Y6, jteichman@providencehealth.bc.ca�, Patricia P. Cecconi �Univ. of Texas Health
Sci. Ctr., San Antonio, TX 78229�, Margaret S. Pearle �Univ. of Texas Southwestern Medical Ctr., Dallas, TX�, and Ralph V.
Clayman �Univ. of California, Irvine, CA�

We tested the hypothesis that shock wave lithotripsy machines vary in the ability to fragment stones to small size. Calcium oxalate
monohydrate, calcium phosphate, cystine and struvite calculi were fragmented in vitro with the Dornier HM3, Storz Modulith SLX,
Siemens Lithostar C, Medstone STS-T, HealthTronics LithoTron 160, Dornier Doli S and Medispec Econolith lithotriptors. Stones
were given 2000 shocks or the FDA limit. Post-lithotripsy fragment size was compared. Struvite calculi were completely fragmented
by all devices. The mean incidence of calcium phosphate dihydrate, calcium oxalate monohydrate, and cystine stones rendered into
fragments greater than 2 mm was 0% for the HM3, Modulith SLX and Lithostar C, 10% for the STS-T, 3% for the LithoTron 160,
29% for the Doli and 18% for the Econolith (p�0.04); 0% for the HM3, Modulith SLX, Lithostar C, STS-T and LithoTron 160, 4%
for the Doli and 9% for the Econolith (p�0.15); 1% for the HM3, 0% for the Modulith SLX, 1% for the Lithostar C, 10% for the
STS-T, 14% for the LithoTron 160, 3% for the Doli and 9% for the Econolith (p�0.44), respectively. Shock wave lithotriptors vary
in fragmentation ability.

9:35

1aBB7. Shock wave lithotripsy at 60 or 120 shocks per minute: A randomized, double-blinded trial. Kenneth Pace, Daniela
Ghiculete, Melanie Harju, and R. John Honey �St. Michael’s Hospital, Univ. of Toronto, 61 Queen St. E, Ste. 9-106, Toronto, ON,
Canada M5C 2T2�

Rate of shock wave administration is a factor in the per-shock efficiency of SWL. Decreasing shock wave frequency from 120
shocks per minute �s/m� may improve stone fragmentation. This study is the first to test this hypothesis in vivo. Patients with
previously untreated radio-opaque kidney stones were randomized to SWL at 60 or 120 s/m and followed at 2 weeks and 3 months.
Primary outcome was success rate, defined as stone-free or asymptomatic fragments 5 mm in size 3 months post-treatment. 111
patients were randomized to 60 s/m and 109 to 120 s/m. The groups were comparable on age, gender, BMI, stent status, and initial
stone area. Success rate was higher for 60 s/m �75% versus 61%, p�0.027). Patients with stone area 100 mm2 experienced the
greatest benefit: success rates were 71% for 60 s/m versus 32% (p�0.002), and stone-free rates were 60% versus 28% (p
�0.015). Repeat SWL treatment was required in 32% treated at 120 s/m versus 18% (p�0.018). Fewer shocks were required �2423
versus 2906, p�0.001), but treatment time was longer �40.6 versus 24.2 minutes, p�0.001). SWL treatment at 60 s/m yields better
outcomes than 120 s/m, particularly for stones 100 mm2.
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9:50

1aBB8. Cavitation, membrane transfer, and molecular response. Michael Delius and Gerhard Adams �Inst. for Surgical Res.,
Klinikum Grosshadern, 81366 Munich, Germany�

Two topics are discussed in the following. First, red cell lysis and membrane transfer are primarily caused by cavitation since they
are suppressed by excess hydrostatic pressure in the exposure vessel. It was additionally proposed that shock waves destroyed red
blood cells directly at excess pressure above 10 MPa when cavitation was absent. When this was re-examined with a different pressure
chamber with 10 and 20 MPa excess pressure, there was no increased red cell lysis and no direct action of shock waves was found.
Second, it was long thought that the transfer of fluorescein dextran into cells was a good method to co-transfer another molecule.
Dextran and the other substance had to be dissolved well in a defined molecular ratio and cells with a defined number of dextran
molecules recovered by flow sorting contained also a defined number of the other molecule. The attempt to apply this approach for
various numbers of molecules of a ribosome inactivating protein revealed, however, an inconclusive result.

10:05–10:25 Break

10:25

1aBB9. The disruption of tissue structure using high intensity pulsed ultrasound. J. Brian Fowlkes �Dept. of Radiol., Univ. of
Michigan, Kresge III R3315, Ann Arbor, MI 48109-0553, fowlkes@umich.edu�, Jessica E. Parsons, Zhen Xu, Michol Cooper, Binh
C. Tran, Timothy L. Hall, William W. Roberts, and Charles A. Cain �Univ. of Michigan, Ann Arbor, MI 48109-0330�

Recent investigations of pulsed ultrasound at high acoustic intensities have revealed a regime in which significant breakdown of
tissue structure can be achieved. This therapeutic modality, which might be termed histotripsy, is dependent on the presence of highly
active cavitation evidenced by significant temporal fluctuations in acoustic backscatter. In the presence of tissue interfaces, erosion can
result yielding, for example, well-defined perforations potentially useful in creating temporary shunts for the treatment of hypoplastic
left heart syndrome. When applied in bulk tissue, the process results in a near emulsification with little structural integrity remaining
or chance of cellular survival. In each case, the process is dependent on acoustic parameters of the field to not only produce damage
for a given pulse but also to sustain the cavitation nuclei population for subsequent pulses. Fluctuations in acoustic backscatter
indicate both initiation and extinction of the appropriate cavitation activity during application of therapeutic ultrasound, which leads
to a potential feedback mechanism to minimize acoustic exposure. This presentation will discuss the observed tissue damage as
affected by acoustic parameters and the ability to monitor the presence of cavitation activity expected to be responsible for these
effects. �Work supported by NIH grants RO1 RR14450.�

Contributed Papers

10:40

1aBB10. Observation of cavitation during shock wave lithotripsy.
Michael R. Bailey, Lawrence A. Crum �Ctr. for Industrial and Medical
Ultrasound, Appl. Phys. Lab., Univ. of Washington, Seattle, WA 98105�,
Yuri A. Pishchalnikov, James A. McAteer, Irina V. Pishchalnikova,
Andrew P. Evan �Indiana Univ. School of Medicine, Indianapolis, IN
46202-5120�, Oleg A. Sapozhnikov �M.V. Lomonosov Moscow State
Univ., Moscow, 119992, Russia�, and Robin O. Cleveland �Boston Univ.,
Boston, MA 02215�

A system was built to detect cavitation in pig kidney during shock
wave lithotripsy �SWL� with a Dornier HM3 lithotripter. Active detection,
using echo on B-mode ultrasound, and passive cavitation detection �PCD�,
using coincident signals on confocal, orthogonal receivers, were equally
sensitive and were used to interrogate the renal collecting system �urine�

and the kidney parenchyma �tissue�. Cavitation was detected in urine im-
mediately upon SW administration in urine or urine plus X-ray contrast
agent, but in tissue, cavitation required hundreds of SWs to initiate. Lo-
calization of cavitation was confirmed by fluoroscopy, sonography, and by
thermally marking the kidney using the PCD receivers as high intensity
focused ultrasound sources. Cavitation collapse times in tissue and native
urine were about the same but less than in urine after injection of X-ray
contrast agent. Cavitation, especially in the urine space, was observed to
evolve from a sparse field to a dense field with strong acoustic collapse
emissions to a very dense field that no longer produced detectable col-
lapse. The finding that cavitation occurs in kidney tissue is a critical step
toward determining the mechanisms of tissue injury in SWL. �Work sup

ported by NIH �DK43881, DK55674, FIRCA�, ONRIFO, CRDF and NS-
BRI SMS00203.�

10:55

1aBB11. Detecting cavitation in vivo from shock-wave therapy
devices. Thomas J. Matula, Jinfei Yu, and Michael R. Bailey �Ctr. for
Industrial and Medical Ultrasound, Appl. Phys. Lab., Univ. of Washington,
Seattle, WA 98105�

Extracorporeal shock-wave therapy �ESWT� has been used as a treat-
ment for plantar faciitis, lateral epicondylitis, shoulder tendonitis, non-
unions, and other indications where conservative treatments have been
unsuccessful. However, in many areas, the efficacy of SW treatment has
not been well established, and the mechanism of action, particularly the
role of cavitation, is not well understood. Research indicates cavitation
plays an important role in other ultrasound therapies, such as lithotripsy
and focused ultrasound surgery, and in some instances, cavitation has been
used as a means to monitor or detect a biological effect. Although ESWT
can generate cavitation easily in vitro, it is unknown whether or not cavi-
tation is a significant factor in vivo. The purpose of this investigation is to
use diagnostic ultrasound to detect and monitor cavitation generated by
ESWT devices in vivo. Diagnostic images are collected at various times
during and after treatment. The images are then post-processed with
image-processing algorithms to enhance the contrast between bubbles and
surrounding tissue. The ultimate goal of this research is to utilize cavita-
tion as a means for optimizing shock wave parameters such as amplitude
and pulse repetition frequency. �Work supported by APL internal funds
and NIH DK43881 and DK55674.�
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11:10

1aBB12. Secondary shock wave emissions from cavitation in
lithotripsy. Parag V. Chitnis and Robin O. Cleveland �Aerosp. and
Mech. Eng. Dept., Boston Univ., 110 Cummington St., Boston, MA 02215�

We investigate the role of secondary shock waves �SSWs� generated
by cavitation in lithotripsy. Acoustic pressure was measured with a fiber
optic probe hydrophone and cavitation using a dual passive cavitation
detector �PCD� consisting of two confocal transducers. An artificial stone
(�7 mm diameter and �9 mm length� was placed at the focus of an
electrohydraulic lithotripter. The fiber was inserted through a hole drilled
through the stone so that the tip was at the proximal surface. SSWs were

identified by matching the time of arrival to that of the inertial collapse
signature acquired by the PCD. Measurements of SSWs were obtained for
50% of SWs fired at 20 kV and 1 Hz. The peak positive pressure for the
SSW was p��33.7�14.8 MPa, which was comparable to the pressure
induced by the incident SW (p��42.6�6 MPa). The peak pressure in
water was p��23.2�4.4 MPa. The PCD also recorded acoustic emis-
sions from forced collapse of pre-existing bubbles caused by the incident
SW. We propose that both the reflection from the semi-rigid stone bound-
ary and SSW from the forced collapse contribute to the observed increase
in the peak pressure of the incident SW in presence of a stone. �Work
supported by NIH.�

MONDAY MORNING, 16 MAY 2005 REGENCY C, 8:00 TO 11:35 A.M.

Session 1aPP

Psychological and Physiological Acoustics and Animal Bioacoustics: Size Information in Speech
and Animal Calls

Roy D. Patterson, Cochair
Physiology Dept., Univ. of Cambridge, Downing St., Cambridge CB2 3EG, United Kingdom

Toshio Irino, Cochair
Wakayama Univ., Systems Engineering, 930 Sakaedami, Wakayama 640-8510, Japan

Chair’s Introduction—8:00

Invited Papers

8:05

1aPP1. Psychoacoustic evaluation of a low-parameter modal model for synthesizing impact sounds. Robert A. Lutfi, Eileen
Storm, Joshua M. Alexander �Dept. of Communicative Disord. and Waisman Ctr., Univ. of Wisconsin, Madison, WI 53706,
ralutfi@wisc.edu�, and Eunmi Oh �Samsung AIT, Suwon, Korea 440-600�

Three experiments were conducted to test the viability of a low-parameter modal model for synthesizing impact sounds to be used
in commercial and psychoacoustic research applications. The model was constrained to have 4 physically-based parameters dictating
the amplitude, frequency and decay of modes. The values of these parameters were selected by ear roughly to match the recordings
of 10 different resonant objects suspended by hand and struck with different mallets. In Exp. 1, neither 35 professional musicians nor
187 college undergraduates could identify which of the 2 matched sounds was the real recording with better than chance accuracy,
though significantly better than chance performance was obtained when modal parameters were selected without the previously
imposed physical constraints. In Exp. 2, the undergraduates identified the source corresponding to the recorded and synthesized
sounds with the same level of accuracy and largely the same pattern of errors. Finally, Exp. 3 showed highly-practiced listeners to be
largely insensitive to changes in the acoustic waveform resulting from an increase in the number of free-parameters used in the modal
model beyond 3. The results suggest that low-parameter, modal models might be meaningfully exploited in many commercial and
research applications involving human perception of impact sounds.

8:20

1aPP2. Reliable but weak voice-formant cues to body size in men but not women. Drew Rendall, John R. Vokey, Christie
Nemeth, and Christina Ney �Dept of Psych., Univ. of Lethbridge, Lethbride, AB, Canada, d.rendall@uleth.ca�

Whether voice formants provide reliable cues to adult body size has been contested recently for some animals and humans and the
outcome bears critically on theories of social competition and mate choice, language origins, and speaker normalization. We report
two experiments to test listeners’ ability to assess speaker body size. In Experiment 1, listeners heard paired comparisons of the same
short phrase spoken by two adults of the same sex paired randomly with respect to height and indicated which was larger. Both sexes
(M�20; F�22) showed an equal but modest ability to identify the larger male �mean correct�58.5%; T�31.5, P�0.001) that
correlated with the magnitude of their height difference but could not pick the larger female �mean correct�52.0%; T�1.05, P
�0.305) regardless of the height difference. Experiment 2 used single word comparisons, focused only on male voices, and controlled
F0 while manipulating F1�F4 between speakers. When F0 was equal but F1�F4 predicted the height difference between speakers,
both sexes (M�12; F�18) correctly chose the taller male �80%�. When F1�F4 values of the shorter male were reduced below those
of the taller male �or vice versa�, subjects shifted to pick the shorter male as being larger.
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8:35

1aPP3. Formant frequencies as indicators of body size in red deer roars. David Reby, Karen McComb, Chris Darwin �Dept. of
Psych., Univ. of Sussex, Brighton, BN2 9QH, UK�, and W. Tecumseh Fitch �Univ. of St. Andrews, St. Andrews, KY16 9JU, UK�

Recent studies of animal vocal communication have emphasized the potential for vocal tract resonances to encode information on
the size of callers and the need for receivers to attend to this information, in particular in the context of intra-sexual competition and
inter-sexual mate choice. Our recent work on red deer roaring, a classical example of a sexual communication signal, is reviewed here.
A combination of anatomical analyses of the vocal apparatus, acoustical analyses, and playback experiments using re-synthesized calls
has enabled us to show that: �i� red deer and fallow deer males have a descended and mobile larynx, an anatomical innovation that was
previously believed to be uniquely human and that enables callers to modulate their formants during vocalizing; �ii� minimum formant
frequencies provide an honest indication of body size in red deer roars and �iii� stags use rivals’ minimum formant frequencies in
assessment during male-male contests, and adjust the formants of their own replies in relation to what they hear.

8:50

1aPP4. Extracting a carrier-independent version of the syllabic message: The principles. Roy D. Patterson, Thomas C. Walters
�Ctr. for the Neural Basis of Hearing, Physio. Dept., Univ. of Cambridge, Downing St., Cambridge, CB2 3EG, UK, rdp1@cam.ac.uk�,
and Toshio Irino �Wakayama Univ., 930 Sakaedani Wakayama 640-8510, Japan�

At the heart of each syllable of speech is a vowel; the wave consists of a stream of glottal pulses, each with a resonance attached.
The vowel contains three important components of the information in the larger communication: the glottal pulse rate �the pitch�, the
resonance shape �the message�, and the resonance scale �the vocal tract length�. Recent experiments on the perception of vowels show
that variability in glottal pulse rate and vocal tract length has surprisingly little effect on the humans ability to recognise the vowel or
discriminate speaker size, despite the variability it imparts to the spectra of these sounds. We appear to have an automatic normal-
ization process to scale vowels and extract the message independent of the carrier. Many animal calls are like syllables in form and
duration, and normalization is essential here as well if animals are to correctly identify the species of the sender and not be confused
by changes in pulse rate and resonance scale that simply indicate a size difference. This talk describes how neural firing patterns
produced by vowels and animal calls could be normalized to produce a carrier independent version of the message of the syllable.
�Work supported by UK MRC.�

9:05

1aPP5. The stabilized, wavelet-Mellin transform for analyzing the size and shape information of vocalized sounds. Toshio
Irino �Faculty of Systems Eng., Wakayama Univ., 930 Sakaedani, Wakayama 640-8510, Japan� and Roy Patterson �Univ. of
Cambridge, Cambridge, CB2 3EG, UK�

We hear vowels produced by men, women, and children as approximately the same although there is considerable variability in
glottal pulse rate and vocal tract length. At the same time, we can identify the speaker group. Recent experiments show that it is
possible to identify vowels even when the glottal pulse rate and vocal tract length are condensed or expanded beyond the range of
natural vocalization. This suggests that the auditory system has an automatic process to segregate information about shape and size of
the vocal tract. Recently we proposed that the auditory system uses some form of Stabilized, Wavelet-Mellin Transform �SWMT� to
analyze scale information in bio-acoustic sounds as a general framework for auditory processing from cochlea to cortex. This talk
explains the theoretical background of the model and how the vocal information is normalized in the representation. �Work supported
by GASR�B��2� No. 15300061, JSPS.�

9:20

1aPP6. Manipulating the pulse rate and resonance scale in speech and animal calls. Hideki Kawahara �930 Sakaedani,
Wakayama, 640-8510, Japan�

A large proportion of the sound in speech and animal calls is voiced, and thus, periodic in nature. The sounds are generated by
repetitive pulsive stimulations and each pulse produces a resonant response. This repetitive structure in the sounds can be interpreted
as a time-frequency sampling process that provides a stream of information about the size, shape, and structure of the resonators in the
vocal tract. This perspective has enabled us to develop a system, referred to as STRAIGHT, that can analyze, manipulate, and
resynthesize vocal sounds. It is based on an extended pitch synchronous spectral estimation algorithm that recovers the underlying
smooth time-frequency representation representing physical information on resonators. Ideally, this process removes stimulation
related structure from the time-frequency representation, and thus, it should follow the same scaling laws as the physical dimensions
of the resonating body. One problem is that speech sometimes contains multiple stimulations within one pitch period. This type of
stimulation introduces a spectral deformation that has the same scaling laws as for the fundamental frequency �reciprocal of the
repetition rate�. The effects of this dual scaling and the problems of joint normalization will be discussed. �Work supported by MEXT
Japan.�
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9:35–9:50 Break

9:50

1aPP7. Relationship between fundamental and formant frequencies in speech perception. Peter F. Assmann �School of
Behavioral and Brain Sci., Univ. of Texas at Dallas, Box 830688, Richardson, TX 75083�, and Terrance M. Nearey �Univ. of Alberta,
Edmonton, Alberta, Canada T6E 2G2�

In natural speech, there is a moderate correlation between fundamental frequency (F0) and formant frequencies, associated with
differences in larynx and vocal tract size across talkers. We have manipulated these properties using the Kawahara’s STRAIGHT
vocoder to determine their contribution to sentence intelligibility, vowel identification accuracy, perceived gender, and naturalness
judgments by human listeners. The results of these experiments, together with predictions from a pattern recognition model, suggest
that frequency-shifted speech is more intelligible and perceived as more natural when the natural co-variation of F0 and formant
frequency is preserved, even when frequency shifts exceed the range found in human speech.

10:05

1aPP8. Perception of speaker size and sex of vowel sounds. David R. R. Smith and Roy D. Patterson �CNBH, Dept. of Physiol.,
Cambridge Univ., Downing St., Cambridge CB2 3EG, UK, david.smith@mrc-cbu.cam.ac.uk�

Glottal-pulse rate �GPR� and vocal-tract length �VTL� are both related to speaker size and sex—however, it is unclear how they
interact to determine our perception of speaker size and sex. Experiments were designed to measure the relative contribution of GPR
and VTL to judgements of speaker size and sex. Vowels were scaled to represent people with different GPRs and VTLs, including
many well beyond the normal population values. In a single interval, two response rating paradigm, listeners judged the size �using
a 7-point scale� and sex/age of the speaker �man, woman, boy, or girl� of these scaled vowels. Results from the size-rating experiments
show that VTL has a much greater influence upon judgements of speaker size than GPR. Results from the sex-categorization
experiments show that judgements of speaker sex are influenced about equally by GPR and VTL for vowels with normal GPR and
VTL values. For abnormal combinations of GPR and VTL, where low GPRs are combined with short VTLs, VTL has more influence
than GPR in sex judgements. �Work supported by the UK MRC �G9901257� and the German Volkswagen Foundation �VWF 1/79
783�.�

10:20

1aPP9. Identification of ‘‘size-modulated’’ vowels sequences: Effects of modulation periods and speaking rates. Minoru
Tsuzaki �Kyoto City Univ. of Arts, 13-6 Kutsukake-cho, Oe, Nishikyo-ku, Kyoto, 610-1197 Japan, minoru.tsuzaki@kcua.ac.jp�,
Toshio Irino �Wakayama Univ., Wakayama, Wakayama 640-8510, Japan�, and Roy Patterson �Univ. of Cambridge, Cambridge, CB2
3EG, UK�

We investigated the temporal dynamics of auditory normalization and size perception by measuring vowel recognition perfor-
mance using sequences of vowels in which vocal tract length was modulated during the sequence. The modulation of speaker size was
achieved by scaling the frequency axis of the transfer function of vocal tract. The temporal modulation pattern was sinusoidal with a
period of 16, 32, 64, 128, 256, 512, 1024, 2048, or 4096 ms. Listeners identified sequences of six vowels from four response
alternatives. Although the listeners had no experience with size-modulated speech, the percentage of correct responses was never less
than 90% for any modulation period. This suggests that the auditory system has an automatic size-normalizing mechanism which does
not require training. The listeners had most difficulty with the 256-ms modulation period, independent of the speaking rate of the
sequence. This might indicate a limitation of the processing speed for size-normalization. A simulation using Mellin Images did not
reveal any obvious reason for the dip in performance with the 250 ms period, which suggests that the limitation is not in the image
construction stage. �Work supported by GASR�A��2� No. 16200016, JSPS.�

10:35

1aPP10. The perception of size in musical instrument sounds. Ralph van Dinther and Roy D. Patterson �CNBH, Dept. of Physio.,
Univ. of Cambridge, Downing St., Cambridge CB2 3EG, UK, ralph.van-dinther@mrc-cbu.cam.ac.uk�

There is size information in natural sounds. For example, as humans grow in height their vocal tract increases in length, and this
produces a predictable decrease in formant frequency. Recent studies have shown that listeners can judge the relative size of two
individuals with considerable precision, and they can recognize vowels scaled well beyond the range normally experienced. This paper
reports two psychophysical studies designed to extend the research to musical instrument sounds. The first showed that listeners can
discriminate the relative size of instruments reliably, although not quite as well as for voices. The second showed that listeners can
recognize instrument sounds scaled in size and pitch well beyond the range of normal experience. The research supports the
hypothesis that the auditory system applies some kind of active normalization to all input sounds. �Work supported by the U.K.
Medical Research Council �G9901257, G9900362�, and ONRIFO �Grant N00014-03-1-1023�.�
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10:50–11:05 Break

11:05

1aPP11. The neural processing of musical instrument size information in the brain investigated by magnetoencephalography.
Andre Rupp �Section of Biomagnetism, Dept. Neurology, Univ. of Heidelberg, Im Neuenheimer Feld 400, 69120 Heidelberg,
Germany�, Ralph van Dinther, and Roy D. Patterson �Cambridge Univ., UK�

The specific cortical representation of size was investigated by recording auditory evoked fields �AEFs� elicited by changes of
instrument size and pitch. In Experiment 1, a French horn and one scaled to double the size played a three note melody around F3
or its octave, F4. Many copies of these four melodies were played in random order and the AEF was measured continuously. A similar
procedure was applied to saxophone sounds in a separate run. In Experiment 2, the size and type of instrument �French horn and
saxophone� were varied without changing the octave. AEFs were recorded in five subjects using magnetoencephalography and
evaluated by spatio-temporal source analysis with one equivalent dipole in each hemisphere. The morphology of the source wave-
forms revealed that each note within the melody elicits a well-defined P1�N1�P2 AEF-complex with adaptation for the 2nd and 3rd
note. At the transition of size, pitch, or both, a larger AEF-complex was evoked. However, size changes elicited a stronger N1 than
pitch changes. Furthermore, this size-related N1 enhancement was larger for French horn than saxophone. The results indicate that the
N1 plays an important role in the specific representation of instrument size.

11:20

1aPP12. Voices of athletes reveal only modest acoustic correlates of stature. Michael J. Owren and John D. Anderson IV �Dept.
of Psych., Cornell Univ., Ithaca, NY 14853�

Recent studies of acoustic cues to body-size in nonhuman primate and human vocalizations have produced results varying from
very strong relationships between formant frequencies and length/weight in rhesus monkeys to weak correlations between formants
and stature in humans. The current work attempted to address these discrepancies by compiling a database of naturally occurring
speech with a large number of vocalizers of maximally varying size. To that end, fundamental frequency (F0) and formant frequen-
cies were measured in both running speech and filled pauses �i.e., ‘‘ah’’ and ‘‘um’’� produced by male athletes during televised
same-day interviews. Multiple-regression analysis of data from 100 male athletes showed that these acoustic measures accounted for
at most 17% of variance in height over a 37-cm range. Analyses of filled speech pauses produced by a subset of 48 athletes could
account for up to 36%. These outcomes fall within the range of previously reported outcomes, indicating that while speech acoustics
are correlated with body-size in human adult males, the cues provided are quite modest.

MONDAY MORNING, 16 MAY 2005 REGENCY D, 8:30 TO 11:35 A.M.

Session 1aSC

Speech Communication and Psychological and Physiological Acoustics: Communication Abilities of
Congenitally Deaf Children: From Behavior to Physiology From Psychophysics to Hair Cell Regeneration

Mario A. Svirsky, Cochair
Indiana Univ., School of Medicine, ENT, 699 West Dr., Indianapolis, IN 46202

Ruth Y. Litovsky, Cochair
Univ. of Wisconsin-Madison, Waisman Center, 1500 Highland Ave., Madison, WI 53705

Chair’s Introduction—8:30

8:35

1aSC1. Language acquisition after cochlear implantation of congenitally deaf children: Effect of age at implantation. Mario
Svirsky and Rachael Holt �Indiana Univ. School of Med., 699 West Dr., RR-044, Indianapolis, IN 46202�

Evidence shows that early implantation of congenitally deaf children is beneficial. However, infants as young as 6 months of age
have started to receive cochlear implants �CIs� in the USA. Such early implantation may be associated with higher risks, including
anesthetic risk as well as the increased possibility of a false positive in the diagnosis of profound deafness. On the other hand, delaying
implantation may be associated with the risk of missing windows of opportunity or sensitive periods for the development of
communication skills. In this study, speech perception and language skills in children who received CIs in the first, second, third, or
fourth year of life were compared. Participants were tested at regular 6-month intervals after implantation. The effects of several
potential confounds were considered. In general, children implanted earlier outperformed those implanted later, with one exception:
infants implanted at 6–12 months showed similar outcomes to children implanted at 12–24 months, at least through 2 to 2-1/2 years
of age. This preliminary result may be associated with the difficulty of choosing appropriate stimulation parameters for infants, and
its potential influence on the quality of the stimulation patterns delivered by the CI.
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9:00

1aSC2. Phonological systems of pediatric cochlear implant users: The acquisition of voicing. Steven B. Chin �Dept. of
Otolaryngol., Indiana Univ. School of Medicine, 699 West Dr., RR044, Indianapolis, IN 46202-5119, schin@iupui.edu�, Eric N.
Oglesbee, Andrew K. Kirk �Indiana Univ., Bloomington, IN�, and Joseph E. Krug �Indiana Univ. School of Medicine, Indianapolis,
IN�

Although cochlear implants are primarily auditory prostheses, they have also demonstrated their usefulness as aids to speech
production and the acquisition of spoken language in children. This presentation reports on research currently being conducted at the
Indiana University Medical Center on the development of phonological systems by children with five or more years of cochlear
implant use in English-speaking environments. Characteristics of the feature �voice� will be examined in children with cochlear
implants and in two comparison groups: adults with normal hearing and children with normal hearing. Specific aspects of voicing to
be discussed include characteristic error patterns, phonetic implementation of the voicing contrast, and phonetic implementation of
neutralization of the voicing contrast. Much of the evidence obtained thus far indicates that voicing acquisition in children with
cochlear implants is not radically different from that of children with normal hearing. Many differences between the systems of
children with cochlear implants and the ambient system thus appear to reflect the children’s age as much as their hearing status. �Work
supported by grants from the National Institutes of Health to Indiana University: R01DC005594 and R03DC003852.�

9:25

1aSC3. Source reconstruction of sensory and cognitive evoked potentials. Curtis W. Ponton �Compumedics Neuroscan, 7850
Paseo del Norte, El Paso, TX 79912�

Cortical activity reflected in auditory-evoked potentials �AEPs� is often evaluated using only a small subset of all the recorded
data. Conclusions based on this approach can be misleading, with no utility in identifying the underlying neural generators of the scalp
recorded activity. Techniques that make use of all of the AEP data range from relatively simple methods, such as global field power,
to more advanced approaches including independent components analysis �ICA�, dipole modeling, and current density reconstruction.
The objective of this presentation is to describe analysis of the component-structure of AEPs using these advanced techniques. Results
of the ICA analysis will be used to generate spatial filters characterizing the specific scalp distribution associated with each ICA
pattern. The cortical origin of each ICA scalp distribution will then be determined using current density reconstruction. The analysis
will be applied to standard AEPs as well as the mismatch negativity in normal hearing and cochlear implant users. The results will
demonstrate the unique suitability of neuroimaging based on AEPs for understanding the effects of cochlear implant use on cortical
activity associated with cognitive processing in children and in adults.

9:50–10:05 Break

10:05

1aSC4. Auditory plasticity in deaf children with bilateral cochlear implants. Ruth Litovsky �Waisman Ctr., Univ. of Wisconsin,
Madison, WI 53705, litovsky@waisman.wisc.edu�

Human children with cochlear implants represent a unique population of individuals who have undergone variable amounts of
auditory deprivation prior to being able to hear. Even more unique are children who received bilateral cochlear implants �BICIs�, in
sequential surgical procedures, several years apart. Auditory deprivation in these individuals consists of a two-stage process, whereby
complete deafness is experienced initially, followed by deafness in one ear. We studied the effects of post-implant experience on the
ability of deaf children to localize sounds and to understand speech in noise. These are two of the most important functions that are
known to depend on binaural hearing. Children were tested at time intervals ranging from 3-months to 24-months following implan-
tation of the second ear, while listening with either implant alone or bilaterally. Our findings suggest that the period during which
plasticity occurs in human binaural system is protracted, extending into middle-to-late childhood. The rate at which benefits from
bilateral hearing abilities are attained following deprivation is faster for speech intelligibility in noise compared with sound localiza-
tion. Finally, the age at which the second implant was received may play an important role in the acquisition of binaural abilities.
�Work supported by NIH-NIDCD.�

10:30

1aSC5. Learning on auditory discrimination tasks in normal-hearing listeners: Implications for hearing rehabilitation.
Beverly A. Wright �Dept. of Commun. Sci. and Disord., 2240 Campus Dr., Northwestern Univ., Evanston, IL 60208-3550, b-wright@
northwestern.edu�

Hearing rehabilitation extends beyond simply fitting a hearing aid or cochlear implant. To improve the benefit of these devices, it
must be established which auditory abilities can be improved with training. Toward this end, learning in normal-hearing listeners was
examined on five auditory discrimination tasks: frequency, intensity, interaural-time-difference �ITD�, interaural-level-difference
�ILD�, and duration. Because the same training regimen was used throughout, any differences in the learning patterns across these
trained discriminations likely reflect differences in the plasticity of the underlying mechanisms, at least for that regimen. The influence
of training was assessed by comparing the improvements in discrimination threshold on trained and untrained conditions between
listeners who were given multiple-hour practice on a single discrimination condition and those who were not. Learning on the five
tasks followed one of two general patterns. For ITD and intensity discrimination, multiple-hour practice did not lead to greater
learning than that seen in untrained listeners. In contrast, for ILD, duration, and frequency discrimination, such practice yielded greater
learning, but only on a subset of conditions. The differences in the plasticity across these auditory tasks in normal-hearing listeners
imply that cochlear-implant users may benefit more from training on some tasks than others. �Work supported by NIH.�
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10:55

1aSC6. Hair cell regeneration: Look to the future. Edwin W. Rubel �Virginia Merrill Bloedel Hearing Res. Ctr., Univ. of
Washington, M.S. 357923, Seattle, WA 98195�

Less than 2 decades ago it was discovered that birds can regenerate hair cells in the auditory and vestibular parts of the inner ear
after the native hair cells are destroyed by exposure to excessive noise or by mechanical trauma of aminoglycoside antibiotics. This
discovery issued in a new era of hearing research—it suggested that some day it may be possible to actually restore hearing in people
with congenital or acquired hearing loss due to the degeneration of sensory cells or supporting cells in the inner ear. Fifteen years is
a very short time in the history of science. Consider the fact that we have actively sought chemical treatments to prevent or cure
cancers for well over a half century and the ‘‘war on Cancer,’’ resulted in enormous public and private support. Progress has been
great, and some forms of cancer can be treated with great success, but the overall 5-year survival rates have only risen from about 50%
to 63%. Progress will continue and many more forms of cancer will be cured and prevented during the next half century. Similarly,
during the first 15 years of hair cell regeneration research enormous progress has been made, and we now know that postnatal
mammalian ears have the capacity to produce new hair cells. We are indeed a long way from restoring hearing through hair cell
regeneration, but the future is pretty clear. I will review the progress of this field with an eye toward the future and what it means for
treatments of today. In particular, I will address the potential cost versus benefits of bilateral implantation when applied to babies and
young children.

Contributed Paper

11:20

1aSC7. Preliminary comparison of infants speech with and without
hearing loss. Richard S. McGowan �CReSS LLC, 1 Seaborn Pl.,
Lexington, MA 02420�, Susan Nittrouer �Utah State Univ., Logan, UT
84322�, and Karen Chenausky �Speech Technol. & Appl. Res., Bedford,
MA 01730�

The speech of ten children with hearing loss and ten children without
hearing loss aged 12 months is examined. All the children with hearing
loss were identified before six months of age, and all have parents who

wish them to become oral communicators. The data are from twenty
minute sessions with the caregiver and child, with their normal prostheses
in place, in semi-structured settings. These data are part of a larger test
battery applied to both caregiver and child that is part of a project com-
paring the development of children with hearing loss to those without
hearing loss, known as the Early Development of Children with Hearing
Loss. The speech comparisons are in terms of number of utterances, syl-
lable shapes, and segment type. A subset of the data was given a detailed
acoustic analysis, including formant frequencies and voice quality mea-
sures. �Work supported by NIDCD R01 006237 to Susan Nittrouer.�

MONDAY AFTERNOON, 16 MAY 2005 REGENCY E, 1:00 TO 5:20 P.M.

Session 1pAA

Architectural Acoustics: Architectural Acoustics and the Green Building Movement

Ralph T. Muehleisen, Cochair
Illinois Inst. of Technology, Civil and Architectural Engineering, 3201 South Dearborn, Chicago, IL 60616

Murray R. Hodgson, Cochair
Univ. of British Columbia, School of Occupational and Environmental Hygiene, 2206 East Mall,

Vancouver, BC V6T 1Z3, Canada

Chair’s Introduction—1:00

Invited Papers

1:05

1pAA1. Assessing the future of green building. Raymond J. Cole �UBC School of Architecture, 6333 Memorial Rd., Vancouver,
BC V6T 1Z2, Canada, raycole@arch.ubc.ca�

As the realities of resource depletion and global environmental degradation become more evident, we can anticipate a maturing
and strengthening of the public’s concern and knowledge on environmental issues. This will translate into an expectation for greater
environmental responsibility and, as with other sectors, the building industry will be increasingly scrutinized for its environmental
actions. The adoption of environmental strategies has been accelerated by the emergence of building environmental assessment
methods that have provided both a definition and common language for green buildings as well as a means of communicating
performance improvements. Whereas the current focus is on ‘‘green’’ design—reducing or mitigating the environmental consequences
of buildings—the future concerns will embrace mitigation, adaptation to the new conditions and restoring previous adversely impacted
regions and human settlements. This presentation will provide an overview of the evolution of green building practices to set a context
for understanding emerging issues in building acoustics. Since the adoption of green building practices is a function of the context that
shapes political and public priorities, the presentation compares and contrasts several short and long-term scenarios some certain,
others more speculative and their direct and indirect consequences for environmental progress building design.
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1:35

1pAA2. Integrated building design. Jennifer Sanguinetti �Keen Eng., 116-930 West First St., North Vancouver, BC, Canada V7P
3N4, Jennifer.Sanguinetti@keen.ca�

For many years, building design has been a very linear process with owners speaking to architects who then design building shells
that they pass along to sub-consultants who must fit their systems into the allotted spaces. While this process has some advantages, it
provides little opportunity to optimize systems based on such factors as energy use or occupant comfort. This presentation will focus
on the evolution and implications of integrated building design, a method that has provided greater opportunities for interaction
between design disciplines and with building users early on in the design process. Integration has resulted in buildings that are more
sustainable than typical buildings and that can respond better to the needs of the owner and users. Examples of the application of the
process and the resulting buildings will be presented from the view of a design engineer with experience of both processes. Specifi-
cally, the potential contribution of an acoustical consultant in the integrated process will be explored.

2:05

1pAA3. Post-occupancy evaluation and acoustics in green buildings. Rosamund Hyde �Keen Eng., 116-930 West First St., North
Vancouver, BC, Canada V7P 3N4, Rosie.Hyde@keen.ca�

Post-occupancy evaluation is a process for discerning whether completed buildings are delivering to their occupants and owners
the benefits which were set as goals in the design process. Both resource consumption and occupant satisfaction are assessed.
Evaluations of seven green buildings in British Columbia have been carried out, including buildings with a range of occupancies and
climates. These studies have highlighted acoustics as an area where occupant satisfaction could be improved. This presentation will
address three questions. First, what have we learned about acoustics from post-occupancy evaluation of green buildings? Results of
the seven post-occupancy evaluations of green buildings will be discussed. Second, what questions do designers have about decisions
related to acoustics in green buildings? Third, how can we improve post-occupancy evaluation processes to better address those
questions?

2:35

1pAA4. Green buildings: Implications for acousticians. Michael R. Noble �BKL Consultants Ltd., 308-1200 Lynn Valley Rd.,
North Vancouver, BC, Canada V7J 2A2, noble@bkla.com�

This presentation will deal with the practical implications of green design protocols of the US Green Building Council on interior
acoustics of buildings. Three areas of particular consequence to acousticians will be discussed. Ventilation Systems: reduced energy
consumption goals dictate reliance on natural cooling and ventilation using ambient air when possible. The consequent large openings
in the building envelope to bring fresh air into rooms, and similar sized openings to transfer the mixed air out, can severely
compromise the noise isolation of the rooms concerned. Radiant Cooling: the heavy concrete floors of buildings can be used as a
thermal flywheel to lessen the cooling load, which forces the concrete ceilings to be exposed to the occupied rooms for heat transfer,
and strictly limits the application of acoustical absorption on the ceilings. This challenges the room acoustics design. Green Materials:
the LEED protocols require the elimination of potentially harmful finishes, including fibrous materials which may impact air quality
or contribute to health problems. Since the backbone of sound absorption is glass and mineral fibres, this further challenges provision
of superior room acoustics. Examples and commentary will be provided based on current and recent projects.

3:05–3:20 Break

Contributed Papers

3:20

1pAA5. A comparative study of varying fan noise mitigation
techniques in relation to sustainable design goals. Cornelis Overweg
�Acentech, 1429 E. Thousand Oaks Blvd., Ste. 200, Thousand Oaks, CA
91362� and Jeff L. Fullerton �Acentech Inc., Cambridge, MA 02138�

Green building design promotes effective use of materials and energy,
improved indoor environmental quality �IEQ�, and enhanced occupant
comfort. These ‘‘green’’ goals can occasionally conflict with common
acoustical approaches used for fan noise control. A design striving for low
noise levels from the ventilation system to benefit occupant comfort can
inadvertently introduce elements that are contradictory to other green
building objectives. For example, typical fan noise control devices intro-
duce higher energy consumption or less beneficial indoor environmental
quality. This paper discusses the acoustical, mechanical, environmental,
and relative cost impacts of various fan noise control techniques.

3:35

1pAA6. Acoustical case studies of three green buildings. Gary Siebein
�Univ. of Florida School of Architecture, P.O. Box 115702, Gainesville, FL
32607�, Robert Lilkendey, and Stephen Skorski �Siebein Assoc., Inc.,
Consultants in Architectural Acoust., Gainesville, FL 32607�

Case studies of 3 green buildings with LEED certifications that re-
quired extensive acoustical retrofit work to become satisfactory work en-
vironments for their intended user groups will be used to define areas
where green building design concepts and acoustical design concepts re-
quire reconciliation. Case study 1 is an office and conference center for a
city environmental education agency. Large open spaces intended to col-
lect daylight through clerestory windows provided large, reverberant vol-
umes with few acoustic finishes that rendered them unsuitable as open
office space and a conference room/auditorium. Case Study 2 describes
one of the first gold LEED buildings in the southeast whose primary
design concepts were so narrowly focused on thermal and lighting issues
that they often worked directly against basic acoustical requirements re-
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sulting in sound levels of NC 50–55 in classrooms and faculty offices,
crosstalk between classrooms and poor room acoustics. Case study 3 is an
environmental education and conference center with open public areas,
very high ceilings, and all reflective surfaces made from wood and other
environmentally friendly materials that result in excessive loudness when
the building is used by the numbers of people which it was intended to
serve.

3:50

1pAA7. An acoustic window for sustainable buildings. Jian Kang,
Martin Brocklesby, Zhemin Li �School of Architecture, Univ. of
Sheffield, Western Bank, Sheffield S10 2TN, UK, j.kang@sheffield.ac.uk�,
and David J. Oldham �Univ. of Liverpool, L69 3BX, UK�

Encouraging the use of natural ventilation is an important tendency in
the green building movement, but opening windows can often cause noise
problems. This research develops a window system which allows natural
ventilation while reducing noise transmission. The core idea is to create a
ventilation path by staggering two layers of glass and using micro-
perforated absorbers �MPA� along the path created to reduce noise. The
MPA are made from transparent materials so that daylighting is relatively
unaffected. Starting with a brief introduction of the MPA theory and its
application in ducts, the paper presents a series of numerical simulations
using finite element method based software FEMLAB, and experiment
results measured between a semi-anechoic chamber and a reverberation
chamber. Performance in acoustics, ventilation and daylighting are all
taken into account. A basic window configuration is first considered,
studying the effectiveness of various window parameters. A number of

strategic designs are then examined, including external hoods and louvers
in the sound path. There is generally a good agreement between simulation
and measurement, and the noise reduction can be as good as a single
glazing, with air movement to achieve occupant comfort, rather than just
for minimum air exchange. �Work supported by EPSRC.�

4:05

1pAA8. Modeling the acoustical and airflow performance of natural
ventilation inlet and outlet units. David J. Oldham �School of
Architecture, Univ. of Liverpool, Liverpool, L69 3BX, UK,
djoldham@liv.ac.uk�, Jian Kang, and Martin Brocklesby �Univ. of
Sheffield, Western Bank, Sheffield S10 2TN, UK�

One aspect of the trend towards designing green buildings has been the
increasing use of natural ventilation for buildings which otherwise might
have required mechanical ventilation or even full air conditioning. How-
ever, the pressure differentials available to drive the natural ventilation
process are small and hence relatively large inlets and outlets with low
resistance to flow are required. These apertures constitute significant
acoustic weak points on building facades and hence need to be treated to
reduce noise ingress. Although there are a number of natural ventilation
units available they have frequently been designed from the application of
simple principles without any attempt to optimise both their airflow and
acoustical performance. In this paper the results of a series of computer
modeling exercises are described using acoustic FEM and BEM plus
Computational Fluid Dynamics �CFD� which seeks to establish recom-
mendations for the optimum design of natural ventilation inlet and outlet
devices for both acoustical and airflow performance.

4:20–5:20
Panel Discussion

MONDAY AFTERNOON, 16 MAY 2005 PLAZA A, 1:20 TO 2:40 P.M.

Session 1pAOa

Acoustical Oceanography and Underwater Acoustics: Riverine Acoustics II

Robert Kieser, Cochair
Dept. of Fisheries and Oceans, Pacific Biological Station, 3190 Hammond Bay Rd., Nanaimo, BC V9T 6N7, Canada

Kenneth G. Foote, Cochair
Dept. of Applied Ocean Physics and Engineering, Woods Hole Oceanographic Institution, Woods Hole, MA 02543

Invited Paper

1:20

1pAOa1. New single echo detection methods for shallow water fishery acoustics. Helge Balk, Torfinn Lindem, and Jan Kubecka
�Dept. of Phys., PB1048 Blindern 0316 Oslo, Norway, helge.balk@fys.uio.no�

Acoustic target detection is commonly carried out with parametric single echo detectors. These detectors test one ping at a time
and look for echoes fulfilling a set of criteria such as echo duration and shape. In shallow water, noise phenomena can distort echoes
from fish and false fish echoes can be generated. This causes the parametric detector to produce fractionated tracks from fish
surrounded by numerous noise detections. Parametric detectors utilize only small portions of the information available in a split beam
echogram. By including information from more than one ping and from the background reverberation, a more robust fish detector has
been designed. This detector, called the Cross Filter Detector �CFD�, has now been further improved by applying the variance in the
angle measurements.
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Contributed Papers

1:40

1pAOa2. Echo characteristics of two salmon species. Patrick A.
Nealson �School of Aquatic and Fishery Sci., Univ. of Washington, Box
355020, Seattle, WA 98195-5020�, John K. Horne �Univ. of Washington,
Seattle, WA 98195-5020�, and Debby L. Burwen �Alaska Dept. of Fish
and Game, Anchorage, AK 99518-1599�

The Alaska Department of Fish and Game relies on split-beam hydroa-
coustic techniques to estimate Chinook salmon �Oncorhynchus tshaw-
ytscha� returns to the Kenai River. Chinook counts are periodically con-
founded by large numbers of smaller sockeye salmon �O. nerka�. Echo
target-strength has been used to distinguish fish length classes, but was too
variable to separate Kenai River chinook and sockeye distributions. To
evaluate the efficacy of alternate echo metrics, controlled acoustic mea-
surements of tethered chinook and sockeye salmon were collected at 200
kHz. Echo returns were digitally sampled at 48 kHz. A suite of descriptive
metrics were collected from a series of 1,000 echoes per fish. Measure-
ments of echo width were least variable at the �3 dB power point. Initial
results show echo elongation and ping-to-ping variability in echo envelope
width were significantly greater for chinook than for sockeye salmon.
Chinook were also observed to return multiple discrete peaks from
a single broadcast echo. These characteristics were attributed to the physi-
cal width of chinook exceeding half of the broadcast echo pulse width
at certain orientations. Echo phase variability, correlation coefficient
and fractal dimension distributions did not demonstrate significant dis-
criminatory power between the two species. �Work supported by ADF&G,
ONR.�

1:55

1pAOa3. Alaskan river environmental acoustics. Peter H. Dahl
�Appl. Phys. Lab., Univ. of Washington, Seattle, WA 98105-6698�, Carl
Pfisterer �Alaska Dept. of Fish & Game, Fairbanks, AK�, and Harold J.
Geiger �Alaska Dept. of Fish & Game, Douglas, AK�

Sonars are used by the Alaska Department of Fish and Game
�ADF&G� to obtain daily and hourly estimates of at least four species of
migratory salmon during their seasonal migration which lasts from June to
beginning of September. Suspended sediments associated with a river’s
sediment load is an important issue for ADF&G’s sonar operations.
Acoustically, the suspended sediments are a source of both volume rever-
beration and excess attenuation beyond that expected in fresh water. Each
can impact daily protocols for fish enumeration via sonar. In this talk,

results from an environmental acoustic study conducted in the Kenai River
�June 1999� using 420 kHz and 200 kHz side looking sonars, and in the
Yukon River �July 2001� using a 120 kHz side looking sonar, are dis-
cussed. Estimates of the volume scattering coefficient and attenuation are
related to total suspended sediments. The relative impact of bubble scat-
tering and sediment scattering is also discussed.

2:10

1pAOa4. Echo integration of nonuniform fish densities. Robert
Kieser �Dept. of Fisheries and Oceans, Pacific Biological Station, 3190
Hammond Bay Rd., Nanaimo, BC, Canada V9T 6N7� and John
Hedgepeth �Tenera Environ., San Luis Obispo, CA 93401�

Echo integration is a well recognized method for measuring backscat-
ter intensity and for estimating fish density. EI is appropriate for high and
low fish densities as long as the target distribution is uniform across the
beam. This is generally the case in mobile applications that use a down-
ward looking transducer. However uniform fish distribution across the
beam cannot be assumed in riverine applications that use a stationary side
looking system. Observed distributions are often very nonuniform espe-
cially when migrating fish are surface or bottom oriented. EI may still be
possible if the relative vertical fish distribution is known and reasonably
constant over time. A priori estimates of the vertical fish density distribu-
tion could be from split-beam observations when densities are lower or
from video observations. A model for the EI of nonuniform fish densities
is developed, typical results are simulated to test the model and its appli-
cation is discussed.

2:25

1pAOa5. Acoustic quantification of fish in the riverine environment:
Challenges. Kenneth G. Foote �Woods Hole Oceanogr. Inst., Woods
Hole, MA 02543�

Quantifying fish acoustically in rivers presents many challenges. Some
are common to other aquatic environments, but are exacerbated in rivers.
Acoustic issues of particular concern are reviewed. These include the
backscattering cross section of fish, sampling volume, and both volumetric
and surface reverberation. Advantages of methods based on multiple ob-
servations of the same fish, such as Doppler analysis, target-tracking, and
sensing the angular dependence of fish scattering, or on correlation analy-
sis, given sufficient bandwidth, are emphasized. The need for calibration
of involved acoustic devices is mentioned.
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MONDAY AFTERNOON, 16 MAY 2005 PLAZA A, 3:00 TO 4:45 P.M.

Session 1pAOb

Acoustical Oceanography: General Topics in Acoustical Oceanography

Michael A. Wolfson, Chair
Applied Physics Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105-6698

Contributed Papers

3:00

1pAOb1. Measurements of the sound created by single bubbles
fragmenting in turbulence. Grant Deane �Mail Code 0238, Scripps
Inst. of Oceanogr., UCSD, La Jolla, CA 92093-0238�

One of the long-standing problems in wave noise is to understand the
link between small-scale physical processes occurring in breaking wave
crests and radiated noise. It has been known since the late 1980s that a
broad-band component of wind-related noise comes from individual and
collective bubble oscillations, but little progress has been made in quan-
tative calculations of noise levels from whitecaps using first-principles
physics. Recent theoretical and laboratory studies have demonstrated that
at least part of the wave noise spectrum �from a few hundred hertz up to a
few kilohertz� is generated by bubbles fragmented by the turbulent fluid
flow in the wave crest. Results from some laboratory studies of the sound
radiated by isolated bubbles fragmenting in a turbulent jet as a simplified
model for fragmentation in whitecaps will be presented and discussed.
�Work supported by ONR.�

3:15

1pAOb2. Could animals detect the approaching tsunami? Srinivasan
Jagannathan, Nicholas Makris �MIT, 77 Massachusetts Ave, 5-435,
Cambridge, MA 02139, jsrini@mit.edu�, and Purnima Ratilal
�Northeastern Univ., Boston, MA 02115�

A number of sources report the phenomenon of animals running to
safety well before the recent southeast Asian tsunami struck. The phenom-
enon was apparently observed on both sides of the Bay of Bengal, from
Thailand to Sri Lanka. The latter is far from the epicenter of the earth-
quake. Did the earthquake supply the only warning or is it possible that the
tsunami radiated seismo-acoustic signals of sufficient amplitude and fre-
quency for animals to detect and interpret it long before it struck shore?
This possibility is quantitatively investigated by solving the coupled
hydrodynamic-acoustic equations with a tsunami driving term in a range-
dependent ocean acoustic waveguide. Cases where the tsunami is in deep
water and on the continental shelf are considered. �The general topic of
this research follows from a suggestion made by Herman Medwin.�

3:30

1pAOb3. Estimation of bubble density with subharmonic acoustic
wave in bubbly water. Byoung-Nam Kim, Kang Il Lee, Suk Wang Yoon
�Dept. of Phys., SungKyunKwan Univ., Suwon 440-746, Republic of
Korea, swyoon@skku.ac.kr�, and Bok Kyoung Choi �Korea Ocean Res.
and Development Inst., Republic of Korea�

Bubble density was estimated with a subharmonic acoustic wave gen-
erated in bubbly water. The subharmonic acoustic wave can be easily
generated due to the nonlinearity of bubbly water if the frequency of
primary acoustic wave is double of the bubble resonance frequency and
the driving acoustic pressure amplitude exceeds a certain threshold value.
The frequency of primary acoustic wave was varied from 200 kHz to 500
kHz while the bubble resonance radius at subharmonic frequency was
from 12 um to 28 um. The pressure level of the subharmonic acoustic
wave linearly increased as the driving acoustic pressure amplitude in-
creased. With the subharmonic pressure level, the bubble density was es-
timated from nonlinear bubble oscillation equation �Yu. A. Ilinskii and E.

A. Zabolotskaya, J. Acoust. Soc. Am. 92, 2837–2841 �1992��. The esti-
mated bubble densities were also compared with those from a linear con-
ventional acoustic bubble sizing method. Bubble sizing with subharmonic
acoustic wave seems to be easily utilized for the diagnosis of sandy sedi-
ment with bubbles.

3:45

1pAOb4. Acoustical estimation of scatterer population from total
scattering measurements. Stephane G. Conti �Southwest Fisheries Sci.
Ctr., 8604 La Jolla Shores Dr., La Jolla, CA 92037�, Philippe Roux
�Marine Physical Lab., La Jolla, CA 92093-0205�, and David A. Demer
�Southwest Fisheries Sci. Ctr., La Jolla, CA 92037�

Multifrequency backscattering measurements are more and more fre-
quently used to estimate the populations of scatterers from echosounders
data, and to separate the echoes from different species. Such analysis is
based on the projection of the backscattered spectral data on the theoreti-
cal scattering spectra of the scatterers. Beside the accuracy of the theoret-
ical predictions, the results of the inversion are conditioned by different
parameters such as the ambient noise, the number of frequencies available,
and the differences between the spectra for each scatterer. Here, we pro-
pose to evaluate the possibility of estimating the populations of scatterers
from wide bandwidth total scattering cross section spectra measured in a
reverberant media. The influences of the different parameters on the evalu-
ated populations are investigated using simulations and experiments.
Simulations were run either for similar spheres of different size, or differ-
ent spheres of the same size. The experiments were performed in a rever-
berant tank with scatterers of different shapes having the same average
total scattering cross section over the bandwidth.

4:00

1pAOb5. Modeling coherent Doppler sonar in fisheries acoustics.
Cristina D. S. Tollefsen and Len Zedel �Dept. of Phys. and Phys. Ocean.,
Memorial Univ. of Newfoundland, St. John’s, NL, Canada A1B 3X7,
cristina@physics.mun.ca�

A computer model was developed to simulate the operation of a 250-
kHz coherent Doppler sonar used to detect fish movements. The backscat-
tered signal was constructed by summing contributions from many point
targets. That signal was then detected and analyzed using the same method
as used in the actual Doppler system. The model results reproduce predic-
tions for the standard deviation of Doppler velocity estimates from volume
backscatter based on the standard theoretical model of coherent pulse pro-
cessing �Zrnic, IEEE Trans. Aerosp. Electron. Syst. AES-13, 344–354
�1977��. However when the signal is modified to simulate the backscatter
from a swimming fish �a single strong target among many weaker targets�
the modeled standard deviation is 2 to 4 times lower than predicted by
theory. Furthermore, the unusually low modeled standard deviations agree
with laboratory and field observations. The model results confirm that the
theoretical treatment used to predict the performance of Doppler measure-
ments of current flow, blood flow, and atmospheric phenomena does not
apply to the backscatter resulting from a single strong target such as a fish.

1p
M

O
N

.
P

M

2381 2381J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



4:15

1pAOb6. Fish population dynamics revealed by instantaneous
continental-shelf scale acoustic imaging. Purnima Ratilal
�Northeastern Univ., 409 Dana Res. Ctr., Boston, MA 02115�, Deanelle
Symonds, Nicholas C. Makris �MIT, Cambridge, MA 02139�, and
Redwood Nero �Stennis Space Center, MS 39529�

Video images of fish population densities over vast areas of the New
Jersey continental shelf have been produced from acoustic data collected
on a long range bistatic sonar system during the Acoustic Clutter 2003
experiment. Areal fish population densities were obtained after correcting
the acoustic data for two-way transmission loss modeled using the range-
dependent parabolic equation, spatially varying beampattern of the array,
source level and mean target strength per fish. The wide-area fish density
images reveal the temporal evolution of fish school distributions, their
migration, as well as shoal formation and fragmentation at 50 s interval.
Time series of the fish population within various density thresholds were
made over the period of a day in an area containing millions of fish that at
some instances formed a massive shoal extending over 12 km. The analy-
sis shows that fish population in the area can be decomposed into a stable
ambient population from lower-fish-density regions and a time-varying
population composed from higher-density regions. Estimates of the differ-
ential speed between population centers of various shoals show that the
average speed is on the order of a slow-moving surface vessel or subma-
rine.

4:30

1pAOb7. Estimating biomass of densely populated fish schools from
low-frequency acoustic scattering. Thomas R. Hahn �Rosenstiel
School of Marine and Atmospheric Sci./AMP, Univ. of Miami, 4600
Rickenbacker Cswy., Miami, FL 33149�

Fish schools of sufficient size and density can be efficient scatterers of
low-frequency sound. This results from the large response of the fishes’
swim bladders to incoming acoustic waves at frequencies at or close to
their natural resonance frequencies. Acoustically, these fish schools can be
viewed as a single object with acoustic bulk parameters determined from
the properties of the individual fish. This effective medium approach in-
corporates the acoustical coupling of all fish due to multiple scattering and
works for a wide range of fish-sizes, -numbers and -densities. If the con-
trast between the effective medium and the surrounding water is large
enough, resonant enhancement occurs. These modes of collective oscilla-
tions have been conclusively observed by many authors in the context of
bubble clouds. A study of the analytical structure of the effective-medium
scattering amplitude reveals simple expressions relating the center fre-
quencies and widths of low-frequency collective resonances to the overall
size and fish number density of the fish school. If observed, these reso-
nances might yield stable information that together with the mean reso-
nance frequency of individual fish could lead to simple and practicable
estimates of the total school biomass.

MONDAY AFTERNOON, 16 MAY 2005 REGENCY A, 1:30 TO 4:30 P.M.

Session 1pBB

Biomedical UltrasoundÕBioresponse to Vibration and Physical Acoustics: Tissue Response to
Shock Waves II

Reiner Schultheiss, Cochair

SWS Shock Wave Systems AG, Wilen 4, 8574 Illighausen, Switzerland

Wolfgang Schaden, Cochair

Landstrasser Hauptstrasse 83, Vienna 1030, Austria

Invited Papers

1:30

1pBB1. Acoustic regulation of extracorporeal shock wave „ESW… therapy devices in the U.S. Subha Maruvada and Gerald R.
Harris �Food and Drug Administration, Ctr. for Devices and Radiological Health, 12725 Twinbrook Pkwy., Rockville, MD 20852,
subha.maruvada@fda.hhs.gov�

The focused, large amplitude pressure fields produced by ESW lithotripsy devices were shown in the early 1980s to provide an
efficient means for fragmenting urinary tract calculi. More recently, orthopedic applications of intense pressure pulses for pain relief
and fracture healing have been developed. Under the US Medical Device Amendments of 1976, ESW therapy devices were deemed
Class III, meaning that a pre-market application typically would be supported by both pre-clinical and clinical studies. This classifi-
cation still applies, except for ESW lithotripters indicated for fragmenting kidney and ureteral calculi. These devices were reclassified
to Class II in 2000, resulting in a simpler path to market in which a demonstration of substantial equivalence to a currently marketed
device is sufficient. As part of its regulatory responsibility to address the safety and effectiveness of these devices, particularly with
regard to acoustic output, the US Food and Drug Administration has recognized two International Electrotechnical Commission �IEC�

standards for ESW lithotripters, one covering field measurements �IEC 61846� and the other dealing with labeling and other safety
aspects �IEC 60601-2-36�. Although these standards were designed primarily for lithotripsy, the FDA has used them where applicable
in the regulatory analysis of other ESW therapy devices.
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1:45

1pBB2. The acoustic fields of shock wave therapy devices. Robin O. Cleveland and Parag V. Chitnis �Dept of Aerosp. and Mech.
Eng., Boston Univ., Boston, MA 02215, robinc@bu.edu�

We report measurements of a number of different shock wave therapy �SWT� devices. Two devices were electrohydraulic �EH�:
one had a large shock source �HMT Ossatron� and the other was a small hand-held source �HMT Evotron�. The other device was a
pneumatically driven device �EMS Swiss Dolorclast� and two different hand pieces were measured, one with an ‘‘unfocused’’ head
and the other with a ‘‘focused’’ head. We found that the EH sources generated focused shock waves with a positive phase about 1
microsec long and peak pressure around 40 MPa, however, the acoustic output of the HMT Evotron appeared to be independent of the
power setting of the machine. For the pneumatic source the duration of the positive phase was greater than 4 microsec and the peak
pressure about 7 MPa. There was no clear shock front present and the waveform had a complex tail structure that was dependent on
the power setting of the machine. We found that the focused hand-piece did not generate a focused acoustic field. The results are
compared to reports of measurements from electromagnetic SWT devices. We contrast measurements made with different hydrophone
systems: fiber-optic probe hydrophone, PVDF membrane hydrophone and PVDF bullet-shaped hydrophone.

2:00

1pBB3. Different shock front characteristics for non-urological treatments. Reiner Schultheiss �SWS Shock Wave Systems AG,
Wilen 4, 8574 Illighausen, Switzerland�

Focused shock waves: Concrement disintegration and stimulation of Pseudarthroses gaps request the shock wave energy at limited
spatial areas. High pressure amplitudes and energies need to exceed certain thresholds of stone material for mechanical disintegration
work. Accordingly the generation of fractures within the medullar bone explained the stimulation of healing proportional to the
acoustic energy. Recent clinical findings reveal identical or even better outcomes at low number of shocks. Biological model:
Accepting the biological model as promoted by W. Schaden, the peak pressure and the energy density of the shock waves might be
lowered dramatically. Activation of the body’s healing mechanisms will be seen by ingrowth of new blood vessels and the release of
growth factors. Unfocused shock wave sources: The biological model motivated the design of sources with low pressure amplitudes
and energy densities. First: spherical waves generated between two tips of an electrode; and second: nearly even waves generated by
generalized parabolic reflectors. Third: divergent shock front characteristics are generated by an ellipsoid behind F2. Unfocused
sources are preferably designed for extended two dimensional areas/volumes like skin. Detailed acoustical parameters might be
presented.

2:15

1pBB4. Tissue response to modified shock wave profiles. Pei Zhong, Yufeng Zhou, Franklin H. Cocks �Dept. of Mech. Eng. and
Mat. Sci., Duke Univ., Box 90300, Durham, NC 27708�, Charles Marguet, Glenn M. Preminger �Duke Univ.�, and John Madden
�Duke Univ.�

We have upgraded the original Dornier HM-3 lithotripter with a reflector insert to modify the lithotripter pulse profile and a
piezoelectric annular array �PEAA� generator to produce microsecond tandem pulse lithotripsy. In this talk, we will present results
from in vivo animal experiments using a swine model with or without surgically implanted artificial stones in the renal pelvis. Using
this animal model, we have compared in vivo stone comminution and tissue injury, respectively, produced by the original versus the
upgraded HM-3 under clinically relevant output settings. It was found that the upgraded HM-3 could produce significantly improved
stone comminution with substantially reduced tissue injury, compared to the original HM-3. The underlying mechanisms that may
contribute to the improved performance and safety of the upgraded HM-3 will be discussed. �Work supported by NIH DK52985 and
DK58266.�

2:30

1pBB5. Reorganization of pathological control functions of memory—A neural model for tissue healing by shock waves.
Othmar Wess �Storz Medical AG, Unterseestrasse 47, CH 8280 Kreuzlingen, Switzerland�

Since 1980 shock waves have proven effective in the field of extracorporeal lithotripsy. More than 10 years ago shock waves were
successfully applied for various indications such as chronic pain, non-unions and, recently, for angina pectoris. These fields do not
profit from the disintegration power but from stimulating and healing effects of shock waves. Increased metabolism and neo-
vascularization are reported after shock wave application. According to C. J. Wang, a biological cascade is initiated, starting with a
stimulating effect of physical energy resulting in increased circulation and metabolism. Pathological memory of neural control patterns
is considered the reason for different pathologies characterized by insufficient metabolism. This paper presents a neural model for
reorganization of pathological reflex patterns. The model acts on associative memory functions of the brain based on modification of
synaptic junctions. Accordingly, pathological memory effects of the autonomous nervous system are reorganized by repeated appli-
cation of shock waves followed by development of normal reflex patterns. Physiologic control of muscle and vascular tone is followed
by increased metabolism and tissue repair. The memory model may explain hyper-stimulation effects in pain therapy.

2:45

1pBB6. The mechanism of shock wave treatment in bone healing. Ching-Jen Wang �Chang Gung Memorial Hospital at
Kaohsiung, Taiwan, 123, Ta Pei Rd., Niao Sung Hsiang, Kaohsiung 833, Taiwan�

The purpose of this study was to investigate the biological mechanism of shock wave treatment in bone healing in rabbits. A closed
fracture of the right femur was created with a three-point bend method and the fracture was stabilized with an intra-medullary pin.
Shock waves were applied one week after the fracture. Twenty-four New Zealand white rabbits were randomly divided into 3 groups.
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Group 1 �the control� received no shock waves; group 2 received low-energy; and group 3 high-energy shock waves. The animals
were sacrificed at 24 weeks, and a 5-cm segment of the femur bone including the callus was harvested. The specimens were studied
with histomorphological examination, biomechanical analysis and immunohistochemical stains. The results showed that high-energy
shock waves improved bone healing with significant increases in cortical bone formation and the number neovascularization in
histomorphology, better bone strength and bone mass in biomechanics, and increased expressions of angiogenic growth markers
including BMP-2, eNOS, VEGF and PCNA than the control and low-energy shock wave groups. The effect of shock wave treatment
appears to be dose-dependent. In conclusion, high-energy shock waves promote bone healing associated with ingrowth of neovascu-
larization and increased expressions of angiogenic growth factors.

3:00

1pBB7. Working mechanism of extracorporeal shockwave therapy in non-urological disciplines. Wolfgang Schaden
�Landstrasser Hauptstrasse 83, Vienna 1030, Austria, ismst@aon.at�

For 32 years of extracorporeal shockwave lithotripsy �ESWL� only the mechanical strength of shockwaves were of clinical
interest. For use in orthopaedics, the absence of dangerous long term effects �malignant degeneration, etc.� is the only important
message. The mechanical model tries to explain the effect of shock waves by the provocation of microleasions in the tissue stimulating
repairing processes. First doubts on this mechanical model came up when Schaden �2001� could show, that less energy is more
efficient in the treatment of non-unions. Due to the basic research of the last years knowledge increased about the microbiological
effects. Under the influence of shock waves the change of permeability of cell membranes and the liberation of free radicals was
reported. Also the production of nitric oxide �NO� and different growth factors like vascular endothelial growth factor �VEGF�, bone
morphogenetic proteins �BMP�, transforming growth factor-beta 1 �TGF-b1�, insulin-like growth factor-I �IGF-I� etc. was observed.
The biological model tries to explain the effect of shock waves by stimulating the ingrowth of blood vessels and liberation of growth
factors. Under the influence of shock waves, biological tissues seem to be able to produce important substances to initiate healing
processes.

Contributed Papers

3:15

1pBB8. Effects of shock waves on growth of endothelial cells in vitro.
Masaaki Tamagawa, Masanobu Kitayama, and Seiya Iwakura �Grad.
School of Life Sci. and Systems Eng., Kyushu Inst. of Technol.,
Kitakyushu, Fukoka 808-0196, Japan, tama@life.kyutech.ac.jp�

Recently shock wave phenomena in living tissues are being widely
applied in the fields of medical and chemical engineering, such as extra-
corporeal shock wave lithotripsy, bioprocess for environmental protection
and tissue engineering. In the field of tissue engineering, the bone therapy
to regenerate the bone by extracorporeal shock waves shows the possibil-
ity for new therapy. In this paper, to investigate the effects of shock waves
on the endothelial cells in vitro, the cells by plane shock waves are ob-
served by microscope and the growth rate and others are measured by
image processing. The peak pressure works on the endothelial cells in
water at the test case is 0.4 MPa. After working shock waves on suspended
cells and fixed cells, the disintegration, shape and growth are investigated.
It is found that the younger generation cells have small differences of
shape index, and the growth rate of the shock-worked cells from 0 to 4 h
are clearly high compared with control ones. It is concluded that once
shock waves worked, some of them are disintegrated, but the other has
capacity to increase growth rate of cell culture in vitro.

3:30

1pBB9. Study of a tissue protecting system for clinical applications of
underwater shock wave. S. H. R. Hosseini and Kazuyoshi Takayama
�Nanomedicine Div., Tohoku Univ., Biomed. Eng. Res. Organization,
2-1-1 Katahira, Aoba, Sendai 980-8577, Japan�

Applications of underwater shock waves have been extended to vari-
ous clinical therapies during the past two decades. Besides the successful
contribution of extracorporeal shock waves, tissue damage especially to
the vasculature has been reported. These side effects are believed to be due
to the shock wave-tissue interaction and cavitation. In the present research
in order to minimize shock wave induced damage a shock wave attenuat-
ing system was designed and studied. The attenuating system consisted of
thin gas packed layers immersed in water, which could attenuate more
than 90% of shock waves overpressure. Silver azide micro-pellets �10 mg�
were ignited by irradiation of a pulsed Nd:YAG laser to generate shock

waves. Pressure histories were measured with fiber optic probe and PVDF
needle hydrophones. The strength of incident shock waves was changed
by adjusting the distance between the pellets and the layers. The whole
sequences of the shock wave attenuation due to the interaction of shock
waves with the dissipating layers were quantitatively visualized by double
exposure holographic interferometry and time resolved high speed photog-
raphy. The attenuated shock had overpressure less than threshold damage
of brain tissue evaluated from histological examination of the rat brain
treated by shock waves.

3:45

1pBB10. Investigations on stone fragmentation in different
extracorporeal shock wave lithotripsy sound fields in vitro. Thomas
Dreyer, Marko Liebler, and Rainer Riedlinger �Universitaet Karlsruhe,
IHE-Akustik, Kaiserstr. 12, D-76131 Karlsruhe, Germany,
Thomas.Dreyer@ihe.uka.de�

The mechanism of stone fragmentation in ESWL applications is still
under investigation. Devices showing a wide focal area and comparably
low focal pressure amplitudes have been reported to disintegrate stones
more efficiently as current clinical devices with high amplitudes and small
focal areas. From this the question is raised whether the underlying dif-
ferent physical mechanisms or treatment issues, like stone localization and
movement, are responsible for these results. In this paper fragmentation
experiments in vitro with different stone types �e.g., HMT and BegoStone,
15 mm diam.� under different sound fields are presented. A self focusing
piezoelectric transducer with a small focal area and peak pressure ampli-
tudes of up to 125 MPa is used. The number of pulses was counted until a
complete fragmentation through a 2 mm wire mesh is reached. In order to
simulate wide-focus low-pressure conditions, the stones were placed in the
prefocal region. Fragmentation results are compared to the case of focal
placement. Initial breakage occurs earlier in the prefocal region for the
HMT stones, whereas complete fragmentation is reached significantly ear-
lier in the focus for all stone types.
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4:00

1pBB11. A model for damage of microheterogeneous kidney stones.
Andrew J. Szeri, Tarek I. Zohdi �Dept. of Mech. Engr., UC Berkeley,
Berkeley, CA 94720-1740, Andrew.Szeri@Berkeley.edu�, and John R.
Blake �U. Birmingham, UK�

In this paper, a theoretical framework is developed for the mechanics
of kidney stones with an isotropic, random microstructure—such as those
comprised of cystine or struvite. The approach is based on a microme-
chanical description of kidney stones comprised of crystals in a binding
matrix. Stress concentration functions are developed to determine load
sharing of the particle phase and the binding matrix phase. As an illustra-
tion of the theory, the fatigue of kidney stones subject to shock wave
lithotripsy is considered. Stress concentration functions are used to con-
struct fatigue life estimates for each phase, as a function of the volume
fraction and of the mechanical properties of the constituents, as well as the
loading from SWL. The failure of the binding matrix is determined ex-
plicitly in a model for the accumulation of distributed damage. Also con-
sidered is the amount of material damaged in a representative non-
spherical collapse of a cavitation bubble near the stone surface. The theory
can be used to assess the importance of microscale heterogeneity on the
comminution of renal calculi and to estimate the number of cycles to
failure in terms of measurable material properties.

4:15

1pBB12. A mechanistic analysis of stone comminution in lithotripsy.
Adam D. Maxwell �Ctr. for Industrial and Medical Ultrasound, APL,
Univ. of Washington, Seattle, WA, 98105�, Oleg A. Sapozhnikov
�Moscow State Univ., Moscow, Russia�, Michael R. Bailey, Brian
MacConaghy, and Lawrence A. Crum �Univ. of Washington, Seattle, WA
98105�

In vitro experiments and an elastic wave model were employed to
isolate and assess the importance of individual mechanisms in stone com-
minution in lithotripsy. Cylindrical U-30 cement stones were treated in an
HM-3-style research lithotripter. Baffles were used to block specific waves
responsible for spallation, squeezing, or shear. Surface cracks were added
to stones to simulate the effect of cavitation, then tested in water and
glycerol �a cavitation suppressive medium�. Each case was simulated us-
ing the elasticity equations for an isotropic medium. The calculated loca-
tion of maximum stress compared well with the experimental observations
of where cracks naturally formed. Shear waves from the shock wave in the
fluid traveling along the stone surface �a kind of dynamic squeezing� led to
the largest stresses in the cylindrical stones and the fewest SWs to fracture.
Reflection of the longitudinal wave from the back of the stone—
spallation—and bubble-jet impact on the proximal and distal faces of the
stone produced lower stresses and required more SWs to break stones.
Surface cracks accelerated fragmentation when created near the location
where the maximum stress was predicted. �Work supported by NIH
DK43881, NIH-Fogarty, NSBRI SMS00203, RFBR, and ONRIFO.�

MONDAY AFTERNOON, 16 MAY 2005 GEORGIA A, 1:30 TO 2:50 P.M.

Session 1pEAa

Engineering Acoustics: Acoustic Transducers and Systems

Kim C. Benjamin, Chair
Naval Undersea Warfare Center, Newport, RI 02841

Chair’s Introduction—1:30

Contributed Papers

1:35

1pEAa1. Seismic landmine detection using microphones as near-
ground sensors. Gregg D. Larson, James S. Martin �Georgia Inst. of
Technol., School of Mech. Eng., Atlanta, GA 30332�, and Waymond R.
Scott, Jr. �Georgia Inst. of Technol., Atlanta, GA 30332�

Seismic landmine detection systems interrogate the near-surface layers
of the ground by propagating Rayleigh surface waves through the region
of interest and remotely detecting surface displacements. However, in
handheld or robotic applications, commercial microphones could be uti-
lized as near-ground sensors. The primary surface wave for landmine de-
tection is the Rayleigh surface wave, which propagates at subsonic speeds
in typical soils. Therefore, the acoustic wave generated in the air by the
Rayleigh wave is evanescent. In general, the Rayleigh waves acoustic
pressure can only be accurately measured well within a seismic wave-
length of the surface. As ambient acoustic noise and reverberation tend to
decrease the signal-to-noise ratio, several techniques have been investi-
gated to improve the measurements. The signal-to-noise ratio of micro-
phone measurements is significantly improved by decreasing the micro-
phone’s height above the soil surface or by improving the coupling of the
microphone to the evanescent field with a horn. Planar near-field acoustic
holography has also been used to back-propagate these signals and calcu-
late surface displacements; this can potentially enhance the performance
by preferentially amplifying the effects of the Rayleigh wave. Measure-
ments with microphones have detected both anti-personnel and anti-tank
landmines and compare well with radar sensor measurements.

1:50

1pEAa2. Design and analysis of a silicon condenser microphone. Jin
H. Huang �Dept. of Mech. and Comput.-Aided Eng., Feng Chia Univ.,
Taichung 407, Taiwan� and Han Kao �Penn State Univ., State College, PA
16804�

The design and analysis of a capacitive microphone is presented in this
paper. Capacitive microphone with considerably higher sensitivity and low
power consumption offers the innovative design for sound pressure mi-
crosensors. Polysilicon with smooth surfaces and incredible low residue
stress is used for diaphragm of the capacitive microphone. Two methods—
equivalent circuit method and finite element method—have been applied
in this research to achieve the highest sensitivity of capacitive micro-
phone. Optimal diaphragm edge width, thickness, and air gap have been
determined through analyzing and simulating sound pressure microsen-
sors, understanding the variation of geometry dimensions parameters be-
tween diaphragm and air gap distance, and dissecting the impact among
sensitivity, nature frequency and electric field. Consequently, the valuable
design model is able to be provided for the best choice of sound pressure
microsensors among different materials. In addition, the results can im-
prove and control the performance and dimensions of this microsensor.
Furthermore, the microphone is fabricated using a combination of surface
and bulk micromaching techniques which has favorable integrated capa-
bility of CMOS �Complementary Metal-Oxide Semiconductor�. These de-
vice and techniques are promising for the future production.
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2:05

1pEAa3. Mass loading effect of shock accelerometers. Lixue Wu,
George S. K. Wong, Peter Hanes, and Won-Suk Ohm �Inst. for Natl.
Measurement Standards, Natl. Res. Council Canada, Bldg. M-36, 1200
Montreal Rd., Ottawa, ON, Canada K1A 0R6�

Mass loading affects the sensitivity of an accelerometer. The mass
loading effect can be corrected using mass loading correction curves pub-
lished by manufacturers. These curves, however, are only applicable to the
sinusoidal acceleration below 500 m/s2. The mass loading effect on the
sensitivity of an Endevco 2270 accelerometer in shock calibration, from
500 m/s2 and up, was investigated using a laser vibrometer. A new method
for conversion of a velocity signal to an acceleration signal was devel-
oped. With this method, the sensitivities of the above accelerometer for
different mass loads at different shock levels were measured. The mass
loading effect in shock calibration for this accelerometer was then ob-
tained. The limitations of the sensitivity measurements were also studied.
The variance of the measured sensitivity was mainly due to the resolution
limitation �8-bit� of the A/D converter in the digital oscilloscope. A corre-
lation matching algorithm was then developed that utilizes the similarity
between the measured acceleration signal and that converted from the
velocity signal to further improve the resolution of the digital oscilloscope.

2:20

1pEAa4. Characterization of a small moving-magnet electrodynamic
linear motor for use in a thermoacoustic refrigerator. Jin Liu and
Steven L. Garrett �Grad. Program in Acoust., Penn State, State College,
PA 16804�

The mechanical and electrodynamic parameters of a small, potentially
inexpensive, moving-magnet electrodynamic linear motor are determined
experimentally. Employing the formalism introduced by Wakeland �J.
Acoust. Soc. Am. 107, 827–832 �2000��, these parameters are used to
predict the electromechanical efficiency of the motor. The transduction
coefficient Bl was observed to be a function of position. As will be shown
analytically, the variation in Bl with position has a reduced effect on the

drivers output power because Bl is largest around the equilibrium position
where the piston velocity is also largest. By mechanical co-linear joining
of the armatures of two such motors, an electrodynamic load �dynamom-
eter� is created. Motor efficiency is then measured as a function of elec-
trical energy dissipated in resistors placed in series with the motor which
acts as the alternator in the pair. The measured efficiencies are shown to be
in good agreement with the predictions if a position-averaged effective
transduction coefficient is introduced. Based on these results, this linear
motor is judged to be an attractive power source in small electrically
driven thermoacoustic refrigerator applications. �Work supported by the
Applied Research Laboratory Exploratory and Foundational Research
Fund and Ben and Jerrys with motors donated by Bose Corporation.�

2:35

1pEAa5. Radiated fields of thin and flexible high frequency
loudspeakers. David A. Hutchins, Andrew P. Medley, and Duncan R.
Billson �School of Eng., Univ. of Warwick, Coventry CV4 7AL, UK,
D.A.Hutchins@warwick.ac.uk�

Thin and flexible electrostatic loudspeakers have been constructed,
which can be curved into different shapes. This allows some interesting
geometries to be explored, at frequencies in the range 10 kHz to 100 kHz.
The research has compared the radiated fields measured experimentally
with those predicted using established theory. The theoretical approach
uses a new geometrical formulation to more efficiently predict radiated
field patterns, where the curved surface is considered as a series of ele-
ments at specific angles to the beam axis. These elements can be of in-
creased width compared to previous methods, making the approach com-
putationally efficient. It is also a more robust approach than the traditional
impulse response methods, in situations where the source size is compa-
rable to the radiated wavelengths in air. Predictions could be made for
both continuous and transient excitation. A comparison between theory
and experiment has demonstrated that interesting field patterns can be
generated. For instance, focussed sound fields can be produced using con-
cave shapes, with predictable focal positions which are not at the center of
curvature. These and other geometries will be described.

MONDAY AFTERNOON, 16 MAY 2005 GEORGIA A, 3:10 TO 4:30 P.M.

Session 1pEAb

Engineering Acoustics: Ducts, Barriers and Transmission Loss Testing

Stephen C. Thompson, Chair
Knowles Electronics Inc., 1151 Maplewood Dr., Itasca, IL 60143

Chair’s Introduction—3:10

Contributed Papers

3:15

1pEAb1. Application of barrier in industrial noise control. Jonathan
Chui, Yong Ma, and Salem Hertil �ATCO Noise Management, 1243
McKnight Blvd. NE, Calgary, AB, Canada�

Noise barriers have been widely used in environmental noise control,
such as traffic and railway noise. Actually they are also cost-effective
mitigation measures in industrial noise control. In this paper, the applica-
tions of noise barrier in power plant are introduced. Types of barrier and

barrier materials are briefly summarized and compared. A case study of
noise barrier implement in a 50 MW power plant is presented. The plant is
a natural gas-fired simple-cycle peaking facility, and consists of two op-
posed gas combustion turbine directly connected through a coupling to a
single generator. Some residences are located around the facility. A noise
barrier wall was designed and installed surrounding the facility to control
the noise impact of the plant on the residences. The acoustic modeling
software Cadna/A was used to predict the noise insertion loss of the bar-
rier. The prediction results were also compared with the site measure-
ments.
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3:30

1pEAb2. Developing a procedure for transmission loss testing of noise
control blankets. Corjan Buma �Dept. of Mech. Eng., Univ. of Alberta,
Edmonton, AB, Canada T6G 2G8, bumacj@superiway.net�

The ASTM E90 test method allows variations of the basic procedure to
accommodate diverse products �e.g., build a filler wall to test windows or
doors�. This paper describes the procedure developed to obtain a sound
transmission loss rating for a line of noise-control blankets. The subject
blankets are normally attached to an engine housing or used as a pipe
lagging. It was originally intended to use the E90 procedure to see the
increase in STC rating for a metal substrate without and with the blan-
ket�s�. However, this did not provide meaningful data. The sheet-metal
substrate and the filler-wall test-opening were modified. Useful 1/3-octave
band TL-data were then generated. Review of information publicly avail-
able for competitive products disclosed a distinct lack of useful acoustical
data. The experience obtained in the study described could serve to further
augment the E90 �or other� test procedure.

3:45

1pEAb3. A selected history of duct mode synthesis. Joe Posey �NASA
Langley Res. Ctr., Hampton, VA 23681�

Attempts to attenuate noise propagating down a duct, with or without
flow, must recognize that wall boundary conditions permit only certain
spatial wave patterns �modes� to exist. The aircraft noise research commu-
nity began building mode synthesizers at least thirty years ago in order to
study duct propagation and radiation phenomena in a laboratory environ-
ment. Lockheed Georgia built a spinning mode synthesizer �SMS� for
NASA in the 1970s. NASA used its SMS in a circular flow-duct to vali-
date predictions of mode propagation through constrictions, lined sections,
and inlets of various shapes. In the mid-1970s, Penn State created a mode
synthesizer as part of a demonstration of active noise control in a circular,
no-flow duct. NASA sponsored a series of studies in the 1990s aimed at
maturing active control technology for ducted fan noise. Each of these
active control systems was essentially a mode synthesizer coupled with a
control system to cancel fan-generated noise. NASA is currently building
a new mode synthesizer in a rectangular duct to study the effects of high-
speed flow and curvature of the duct axis on advanced noise suppression
technology. The evolution of mode-generation schemes will be discussed.

4:00

1pEAb4. Theoretical and experimental study of sound propagation in
ducts with spatially periodic area changes. J. Ryan Nesbitt, Pavel V.
Danilov, and Donald B. Bliss �Mech. Eng. and Mater. Sci., Duke Univ.,
Durham, NC 27705, dbb@duke.edu�

Sound propagation of one-dimensional waves through a tube with spa-
tially periodic area changes is studied theoretically and experimentally.
The resulting wave behavior is similar to that observed for periodic struc-
tures, with Bloch waves, pass-bands and stop-bands. The feasibility of this
configuration is studied as a method to reduce sound radiation from noise
sources having harmonics that fall in the stop bands. The performance of
two such periodic passageways in series, each having different properties,
is also studied. This approach to noise reduction is shown to give substan-
tial attenuation. The bandwidth of the stop bands makes the design robust
so that careful tuning is not required. Performance for broadband sound
reduction is also evaluated. The relationship between area change param-
eters and the location and width of stop-bands is discussed. Experimental
measurements show reasonable agreement with theoretical predictions as
long as the actual geometry is accurately modeled.

4:15

1pEAb5. Usage of acoustical filters in transmission line enclosures as
a replacement of fiber absorber. Onur Ilkorur, Ismail Yuksek, and
Emre Omurlu �Yildiz Tech. Univ., Barbaros Bulv. 34349, Yildiz, Istanbul,
Turkey�

The need for small-size loudspeaker enclosures is gaining importance,
as the dimensions of the modern houses are getting smaller. Transmission
line loudspeaker enclosures need more space than most other loudspeaker
enclosures because of their design basics. In many commercial transmis-
sion line enclosures, fiber material is used for damping of the standing
waves inside the line, resulting in a large size enclosure with a loss
in sensitivity. However, their low frequency response is regarded as supe-
rior to some other enclosure types. In this paper, the frequency response
of a transmission line enclosure is examined by replacing the fiber
absorber with axial acoustical filters. It has been shown that, axial
acoustical filters can perform as fiber absorber, requiring less space and
improving the sensitivity. The other advantage of axial acoustical filters
over fiber absorber is the simplicity of their electro-acoustic model. Mea-
surements are performed using a Clio Standard System for fiber and axial
acoustical filters. Electro-acoustic model and the measurement results
are compared. The advantages of using axial acoustical filters are
represented.

MONDAY AFTERNOON, 16 MAY 2005 GEORGIA B, 1:00 TO 5:10 P.M.

Session 1pED

Education in Acoustics: Acoustics Education for the Future

Daniel R. Raichel, Chair
2727 Moore Ln., Golden, CO 80506

Chair’s Introduction—1:00

Invited Papers

1:05

1pED1. Future directions in musical acoustics education. Thomas D. Rossing �Phys. Dept., Northern Illinois Univ., DeKalb, IL
60115, rossing@physics.niu.edu�

The desire to understand sound production by musical instruments, transmission of musical sound to the listener, and the
perception of musical sound has been a strong motivator for students to learn acoustics, and will no doubt continue to be. We briefly
describe past and present practices in teaching musical acoustics and attempt to predict how the subject may develop in the future.
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1:25

1pED2. The future of acoustics distance education at Penn State. Karen P. Brooks, Victor W. Sparrow, and Anthony A. Atchley
�Penn State Grad. Program in Acoust., 217 Appl. Sci. Bldg., University Park, PA 16802�

For nearly 20 years Penn State’s Graduate Program in Acoustics has offered a graduate distance education program, established in
response to Department of Defense needs. Using satellite technology, courses provided synchronous classes incorporating one-way
video and two-way audio. Advancements in technology allowed more sophisticated delivery systems to be considered and courses to
be offered to employees of industry. Current technology utilizes real time video-streaming and archived lectures to enable individuals
anywhere to access course materials. The evolution of technology, expansion of the geographic market and changing needs of the
student, among other issues, require a new paradigm. This paradigm must consider issues such as faculty acceptance and questions
facing all institutions with regard to blurring the distinction between residence and distance education. Who will be the students? What
will be the purpose of education? Will it be to provide professional and/or research degrees? How will the Acoustics Program ensure
it remains attractive to all students, while working within the boundaries and constraints of a major research university? This is a look
at current practice and issues with an emphasis on those relevant to constructing the Acoustics Programs distance education strategy
for the future.

1:45

1pED3. Acoustics in mechanical engineering undergraduate core courses: Challenges and opportunities. M. G. Prasad �Dept.
of Mech. Eng., Stevens Inst. of Technol., Hoboken, NJ 07030, mprasad@stevens.edu�

Generally in an undergraduate curriculum of mechanical engineering, acoustics is not included as a core course. The major core
courses deal with mechanics, design, dynamics of machinery, etc. However, engineering aspects of acoustics or noise can be included
through elective courses. Given the limited slots for elective courses in a curriculum, it is difficult to run elective courses in acoustics
regularly with a required number of students. The challenge is to find innovative ways to include acoustics into core courses so that
all students are exposed to the field and its applications. The design and analysis of machine elements such as cams, gears, etc. are
always part of core courses. It is in these contexts that the acoustics through noise aspects including multimedia can be introduced.
Acoustics as an effect due to vibration as cause can be included in vibration analysis. A core course on system modeling can include
acoustics. The integration of acoustical topics not only strengthens the core courses but also prepares the graduating engineer to deal
with real problems better. Thus, it is important for academic acousticians to bring acoustics into the core courses. This paper presents
some efforts to include the acoustics material in some core courses.

2:05

1pED4. Acoustics for the musically-gifted at Berklee College of Music. Anthony K. Hoover �Cavanaugh Tocci Assoc., Inc., 327
F Boston Post Rd., Sudbury, MA 01776�

Berklee College of Music has offered an undergraduate course in applied acoustics for eighteen years, and a growing number of
students have chosen a career in acoustics. This paper will summarize some of the approaches used to convey meaningful information
and methods, while also encouraging interest in acoustics, to a creative and energetic student population that traditionally avoids math
and science. This paper will review the textbook developed for this class, the Acoustical Society At Berklee, and the annual Berklee
Teachers On Teaching.

2:25

1pED5. Medical ultrasound education for bioengineers. Shahram Vaezy �Bioengineering and Appl. Phys. Lab., Box 355640,
Univ. of Washington, Seattle, WA 98195�

The widespread adoption of ultrasound technologies in medicine has necessitated the development of educational programs to
address the growing demand for trained expertise in both academia and industry. The demand has been especially great in the field of
therapeutic ultrasound that has experienced a significant level of research and development activities in the past decade. The appli-
cations cover a wide range including cancer treatment, hemorrhage control, cardiac ablation, gene therapy, and cosmetic surgery. A
comprehensive educational program in ultrasound is well suited for bioengineering departments at colleges and universities. Our
educational program for students in Bioengineering at the University of Washington includes a year-long coursework covering theory
and practice of ultrasound, conducting research projects, attending and presenting at weekly seminars on literature survey, presenta-
tions at scientific meetings, and attending specialized workshops offered by various institutions for specific topics. An important aspect
of this training is its multi-disciplinary approach, encompassing science, engineering, and medicine. The students are required to build
teams with expertise in these disciplines. Our experience shows that these students are well prepared for careers in academia,
conducting cutting edge research, as well as industry, being involved in the transformation of research end-products to commercially
viable technology.

2:45

1pED6. The elements of a comprehensive education for future architectural acousticians. Lily M. Wang �Architectural Engr.
Prog., Univ. of Nebraska–Lincoln, 200B PKI, Omaha, NE 68182-0681, lwang4@unl.edu�

Curricula for students who seek to become consultants of architectural acoustics or researchers in the field are few in the United
States and in the world. This paper will present the author’s opinions on the principal skills a student should obtain from a focused
course of study in architectural acoustics. These include: �a� a solid command of math and wave theory, �b� fluency with digital signal
processing techniques and sound measurement equipment, �c� expertise in using architectural acoustic software with an understanding
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of its limitations, �d� knowledge of building mechanical systems, �e� an understanding of human psychoacoustics, and �f� an appre-
ciation for the artistic aspects of the discipline. Additionally, writing and presentation skills should be emphasized and participation in
professional societies encouraged. Armed with such abilities, future architectural acousticians will advance the field significantly.

3:05–3:15 Break

3:15

1pED7. Meeting the textbook needs of modern acoustic courses. Daniel R. Raichel �Eilar Assoc., Encinitas, CA; and CUNY
Grad. Ctr., NYC; 2727 Moore Ln., Fort Collins, CO 80526, draichel@comcast.net�

A truly modern textbook constitutes an essential tool for both the instructor and students of acoustics or, for that matter, of almost
any other technological subject. Thus, a newer edition of an acoustics text for upper science/engineering undergraduates and graduate
students should not only thoroughly cover the fundamentals �including the derivations of the wave equation for both solids and
fluids—a feature, unfortunately, still lacking in many fundamental texts� but also include a coverage of the latest applications such as
medical and industrial uses of ultrasound, computer programs for mapping noise contours and solving architectural acoustics prob-
lems, introduction to nonlinear acoustics, acousto-optics, sonoluminescence, voice recognition devices, surround-sound systems and
newer means of sound reproduction such as iPod, advances in sound measurement equipment and prosthetic hearing devices, and so
forth. While the metric system prevails throughout the world, the use of the British system of units in the example problems in a text
still may be essential to U.S. students who are likely to work with architects or deal with non-SI units in U.S. industry and the military.

3:35

1pED8. Acoustics in the elementary classroom. Uwe J. Hansen �Indiana State Univ., Terre Haute, IN 47809�

The need for increased science exposure at all educational levels continues to be acute. Science is almost universally perceived as
difficult, and its ability to raise the quality of life in the presence of apparently insurmountable social problems is increasingly suspect.
Over the past 15 years we have conducted teacher workshops, visited classrooms, have organized hands-on demonstration sessions,
judged science fairs, and mentored high school students in research efforts, all in an attempt to raise the level of enthusiasm for
science. A look ahead suggests that the need continues. Elementary school teachers all too often limit their own science skills to plants
and animals, and thus physics concepts do not get the exposure needed to generate the necessary excitement for the physical sciences.
Workshops for Elementary grade teachers will be described, which are aimed at preparing teachers to use music as a vehicle to
introduce basic physics concepts in the upper elementary grades.

Contributed Papers

3:55

1pED9. The elastodynamic Poynting vector bridges the gap in student
understanding of complex wave phenomena. Cleon E. Dean �Phys.
Dept., P.O.B. 8031, Georgia Southern Univ., Statesboro, GA 30460-8031,
cdean@GeorgiaSouthern.edu� and James P. Braselton �Georgia Southern
Univ., Statesboro, GA 30460-8093�

The advent of powerful graphic desktop computers and software al-
lows the modern physics or engineering student to be shown dynamic
physical processes formerly considered too complicated to present at the
introductory level. For some time now desktop computers have been ca-
pable of showing intricate patterns of time evolving physical systems. As
a simple example, students can be shown the energy flux of surface guided
waves in both time averaged and time animated forms. Both vacuum and
fluid loaded examples in various geometries are considered as examples.
In an introductory wave phenomena class that considers electromagnetic,
acoustic, and elastodynamic waves, a consistent approach using the Poyn-
ting vector field serves to bridge the gap between understanding of wave
behavior for the three different types.

4:10

1pED10. Field studies in architectural acoustics using Tablet PCs.
Daniel Boye �Phys. Dept., Davidson College, Davidson, NC 28035-7133�

Core requirements for the sciences within the liberal arts curriculum
challenge students to become directly involved in scientific study. These
requirements seek to develop scientifically literate leaders and members of
society. Formal laboratory periods are not usually associated with these
courses. Thus, conceptual discovery and quantitative experimentation
must take place outside of the classroom. Physics 115: Musical Technol-
ogy at Davidson College is such a course and contains a section dealing
with architectural acoustics. Field studies in the past have been an awk-

ward and cumbersome activity, especially for non-science majors. The
emerging technology of Tablet PCs overcomes many of the problems of
mobile data acquisition and analysis, and allows the students to determine
the locations of the rooms to be studied. The impulse method for deter-
mining reverberation time is used and compared with calculations based
on room size and absorption media. The use of Tablet PCs and the publicly
available freeware Audacity in field studies investigating architectural
acoustics will be discussed. �Work supported in part by the Associated
Colleges of the South through their Technology Fellowship program.�

4:25

1pED11. Developing technologies for bioacoustic vocal profiling as a
viable component of integrative medical diagnostics and treatment.
Sharry K. Edwards �Sound Health Res. Inst., Inc., Albany, OH 45710 and
Capital Univ. of Integrative Medicine, Washington, DC�

Over the past 20� years the pioneering field of Human Bioacoustics,
which includes voice spectral analysis, has begun to model the frequencies
and architecture of human vocalizations to identify the innate mathemati-
cal templates found within the various system of the human body. Using
the idea that the voice is a holographic representation of health and well-
ness, these non-invasive techniques are being advanced to the extent that a
computerized Vocal Profile, using a system of Frequency Equivalents, can
be used to accurately quantify, organize, interpret, define, and extrapolate
biometric information from the human voice. This information, in turn,
provides the opportunity to predict, direct, and maintain intrinsic form and
function. This novel approach has provided an accumulation of significant
data but until recently has been without an efficient biological framework
of reference. The emerging Mathematical Model being assembled through
Human Bioacoustic research likely has the potential to allow Vocal Pro-
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filing to be used to predict and monitor health issues from the very first
cries of a newborn through the frequency foundations of disease and ag-
ing.

4:40

1pED12. Teaching sonar methods and technologies using a practical,
real-life research environment. Tom Fedenczuk and Patricia Fryer
�SOEST/HIGP, Univ. of Hawaii, 1680 East-West Rd., Honolulu, HI 96822�

The results and current developments of an educational outreach web-
site and CD-ROM which allows students and instructors to follow the
day-by-day progress of an ocean research expedition aboard the R/V Tho-
mas G. Thompson are presented. Sonar concepts, techniques, and tech-
nologies are explained through daily updates, science objectives, data re-
sults, and lesson outlines. As the greatest source of data collected on the
expedition, sonar technologies play a large role in the outreach effort.
Students are exposed to hullmounted bathymetry data collection instru-
mentation that includes the EM300 and Hydrosweep, multibeam sonar
systems. The concept of deep towed, side scan-sonar is introduced through
the DSL-120 system �WHOI�. Students are also introduced to sonar tech-
nologies incorporated into remotely operated vehicles like Jason II/
Madea. These include the Imagenex 855 scanning sonar, the RDI bottom-

tracking Doppler velocity logger, as well as navigational transponders.
Each instrument and educational concept is detailed using video, Quick
Time Virtual Reality, html text, and/or images. Using a Marisat satellite
link, students are able to ask the researchers questions about their work
and findings. �Work supported by a supplement to NSF/OCE-0002584
project: Collaborative Research: Studies of Deep-sourced Mud Volcanism
in the Mariana Forearc: A DSL120, Jason ROV, and Coring Program.�

4:55

1pED13. Integration discipline acoustical engineering for training
specialists in acoustics and close areas. Nickolay Zagrai and Vladislav
Zakharevitch �TSURE, 347928, Taganrog, GSP-17a, Nekrasovskiy, 44,
Russia, znp@tsure.ru�

The author’s discipline acoustical engineering was developed. It is
suggested to students before studying the core disciplines of professional
programs. The contents of discipline are general ideas, requirements and
possible realization of engineering decisions using acoustical fields in dif-
ferent areas of design. The principles of achieving goals in the area of
acoustical engineering were methodically systematized and common con-
cepts of their realization were formulated.

MONDAY AFTERNOON, 16 MAY 2005 BALMORAL, 1:30 TO 5:10 P.M.

Session 1pMU

Musical Acoustics, Architectural Acoustics and Psychological and Physiological Acoustics: Low Frequency
Content in Music

Jonas Braasch, Cochair
McGill Univ., Faculty of Music, 555 Sherbrooke St., West, Montreal, H3A 1E3, Canada

William L. Martens, Cochair
McGill Univ., Faculty of Music, 555 Sherbrooke St., West, Montreal, H3A 1E3, Canada

Invited Papers

1:30

1pMU1. The impact of variation in low-frequency interaural cross correlation on auditory spatial imagery in stereophonic
loudspeaker reproduction. William Martens �Faculty of Music, McGill Univ., 555 Sherbrooke St. W., Montreal, QC, Canada H3A
1E3�

Several attributes of auditory spatial imagery associated with stereophonic sound reproduction are strongly modulated by variation
in interaural cross correlation �IACC� within low frequency bands. Nonetheless, a standard practice in bass management for two-
channel and multichannel loudspeaker reproduction is to mix low-frequency musical content to a single channel for reproduction via
a single driver �e.g., a subwoofer�. This paper reviews the results of psychoacoustic studies which support the conclusion that
reproduction via multiple drivers of decorrelated low-frequency signals significantly affects such important spatial attributes as
auditory source width �ASW�, auditory source distance �ASD�, and listener envelopment �LEV�. A variety of methods have been
employed in these tests, including forced choice discrimination and identification, and direct ratings of both global dissimilarity and
distinct attributes. Contrary to assumptions that underlie industrial standards established in 1994 by ITU-R. Recommendation
BS.775-1, these findings imply that substantial stereophonic spatial information exists within audio signals at frequencies below the
80 to 120 Hz range of prescribed subwoofer cutoff frequencies, and that loudspeaker reproduction of decorrelated signals at frequen-
cies as low as 50 Hz can have an impact upon auditory spatial imagery. �Work supported by VRQ.�

1:55

1pMU2. Loudspeaker and listener positions for optimal low-frequency spatial reproduction in listening rooms. David
Griesinger �Lexicon, 3 Oak Park Dr., Bedford, MA 01730-1441�

This paper will briefly describe the physical and physiological mechanisms that enable low-frequency externalization and spatial
reproduction in listening rooms. These mechanisms depend on reproducing a time-varying interaural time difference at the listening
position through interference between symmetric and asymmetric room modes. The effect works successfully when the symmetric and
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asymmetric room modes are driven by independent portions of a multi-channel signal, typically the in-phase and the anti-phase
component of a two-channel recording. The paper will describe how this overlap can be optimized by adjusting the loudspeaker and
listener positions for a variety of playback rooms. The results show that certain common room shapes yield low spatiality regardless
of loudspeaker and listener positions.

2:20

1pMU3. Subjective comparison of single channel versus two channel subwoofer reproduction. Todd S. Welti �Harman Intl.
Industries Inc., 8500 Balboa Blvd., Northridge, CA 91329�

Bass management has many advantages for surround sound listening, however there is still a question regarding audibility of two
channel versus single channel bass reproduction. Many previous investigations have lacked rigor or been preliminary in nature. The
study presented here includes strict control of nuisance variables and significance testing of results. A test is described wherein trained
listeners compared four different subwoofer configurations in controlled listening tests, using a very sensitive triangle test, in a typical
listening room. Methods of controlling nuisance variables are discussed. These include double blind testing, equalizing all responses
flat below 120 Hz, and allowing pre-training for the listening test. Critical selection of audio test loops using low frequency
decorrelation is discussed. Results are presented.

2:45

1pMU4. Physiological and content considerations for a second low frequency channel for bass management, subwoofers, and
low frequency enhancement „LFE…. Robert E. �Robin� Miller III �Filmaker Technol., 606 W. Broad St., Bethlehem, PA 18018�

Perception of very low frequencies �VLF� below 125 Hz reproduced by large woofers and subwoofers �SW�, encompassing 3
octaves of the 10 regarded as audible, has physiological and content aspects. Large room acoustics and vibrato add VLF fluctuations,
modulating audible carrier frequencies to �1 Hz. By convention, sounds below 90 Hz produce no interaural cues useful for spatial
perception or localization, therefore bass management redirects the VLF range from main channels to a single �monaural� subwoofer
channel, even if to more than one subwoofer. Yet subjects claim they hear a difference between a single subwoofer channel and two
�stereo bass�. If recordings contain spatial VLF content, is it possible physiologically to perceive interaural time/phase difference
�ITD/IPD� between 16 and 125 Hz? To what extent does this perception have a lifelike quality; to what extent is it localization? If a
first approximation of localization, would binaural SWs allow a higher crossover frequency �smaller satellite speakers�? Reported
research supports the Jeffress model of ITD determination in brain structures, and extending the accepted lower frequency limit of
IPD. Meanwhile, uncorrelated very low frequencies exist in all tested multi-channel music and movie content. The audibility,
recording, and reproduction of uncorrelated VLF are explored in theory and experiments.

3:10–3:20 Break

3:20

1pMU5. The influence of low frequency energy on listener envelopment. Gilbert A. Soulodre �Adv. Audio Systems, Commun.
Res. Ctr., Ottawa, Canada K2H 8S2, gilbert.soulodre@crc.ca�

The importance of low frequencies to the perception of spatial impression in concert halls and multi-channel surround systems is
well established. The present paper reports the results of a series of subjective tests that demonstrate the influence of low frequency
lateral energy on the perception of listener envelopment. The results show that the laterally-arriving low frequency energy contributes
significantly to listener envelopment, and new objective measures of listener envelopment are derived that account for this effect. The
effect of the spatial distribution of low frequency energy on the perception of Bass is also discussed.

3:45

1pMU6. Modeling auditory localization in the low-frequency range. Jonas Braasch, William L. Martens, and Wieslaw Woszczyk
�CIRMMT, Sound Recording Area, Faculty of Music, McGill Univ., Montreal, QC, Canada H3A 1E3, jb@music.mcgill.ca�

Binaural recordings were made for subwoofer reproduction of octave-band noise bursts at 31.5-Hz, 63-Hz and 125-Hz center
frequencies, and these low-frequency responses were analyzed using a binaural model simulating human perception. As expected, the
interaural level differences remained nearly constant for different sound source positions within this low-frequency range. On the basis
of interaural time differences, however, the model was able to predict the left/right position of the sound source on the interaural axis.
In order to visualize the cross-correlation peak at low frequencies in the ITD range from �1.5 ms to �1.5 ms, the cross-correlation
functions were decompressed by taking them to the power of 40. At these low-frequencies, the range of phase difference does not vary
much with different sound positions although the ITDs are on the same order as for higher frequencies (��1.0 ms to 1.0 ms�, but the
human ability to resolve very small phase differences already has been shown in previous investigations. The predictions of the model
simulation were verified in a listening test. The repetition of the experiment in a second more reverberant space showed similar
reductions in performance for both the human listeners and the model. �Work supported by VRQ.�
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Contributed Papers

4:10

1pMU7. The effects of acoustical treatment on lateralization of low-
frequency sources. Timothy J. Ryan, William L. Martens, and Wieslaw
Woszczyk �CIRMMT, Sound Recording Area, Faculty of Music, McGill
Univ., Montreal, Canada�

Recently, the standard of using a single low-frequency driver in ste-
reophonic sound reproduction systems has come into question. Though it
is accepted that lateral discrimination and localization of signals is pos-
sible well into the subwoofer frequency range, the use of multiple sub-
woofers in small reverberant rooms remains of questionable value. While
inter-aural level differences �ILDs� are negligible at low frequencies,
source lateralization is possible at low frequencies by virtue of inter-aural
time differences �ITDs�. But when such reproduction is attempted in small
rooms, strong early reflections and resonances associated with room
modes can cause erroneous ITD information to be detected by a listener,
thereby compromising a listener’s ability to accurately locate the source of
a low-frequency sound. Acoustical treatment can be employed to reduce
the level of early reflections and low-frequency ringing associated with
sharp resonant modes in small rooms. Such acoustical treatment often
results in more accurate reproduction of ITDs, which enables more accu-
rate localization of sound sources in the horizontal plane. This study in-
vestigated changes in measured interaural phase differences after a treat-
ment scheme using both diaphragmatic and Helmholtz-style absorbers.
The results show the viability of using multiple low-frequency drivers
given adequate acoustical treatment of the reproduction space.

4:25

1pMU8. A variable passive low-frequency absorber. Niels Werner
Larsen, Eric R. Thompson, and Anders Christian Gade �Acoust. Tech.,
Oersted DTU, Tech. Univ. of Denmark, Bldg. 352, DK-2800 Kgs. Lyngby,
Denmark, nielswerner@enghavepark.dk�

Multi-purpose concert halls face a dilemma. They can host classical
music concerts, rock concerts and spoken word performances in a matter
of a short period. These different performance types require significantly
different acoustic conditions in order to provide the best sound quality to
both the performers and the audience. A recommended reverberation time
for classical music may be in the range of 1.5–2 s for empty halls, where
rock music sounds best with a reverberation time around 0.8-1 s. Modern
rhythmic music often contains high levels of sound energy in the low
frequency bands but still requires a high definition for good sound quality.
Ideally, the absorption of the hall should be adjustable in all frequency
bands in order to provide good sound quality for all types of perfor-
mances. The mid and high frequency absorption is easily regulated, but
adjusting the low-frequency absorption has typically been too expensive
or requires too much space to be practical for multi-purpose halls. Mea-
surements were made on a variable low-frequency absorber to develop a
practical solution to the dilemma. The paper will present the results of the
measurements as well as a possible design.

4:40

1pMU9. Sensitivity to intermodal asynchrony between acoustic and
structural vibrations. Kent Walker and William L. Martens �McGill
Univ., Faculty of Music, Sound Recording, 555 Sherbrooke Ouest,
Montreal, QC, Canada, H3A 1E3, kent.walker@mail.mcgill.ca�

The purpose of this study was to discover the attributes of musical
stimuli which facilitate sensory integration in bi-modal music reproduction
systems incorporating sound and whole-body vibration. It was hypoth-
esized that subjective judgments regarding bimodal synchrony would vary
depending on the spectral, temporal, and spatial properties of the stimuli.
To test this hypothesis, musical instruments with significant low frequency
energy and a variety of spectra-temporal envelopes were recorded. These
stimuli were then reproduced with varying intermodal delay and overlap in
frequency content between displayed vibratory and acoustic components.
The air-born component of the bimodal stimuli was presented via a mul-
tichannel loudspeaker array, with a direct sound component, as well as a
reproduced indirect sound arriving from all around the observer. Psycho-
metric functions were constructed for time order judgment �TOJ� over a
range of intermodal delay values. Changes in the slope and intercept of the
transformed psychometric functions gave a clear picture of the influence
of spectra-temporal and spatial parameters of the multimodal stimuli, the
most striking results being the decreased tolerance for intermodal asyn-
chrony associated with instruments recorded in reverberant environments.
�Work supported by a Grant from VRQ of the Government of Quebec.�

4:55

1pMU10. Low-frequency interaural cross correlation discrimination
in stereophonic reproduction of musical tones. Sungyoung Kim and
William L. Martens �Faculty of Music, McGill Univ., 555 Sherbrooke St.
West, Montreal, QC, Canada H3A 1E3, sungyoungk@hotmail.com�

By industry standard �ITU-R. Recommendation BS.775-1�, multichan-
nel stereophonic signals within the frequency range of up to 80 or 120 Hz
may be mixed and delivered via a single driver �e.g., a subwoofer� without
significant impairment of stereophonic sound quality. The assumption that
stereophonic information within such low-frequency content is not signifi-
cant was tested by measuring discrimination thresholds for changes in
interaural cross-correlation �IACC� within spectral bands containing the
lowest frequency components of low-pitch musical tones. Performances
were recorded for three different musical instruments playing single notes
ranging in fundamental frequency from 41 Hz to 110 Hz. The recordings,
made using a multichannel microphone array composed of five DPA 4006
pressure microphones, were processed to produce a set of stimuli that
varied in interaural cross-correlation �IACC� within a low-frequency band,
but were otherwise identical in a higher-frequency band. This correlation
processing was designed to have minimal effect upon other psychoacous-
tic variables such as loudness and timbre. The results show that changes in
interaural cross correlation �IACC� within low-frequency bands of low-
pitch musical tones are most easily discriminated when decorrelated sig-
nals are presented via subwoofers positioned at extreme lateral angles �far
from the median plane�. �Work supported by VRQ.�
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MONDAY AFTERNOON, 16 MAY 2005 REGENCY B, 1:00 TO 4:50 P.M.

Session 1pPA

Physical Acoustics and Signal Processing in Acoustics: Multiple Stochastic Scattering of Elastic
and Seismic Waves

Richard L. Weaver, Chair
Dept. of Theoretical and Applied Mechanics, Univ. of Illinois, 104 South Wright St., Urbana, IL 61801

Chair’s Introduction—1:00

Invited Papers

1:05

1pPA1. From seismology to oceanography: Locating the sources of the Earth’s hum. Barbara Romanowicz and Junkee Rhie
�Berkeley Seismological Lab., 215 McCone Hall, Berkeley, CA 94720�

The observation of continuously excited free oscillations of the Earth, in the absence of earthquakes, was first made by Japanese
scientists in 1998. Since then, attention has focused on elucidating the physical mechanism responsible for them. The mechanism must
be shallow, as fundamental modes appear to be preferentially excited and it shows seasonal variability. An array-based method has
been developed to detect and locate sources of very long period surface wave energy, utilizing the dispersive properties of Rayleigh
waves and data from two large aperture arrays of very long period seismometers, in California and in Japan. It is shown that, for each
array, there is a well defined preferential direction, which is stable over one season but changes significantly from winter to summer.
The fluctuations as a function of time of the maximum stack amplitudes are correlated across the two arrays and point to the northern
Pacific Ocean in the northern hemisphere winter and the southern oceans in the summer, correlating with the distribution of maximum
wave height. It is inferred that the background oscillations originate primarily in the oceans, and are caused by a non-linear coupling
mechanism involving the atmosphere �winds�, the oceans �infragravity waves� and the seafloor.

1:30

1pPA2. Correlation in ambient seismic noise and the reconstruction of Green function. Michel Campillo, Laurent Stehly
�Observatoire de Grenoble, BP 53, 38041 Grenoble, France, Michel.Campillo@ujf-grenoble.fr�, Nikolai Shapiro, and Mike
Ritzwoller �Univ. of Colorado, Boulder, CO�

Cross-correlations between long continuous records of ambient seismic noise at distant stations are investigated. The dominant
part of the Green function, namely Rayleigh waves, are reconstructed in a broad period range. This property reminds of the
fluctuation-dissipation theorem that relates the random fluctuations of a linear system and the system’s response to an external force.
Ambient seismic noise is indeed not a thermal noise but it can be considered as a random and isotropic wave field both because the
distribution of the ambient sources responsible for the noise randomizes when averaged over long periods and because of scattering
from heterogeneities that occur within the Earth. The dispersion curves of Rayleigh waves for the paths between the stations are
measured from the correlations. On paths where direct measurements between earthquake and station are available, we show that they
are in good agreement with those deduced from noise correlation. The measurement of correlation along paths crossing different
geological structures allows to differentiate them, opening the way for a passive imaging of the Earth structure. The dispersion
measurements are applied to seismic tomography at the regional scale. They make it possible to image crustal structures with a
resolution higher than conventional techniques.

1:55

1pPA3. Seismic interferometry, with applications in passive reflection imaging. Kees Wapenaar and Deyan Draganov �Dept. of
Geotechnology, Delft Univ. of Technol., P.O. Box 5028, 2600 GA Delft, The Netherlands, c.p.a.wapenaar@citg.tudelft.nl�

Seismic interferometry is the process of generating new seismic responses by crosscorrelating seismic observations at different
receiver locations. A first version of this principle was derived in 1968 by Claerbout, who showed that the reflection response of a
horizontally layered medium can be synthesized from the autocorrelation of its transmission response. Later he conjectured a similar
principle for crosscorrelations of 3-D wave fields. In a similar fashion, Schuster �2001� introduced the principle of interferometric
imaging, i.e., forming an image of the subsurface from crosscorrelated seismic traces. In this paper we first discuss the theory of
seismic interferometry for arbitrary 3-D inhomogeneous media �deterministic or random�. Starting with the Rayleigh-Betti reciprocity
theorem and the principle of time-reversal, we derive a number of relations that form the basis for seismic interferometry �amongst
others these relations prove Claerbouts conjecture�. Despite the difference in assumptions, these relations show a close resemblance
with those of Weaver and Lobkis �2001� for the retrieval of the Greens function from diffuse wave field correlations. Next we discuss
a number of applications, like passive seismic reflection imaging, surface wave reconstruction, improving sparse data sets and
interferometric imaging for different geometries.
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2:20

1pPA4. Interferometric imaging and the principle of stationary phase. Roel Snieder �Ctr. for Wave Phenomena, Colorado
School of Mines, Golden, Co 80401-1887�

Interferometric imaging where the Green’s function is constructed using the correlation of complex wavefields recorded at two
receivers is a rapidly emerging field. The methodology has been justified based on assumptions of equiparitioning of the normal modes
of the system, as well as on various versions of the representation theorem applied to time-reversed waves. I will present another point
of view that is based on stationary phase arguments. This complementary formulation of interferometric imaging gives insight in the
physics of the emergence of the Green’s function, and of the limitations that are encountered when applying this technique to data.
Issues that will be covered are the relation between ensemble averaging and time averaging, and interferometric imaging of reflected
waves. This example is of particular interest for exploration seismology since it shows that interferometric imaging may introduce
spurious multiple reflections. Given the recent effort in ‘‘multiple suppresion’’ in exploration seismology, the introduction of spurious
multiple reflections is an undesirable artifact.

Contributed Paper

2:45

1pPA5. Diffuse fields in open systems and the emergence of the
Green’s function. Richard Weaver �Dept. of Theoretical and Appl.
Mech., Univ. of Illinois, Urbana, IL 61801�

As is now well known, the relation between diffuse field correlations
and the Green’s function follows directly from a definition of a diffuse
field as an uncorrelated smooth spectral superposition of normal modes.
Such a definition is, however, inapplicable in most open structures, the
earth in particular. A preferable definition might be that of room acoustics:

a diffuse field is an uncorrelated isotropic superposition of plane waves.
But that definition is inapplicable to heterogeneous structures, or near
boundaries. Here, a definition of a local diffuse field applicable to open
heterogeneous systems is proposed. A local diffuse field is taken to be one
in steady-state equilibrium with the field in a homogeneous region having
an uncorrelated isotropic superposition of incident plane waves. This defi-
nition is applicable to both heterogeneous and open systems, and is shown
using a reciprocity argument to lead to the familiar identity between the
local Green’s function of the structure and the diffuse fields correlations.

3:00–3:20 Break

Invited Papers

3:20

1pPA6. Phase statistics of multiply scattered ultrasonic waves in dynamic mesoscopic systems. John H. Page, Michael L.
Cowana� �Dept. of Phys. and Astron., Univ. of Manitoba, Winnipeg, MB, Canada R3T 2N2�, and Bart Van Tiggelen �CNRS/
Universite Joseph Fourier, 38042 Grenoble, France�

In weakly scattering materials, detecting motion by measuring the change in phase of reflected ultrasonic waves forms the basis
of the well-known technique of Doppler ultrasound. In strongly scattering media, these methods break down and the technique of
diffusing acoustic wave spectroscopy �DAWS� was developed �Cowan et al., Phys. Rev. Lett. 85, 453 �2000��. To explore the use of
phase information to investigate the dynamics of multiply scattering media, the temporal fluctuations in the phase of ultrasonic waves
transmitted through a time-varying mesoscopic sample have been measured. We have compared phase statistics and correlations to
detailed theoretical predictions based on circular Gaussian (C1) statistics �Genack et al., Phys. Rev. Lett. 82, 412 �1999��. So far,
excellent agreement is found. The cumulative phase is found to undergo a Brownian type process, described by a phase diffusion
coefficient. A fundamental relationship between the variance in the phase of the transmitted waves and the fluctuations in the phase
of individual scattering paths is predicted theoretically and verified experimentally. This relationship not only gives deeper insight into
the physics of the phase of multiply scattered waves, but also provides a new, mesoscopic way of probing the motion of the scatterers
in the sample. a� Currently at Department of Physics, University of Toronto, Toronto, ON, Canada M5S 3E3

3:45

1pPA7. Evolution of diffuse fields in heterogeneous slabs. Joseph A. Turner and Goutam Ghoshal �Dept. of Eng. Mech., Univ. of
Nebraska-Lincoln, Lincoln, NE 68588�

Fundamental studies of elastic wave scattering in heterogeneous media are applicable for problems at several length scales from
ultrasonic to seismic waves. The intermediate scattering regime that lies between the single scattering and the diffusion limits is
perhaps the least understood. In this presentation, both the steady-state and time dependent scattering problems are examined for this
regime within the context of radiative transfer theory. The focus here is on slab geometries for which the scattering medium lies
between two parallel boundaries separated by a distance investigated over a range from several to tens of mean free paths. The spatial
distribution, temporal evolution, and partitioning of the diffuse longitudinal and shear energies are studied as a function of direction
and frequency for several types of microstructure including polycrystalline metals, concrete, porous media, and geophysical media.
The longitudinal and shear flux reflected from and transmitted through the slab are also discussed due to their importance for
experimental materials characterization. Finally, comparisons are made with direct numerical scattering simulations for some of the
microstructures considered. The results are anticipated to shed insight on this important intermediate scattering regime. �Work
supported by NSF and DOE.�
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4:10

1pPA8. The transition to equipartitioning and its relation to scattering strength. Alison E. Malcolm, John A. Scales �Colorado
School of Mines, Golden, CO 80401, amalcolm@dix.mines.edu�, and Bart A. van Tiggelen �CNRS/Université Joseph
Fourier-Grenoble, France�

In a coarse-grained rock scattering plays a dominant role in determining the characteristics of the ultrasonic wavefield. Immedi-
ately after a pulse excites waves in such a sample energy propagates away from the source as a packet. As this packet travels, the
individual grains scatter its energy in all directions. This scattering process continues until there are equal amounts of energy
propagating in all directions. If the scattering is strong enough, this transition is completed before the signal strength has relaxed to
the ambient level. By collecting a dense data set on several rock samples we are able to watch this transition and see the influence of
grain size on the wavefield. More quantitatively we show, with noncontacting laboratory data, how this transition can be tracked using
the symmetry of the advanced and retarded Green functions. These Green functions are estimated by cross-correlating the signal
recorded at two detectors; the two Green functions have equal amplitude only when equal amounts of energy are propagating in all
directions. �Work supported by the NSF �EAR-0111804�, the US Army Research Office �DAAG55-98-1-0070�, the Center for Wave
Phenomena, and ACI 2066 of the French Department for Research.�

Contributed Paper

4:35

1pPA9. Convergence rates for diffuse field-field correlations. Richard
Weaver �Dept. of Theoretical and Appl. Mech., Univ. of Illinois, Urbana,
IL 61801�

A model of diffuse fields in open structures is taken to be that resulting
from a Gaussian random distribution of sources spread over all space. It is
shown, consistent with recent literature, that this ensemble of fields gives
rise to a field-field correlation function R between two points that has

expectation �R� equal to the Green’s function between those points. It is
furthermore found that this model lends itself to calculations of the vari-
ance of R , and thus to estimates of the degree to which an R calculated
using finite amounts of data will conform to the Green’s function. The
model indicates, in accord with observations, that such conformation is
strongest at low frequencies. Ray arrivals are detectable only if sufficient
data has been collected; the amount of data needed scales with the square
of the source-receiver separation, and the square of the frequency. Appli-
cations to seismology are discussed.

MONDAY AFTERNOON, 16 MAY 2005 REGENCY C, 1:30 TO 4:50 P.M.

Session 1pPP

Psychological and Physiological Acoustics: Auditory Perception and Psychophysics I

Elizabeth A. Strickland, Chair
Purdue Univ., Speech Language and Hearing Science, 500 Oval Dr., West Lafayette, IN 47907-2038

Chair’s Introduction—1:30

Contributed Papers

1:35

1pPP1. Fear conditioning facilitates rats gap detection measured by
prepulse inhibition of the startle reflex. Dan Zou, Xihong Wu, and
Liang Li �Dept. of Psych., Natl. Key Lab. on Machine Percept. Speech
and Hearing Res. Ctr., Peking Univ., Beijing, 100871 China�

A low-intensity acoustic event presented shortly before an intense star-
tling sound can inhibit the acoustic startle reflex. This phenomenon is
called prepulse inhibition �PPI�, and is widely used as a model of sen-
sorimotor gating in both humans and animals. Particularly, it has been
used for evaluating the aging effect on the mouse’s ability to detect a silent
gap in otherwise continuous sounds. The present study extended this
model to the emotional modulation of gap detection. The results show that
a silent gap embedded in each of the two broadband noise sounds �55 dB
SPL�, which were delivered by two spatially separated loudspeakers,
could inhibit the startle reflex that was induced by a loud sound presented
from the third loudspeaker 50 ms after the gap. The inhibitory effect
largely depended on the duration of the gap, with the mean duration
threshold around 11 ms across 18 rats tested. Pairing the gap with foot
shock in a temporally specific manner, but not in a temporally random

manner, significantly reduced the duration threshold. Thus this study es-
tablished a new animal behavioral model both for studying auditory tem-
poral processing and for studying auditory signal-detection plasticity in-
duced by emotional learning.

1:50

1pPP2. Hearing levels in US adults aged 20–69 Years: National
Health and Nutrition Examination Survey 1999–2002. William J.
Murphy, Christa L. Themann, and John R. Franks �Hearing Loss
Prevention Team, NIOSH, MS C-27, 4676 Columbia Pkwy., Cincinnati,
OH 45226-1998�

The National Health and Nutrition Examination Survey �NHANES� is
a nationally representative, population-based survey designed to assess the
health and nutritional status of the civilian, non-institutionalized US popu-
lation. Data were collected through a personal interview regarding health
history and through physical examination. Earlier NHANES surveys were
conducted on a periodic basis; however, in 1999, NHANES began collect-
ing data on a continuing, annual basis. During NHANES I, which ran from
1971–1975, audiometric testing was conducted on adults aged 25–74
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years. No subsequent testing of adults was conducted in the NHANES
program until 1999, when NHANES began audiometric testing of adults
aged 20–69 years. This report examines the hearing levels for adults in the
United States and compares them with the hearing data from NHANES I.
Hearing levels are grouped by age and are grouped by ethnicity and gen-
der.

2:05

1pPP3. Application of musical timbre discrimination features to
active sonar classification. Victor W. Young, Paul C. Hines, and Sean
Pecknold �Defence R&D Canada–Atlantic, P.O. Box 1012, Dartmouth,
NS, Canada B2Y 3Z7, victor.young@drdc-rddc.gc.ca�

In musical acoustics significant effort has been devoted to uncovering
the physical basis of timbre perception. Most investigations into timbre
rely on multidimensional scaling �MDS�, in which different musical
sounds are arranged as points in multidimensional space. The Euclidean
distance between points corresponds to the perceptual distance between
sounds and the multidimensional axes are linked to measurable properties
of the sounds. MDS has identified numerous temporal and spectral fea-
tures believed to be important to timbre perception. There is reason to
believe that some of these features may have wider application in the
disparate field of underwater acoustics, since anecdotal evidence suggests
active sonar returns from metallic objects sound different than natural
clutter returns when auralized by human operators. This is particularly
encouraging since attempts to develop robust automatic classifiers capable
of target-clutter discrimination over a wide range of operational conditions
have met with limited success. Spectral features relevant to target-clutter
discrimination are believed to include click-pitch and envelope irregular-
ity; relevant temporal features are believed to include duration, sub-band
attack/decay time, and time separation pitch. Preliminary results from an
investigation into the role of these timbre features in target-clutter dis-
crimination will be presented. �Work supported by NSERC and GDC.�

2:20

1pPP4. Frequency-time dispersion products revisited. William S.
Hellman �Dept. of Phys. and Hear. Res. Ctr., Boston Univ., Boston, MA
02115, hellman@buphy.bu.edu� and H. Steven Colburn �Hear. Res. Ctr.
and Dept. Biomed. Eng., Boston, MA 02115�

The interaction of bandwidth and duration is an important aspect of
signal choice in psychophysical experiments. The traditional measures
yield frequency-time dispersion products which have a lower bound of
0.25. Gabor �J. Inst. Elect. Eng. Part III 93, 429–457 �1946�� argued that
the measures for the standard deviation and mean in the frequency domain
do not yield formulas in agreement with intuition when applied to the
calculation of frequency dispersions for real signals f (t). Gabor’s pre-
scription for correcting the problem was to limit the integrations in fre-
quency statistic calculations to the positive frequency domain and, for
consistency, use the analytic signal corresponding to f (t) to calculate time
dispersions. A more recent statement of this prescription can be found in
L. Cohen �Time-Frequency Analysis, �Prentice Hall, 1995��. However the
elimination of the negative frequencies introduces difficulties which have
not been fully addressed in the literature. It is shown here, that unless the
Fourier transform of the signal vanishes at zero frequency, a linear diver-
gence will appear in the time dispersion derived from the analytic signal.
In such instances, f (t) must be used to calculate the time dispersion.
However the restriction to positive frequencies can generate frequency-
time dispersion products which fall below the expected lower limit of
0.25.

2:35

1pPP5. Diotic and dichotic discrimination of binary sequences.
Stanley Sheft, William A. Yost, and Raymond H. Dye �Parmly Hearing
Inst., Loyola Univ. Chicago, 6525 N. Sheridan Rd., Chicago, IL 60626,
ssheft@luc.edu�

Binary-sequence discrimination was compared for diotic and dichotic
stimuli. Sequences consisted of 4 to 32 wideband-noise pulses with pulse
duration ranging from 8 to 32 ms. Diotic sequences were distinguished by
pulse-amplitude pattern, while dichotic patterns differed by their sequence

of ear of presentation. Discrimination was measured as a function of the
number of pattern elements that differed between the standard and com-
parison sequences with temporal location of the altered pulses randomly
selected on each trial. Additional fringe pulses bracketed the target se-
quences to avoid onset and offset cuing. Neither diotic nor dichotic per-
formance was monotonic with the ratio of the number of altered to se-
quence pulses, with greater exception noted in the dichotic results. Except
at the shortest pulse duration, diotic performance was significantly better
than that obtained in the dichotic condition with similar pulse duration and
numbers of altered and sequence pulses. For the range of stimulus param-
eters used, sequence discrimination often relied on a global percept rather
than processing of individual pulse attributes with timbre differences cuing
diotic discrimination. Though exhibiting fine resolution, results suggest
poorer ability of the binaural than monaural system at extracting a global
percept to cue sequence discrimination. �Work supported by NIDCD.�

2:50

1pPP6. Spatial release from masking for amplitude modulated and
non-modulated noise stimuli. Norbert Kopčo �Hearing Res. Ctr.,
Boston Univ. and Tech. Univ., Košice, Slovakia� and Barbara G. Shinn-
Cunningham �Boston Univ.�

The ability to hear a target sound (T) masked by another sound (M )
improves when the T and M are spatially separated, a phenomenon known
as spatial release from masking �SRM�. Target detectability is also influ-
enced by temporal characteristics of T and M �e.g., by the presence or
absence of amplitude modulation�. The current study examines how SRM
is influenced by amplitude modulation. Detection thresholds were mea-
sured for a broadband noise target (T) temporally and spectrally centered
within a broadband noise masker (M ). Thresholds were measured for all
combinations of five spatial configurations of T and M and five modula-
tion conditions �all combinations of T and M modulated and unmodulated;
when both T and M were modulated, the modulation could either be equal
or pi out of phase�. In all cases, the amplitude modulation, if present, had
a rate of 40 Hz and depth of 0.5. Modulation had a complex effect on
detection threshold. Thresholds improved by as much as 6 dB �relative to
the no-modulation control� in some spatial configurations, but were nearly
unaffected in others. These results have important implications for under-
standing the processes involved in the perception of simultaneous complex
signals. �Work supported by NSF and NAS.�

3:05–3:20 Break

3:20

1pPP7. Loudness estimation in the presence of vertical vibrations.
Etienne Parizet and Benjamin Marpe �LVA–Insa Lyon 25 bis, avenue
Jean Capelle F-69621 Villeurbanne Cedex, France�

The goal of the study was to check whether vibrations submitted to a
subject can modify his loudness evaluation. For that purpose, the subject
was seated on a rigid chair vertically moved by a shaker, at the frequency
of 28 Hz and at 6 different levels. He was also exposed to a pure sound:
either a 28 Hz tone produced by a subwoofer, or a 1000 Hz tone produced
by headphones. For each combination of sound and vibration levels, the
subject had to estimate the magnitude of the loudness of the tone, as
compared to a reference tone, heard without any vibration excitation. He
also had to evaluate the magnitude of vibration using a 10 point scale.
Twenty subjects participated in the experiment. The results showed that
vibrations did not influence loudness estimation. On the other hand, the
estimation of vibration level was significantly influenced by the level of
the 28 Hz pure tone, which can indicate an interaction between the per-
ception of sound by the body and the perception of vibrations.
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3:35

1pPP8. Temporal and spectral interaction in loudness perception.
Benjamin Pedersen and Wolfgang Ellermeier �Sound Quality Res. Unit,
Dept. of Acoust., Aalborg Univ., Fredrik Bajers Vej 7 B5, DK-9220
Aalborg, Denmark�

An experiment was conducted to investigate how changes in spectral
content influence loudness judgments. Six listeners were asked to dis-
criminate sounds, which were of one second duration and changing in
level every 0.1 s. In one condition the first half of the sound was low-pass
filtered and the second half high-pass filtered. In a second condition the
opposite order was used. In a third condition no filtering was applied and
the frequency spectrum was simply white noise. The results were analyzed
using a statistical method, which assigns relative weights to the ten tem-
poral segments. In this way individual weighting curves were obtained for
each condition. Listeners tended to emphasize the beginning of the sound
in their loudness judgments. When the frequency spectrum changed in the
middle of the sound, however, the weighting of the onset of the new
spectral content was emphasized as well. This outcome is inconsistent
with overall temporal integration, and argues for a cognitive mechanism
allocating attention to changes in an event sequence.

3:50

1pPP9. Spectral resolvability of iterated rippled noise. William A.
Yost �Parmly Hearing Inst., Loyola Univ. Chicago, 6525 N. Sheridan Rd.,
Chicago, IL 60626�

A forward-masking experiment was used to estimate the spectral ripple
of iterated rippled noise �IRN� that is possibly resolved by the auditory
system. Tonal signals were placed at spectral peaks and valleys of IRN
maskers for a wide variety of IRN conditions that included different de-
lays, number of iterations, and stimulus durations. The differences in the
forward-masked thresholds of tones at spectral peaks and valleys were
used to estimate spectral resolvability, and these results were compared to
estimates obtained from a gamma-tone filter bank. The IRN spectrum has
spectral peaks that are harmonics of the reciprocal of the delay used to
generate IRN stimuli. As the number of iterations in the generation of IRN
stimuli increases so does the difference in the spectral peak-to-valley ratio.
For high number of iterations, long delays, and long durations evidence
for spectral resolvability existed up to the 6th harmonic. For all other
conditions spectral resolvability appeared to disappear at harmonics lower
than the 6th, or was not measurable at all. These data will be discussed in
terms of the role spectral resolvability might play in processing the pitch,
pitch strength, and timbre of IRN stimuli. �Work supported by a grant
from NIDCD.�

4:05

1pPP10. Searching for sources of variance in speech recognition:
Young adults with normal hearing. Charles S. Watson and Gary R.
Kidd �Dept. of Speech and Hearing Sci., Indiana Univ., Bloomington, IN
47405�

In the present investigation, sensory-perceptual abilities of one thou-
sand young adults with normal hearing are being evaluated with a range of
auditory, visual, and cognitive measures. Four auditory measures were
derived from factor-analytic analyses of previous studies with 18–20
speech and non-speech variables �G. R. Kidd et al., J. Acoust. Soc. Am.
108, 2641 �2000��. Two measures of visual acuity are obtained to deter-
mine whether variation in sensory skills tends to exist primarily within or
across sensory modalities. A working memory test, grade point average,
and Scholastic Aptitude Test scores �Verbal and Quantitative� are also
included. Preliminary multivariate analyses support previous studies of
individual differences in auditory abilities �e.g., A. M. Surprenant and C.
S. Watson, J. Acoust. Soc. Am. 110, 2085–2095 �2001�� which found that

spectral and temporal resolving power obtained with pure tones and more
complex unfamiliar stimuli have little or no correlation with measures of
speech recognition under difficult listening conditions. The current find-
ings show that visual acuity, working memory, and intellectual measures
are also very poor predictors of speech recognition ability, supporting the
independence of this processing skill. Remarkable performance by some
exceptional listeners will be described. �Work supported by the Office of
Naval Research, Award No. N000140310644.�

4:20

1pPP11. Temporal and spectral resolution of hearing in patients with
precipitous hearing loss: Gap release of masking „GRM… and the role
of cognitive function. Martin D. Vestergaarda� �Tech. Univ. of Denmark,
O” rsted-DTU Acoust. Technol., DK-2800 Lyngby, Denmark and Res. Ctr.
Eriksholm, Kongevejen 243, DK-3070 Snekkersten, Denmark�

The purpose of this experiment was to measure temporal acuity and
spectral resolution of hearing in new hearing-aid users over a period of
time post-fitting, and to demonstrate the extent to which performance
might change over time. For one-octave wide maskers with and without
spectral and temporal gaps, masking was measured repeatedly over 3
months post-fitting. GRM was characterized as the release from masking
under the gap conditions. The cognitive skills of the participants were
assessed with two tests for measuring working memory capacity and lexi-
cal vigilance. The results showed that while the masking by one-octave
wide noise maskers without any gaps was constant over time, GRM in-
creased over time for maskers involving a temporal gap. Moreover, at low
frequencies where the subjects had normal hearing-threshold levels, they
performed as hearing-impaired for the spectral-gap condition. For the
temporal-gap condition, they performed as normally hearing at both low
and high frequencies. These results suggest that patients with precipitous
hearing loss do not maintain normal spectral resolution through the low-
frequency region, in which the hearing threshold levels are otherwise nor-
mal. Surprisingly, the results also showed moderate though highly signifi-
cant correlation between lexical vigilance and GRM. �Work supported by
the William Demant Foundation.� a� Currently at CNBH, Dept. Physiol.,
University of Cambridge, CB2 3EG Cambridge, UK.

4:35

1pPP12. Simulated phase-locking stimulation: An improved signal
processing strategy for cochlear implant. Xihong Wu, Hongwei Qu,
Jing Chen, Tianshu Qu �Natl. Key Lab. on Machine Percept. Speech and
Hearing Res. Ctr., Dept. of Psych., Peking Univ., Beijing 100871, China�,
and Liang Li �Peking Univ., Beijing 100871, China�

Electrical stimulation of the auditory pathway produces different pat-
terns of neural activity than those acoustically elicited. Traditional signal-
processing strategies for cochlear implant usually do not utilize phase
information contained in sound waves. Here, to evaluate potential advan-
tages of introducing phase information to cochlear implant devices, a new
signal processing method, so called simulated phase-locking stimulation
�SPLS�, was developed. To convey phase information of sound signals to
the auditory nerve, electrical stimulation pulses were delivered at the zero-
crossing time of sine waves of frequency bands after band-pass filtering
and envelope extraction. The advantages of the SPLS method over the
method of Continuous Interleaved Sampling (CIS�) were demonstrated
by both objective evaluations, such as the spectro-temporal modulation
index �STMI�, and subjective evaluations, such as recognition of pro-
cessed Chinese speech by normal hearing listeners under either noise �en-
ergetic� masking or speech �informational� masking conditions. The re-
sults suggest that the SPLS method is able to improve the function of
cochlear devices by extracting and transferring fine-structure signals,
which are important for cochlear-implant listeners to perceive tonal speech
and music.
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MONDAY AFTERNOON, 16 MAY 2005 REGENCY D, 1:00 TO 5:00 P.M.

Session 1pSC

Speech Communication: Vowel Systems and Language Learners „LectureÕPoster Session…

Linda Polka, Cochair
McGill Univ., School Communication Sciences and Disorders, 1266 Pine Ave., West, Montreal, QC H3G 1A8, Canada

Ocke-Schwen Bohn, Cochair
English Dept., Aarhus Univ., Aarhus DK-8000, Denmark

Chair’s Introduction—1:00

Invited Papers

1:05

1pSC1. Diversity of vowel systems. Ian Maddieson �Dept of Linguist., Univ. of California, Berkeley, CA 94720�

Systems of vowels vary greatly across the world’s languages while nonetheless conforming to certain general structural patterns.
All languages have at least two qualitative distinctions between vowels based on the major parameters of height, backness and
rounding, but probably none has more than 15 or so, and the modal number is 5. Generally these basic vowel qualities respect
dispersion principles, but deviations can be considerable. When additional parameters, such as nasalization, length, phonation type and
pharyngealization are included, the total number of vowel distinctions may easily exceed 40. These ‘‘additive’’ features never occur
with a larger number of vowel qualities than those occurring in a ‘‘plain’’ series. Languages may differ markedly in the distributional
patterns of their vowels as well as in their inventory. Some languages have different �usually reduced� vowel inventories in unstressed
or other non-prominent positions; others constrain vowel sequences in �phonological� words through vowel harmony limitations.
Co-occurrence patterns between vowels and consonants also vary greatly, as does the degree of coarticulation between vowels and
neighboring segments. Learners must master all of these factors to speak an individual language fluently. Constraints that are universal
or shared may be expected to facilitate this task.

1:30

1pSC2. Natural referent vowels guide the development of vowel perception. Linda Polka �School of Commun. Sci. and Disord.,
McGill Univ., Montreal, QC, Canada, linda.polka@mcgill.ca�, Ocke-Schwen Bohn �Aarhus Univ., Denmark�, and Monika Molnar
�McGill Univ., Montreal, QC, Canada�

Certain vowels are favored across languages of the world. This selection bias has received a great deal of attention in linguistic
theories seeking to explain vowel system typologies. In comparison, the role that specific vowels might play in the ontogeny of vowel
perception has been more implicit. In this talk we will summarize recent findings that elucidate the functional significance of
peripheral vowels in the development of vowel perception. Data from cross-language studies of infant vowel discrimination and vowel
preference will be presented. This work shows that peripheral vowels have a perceptual priority for young infants and that this bias
is independent of the phonemic status of the vowels presented in the perceptual task. Findings from cross-language experiments with
adults reveal that language experience builds on the natural vowel biases observed in infancy. Adult data suggest that the natural bias
remains in place in mature listeners unless the perceiver needs to override the bias to optimize perception of functional vowel
differences. These findings support our proposal of a Natural Reference Vowel hypothesis as a framework for understanding the
development of vowel perception and production. Specific avenues of research needed to elaborate this framework will be outlined.
�Work supported by NSERC.�

1:55

1pSC3. Production-perception relationships during speech development. Lucie Menard �UQAM, Departement de linguistique,
CP 8888, succ. Ctr.-Ville, Montreal, Canada H3C 3P8, menard.lucie@uqam.ca�, Jean-Luc Schwartz, Louis-Jean Boe �Universite
Stendhal, 38031 Grenoble Cedex 1, France�, and Jerome Aubin �UQAM, CP 8888, succ. Ctr.-Ville, Montreal, Canada H3C 3P8�

It has been shown that nonuniform growth of the supraglottal cavities, motor control development, and perceptual refinement
shape the vowel systems during speech development. In this talk, we propose to investigate the role of perceptual constraints as a
guide to the speakers task from birth to adulthood. Simulations with an articulatory-to-acoustic model, acoustic analyses of natural
vowels, and results of perceptual tests provide evidence that the production-perception relationships evolve with age. At the perceptual
level, results show that �i� linear combination of spectral peaks are good predictors of vowel targets, and �ii� focalization, defined as
an acoustic pattern with close neighboring formants �J.-L. Schwartz, L.-J. Boe, N. Vallee, and C. Abry, J. Phonetics 25, 255–286
�1997��, is part of the speech task. At the production level, we propose that �i� frequently produced vowels in the baby’s early sound
inventory can in part be explained by perceptual templates, �ii� the achievement of these perceptual templates may require adaptive
articulatory strategies for the child, compared with the adults, to cope with morphological differences. Results are discussed in the
light of a perception for action control theory. �Work supported by the Social Sciences and Humanities Research Council of Canada.�
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2:20

1pSC4. The influence of different native language systems on vowel discrimination and identification. Diane Kewley-Port
�Dept. Speech and Hearing Sci., Indiana Univ., Bloomington, IN 47405, kewley@indiana.edu�, Ocke-Schwen Bohn �Aarhus Univ.,
Denmark�, and Kanae Nishi �Indiana Univ., Bloomington, IN 47405�

The ability to identify the vowel sounds of a language reliably is dependent on the ability to discriminate between vowels at a
more sensory level. This study examined how the complexity of the vowel systems of three native languages �L1� influenced listeners
perception of American English �AE� vowels. AE has a fairly complex vowel system with 11 monophthongs. In contrast, Japanese has
only 5 spectrally different vowels, while Swedish has 9 and Danish has 12. Six listeners, with exposure of less than 4 months in
English speaking environments, participated from each L1. Their performance in two tasks was compared to 6 AE listeners. As
expected, there were large differences in a linguistic identification task using 4 confusable AE low vowels. Japanese listeners
performed quite poorly compared to listeners with more complex L1 vowel systems. Thresholds for formant discrimination for the 3
groups were very similar to those of native AE listeners. Thus it appears that sensory abilities for discriminating vowels are only
slightly affected by native vowel systems, and that vowel confusions occur at a more central, linguistic level. �Work supported by
funding from NIHDCD-02229 and the American-Scandinavian Foundation.�

2:45

1pSC5. Cross-language comparisons of contextual variation in the production and perception of vowels. Winifred Strange
�Ph.D. Program in Speech and Hearing Sci., CUNY-Grad. Ctr., 365 Fifth Ave., New York, NY 10016-4309, strangepin@aol.com�

In the last two decades, a considerable amount of research has investigated second-language �L2� learners problems with percep-
tion and production of non-native vowels. Most studies have been conducted using stimuli in which the vowels are produced and
presented in simple, citation-form �lists� monosyllabic or disyllabic utterances. In my laboratory, we have investigated the spectral
�static/dynamic formant patterns� and temporal �syllable duration� variation in vowel productions as a function of speech-style
�list/sentence utterances�, speaking rate �normal/rapid�, sentence focus �narrow focus/post-focus� and phonetic context �voicing/place
of surrounding consonants�. Data will be presented for a set of languages that include large and small vowel inventories, stress-,
syllable-, and mora-timed prosody, and that vary in the phonological/phonetic function of vowel length, diphthongization, and
palatalization. Results show language-specific patterns of contextual variation that affect the cross-language acoustic similarity of
vowels. Research on cross-language patterns of perceived phonetic similarity by naive listeners suggests that listener’s knowledge of
native language �L1� patterns of contextual variation influences their L1/L2 similarity judgments and subsequently, their discrimina-
tion of L2 contrasts. Implications of these findings for assessing L2 learners perception of vowels and for developing laboratory
training procedures to improve L2 vowel perception will be discussed. �Work supported by NIDCD.�

3:10–3:20 Break

Contributed Papers

All posters will be on display and all authors will be at their posters from 3:20 p.m. to 4:30 p.m.

1pSC6. Perceptual assimilation and categorial discrimination of
American vowels by Japanese listeners. Miwako Hisagi, Winifred
Strange �Dept. of Speech and Hearing Sci., CUNY-Grad.-Ctr., 365 Fifth
Ave., New York, NY 10016, mhisagi@hotmail.com�, Reiko Akahane-
Yamada, and Rieko Kubo �Adv. Telecommunications Res. Inst. Intl.,
2-2-2 Hikaridai, Seika-cho, Soraku-gun, Kyoto 619-0288, Japan�

Best’s Perception Assimilation Model predicts that relative difficulty
discriminating non-native �L2� contrasts is predictable from perceived
similarity of L2 segments and native �L1� segments. Japanese listeners
performed a categorial discrimination task in which 9 vowel pairs �6 ad-
jacent height pairs, 3 front-back pairs� involving 6 tokens �2 speakers/3
repetitions� of each of 8 American vowels / i, I, 	 , ,, a, #, U, u/ were tested
in the context of hVba disyllables. In a second task, listeners were asked to
categorize all stimuli with respect to which Japanese vowel they were
most similar, and to rate their goodness on a 9-point Likert scale. Overall
error rates on height pairs ranged from 1 percent to 29 percent, and on
front/back pairs, from 1 percent to 18 percent. The most difficult height
contrasts were /U-u/ and /a-#/; perceptual assimilation patterns showed that
these pairs were assimilated to the same Japanese vowels �Single Category
or Category Goodness pattern� although /a-#/ were assimilated to 2-mora
versus 1-mora Japanese /a/, respectively. The most difficult front/back
contrast was /,-Ä/. Surprisingly, American /i-I/ was discriminated very
well and were assimilated to different Japanese vowels /i, e/, respectively.
In general, perceptual assimilation patterns predicted discrimination accu-
racy quite well. �Work supported by NIDCD.�

1pSC7. A signal delection theory-based analysis of American English
vowel identification and production performance by native speakers
of Japanese. Stephen Lambacher �Ctr. for Lang. Res., Univ. of Aizu,
Aizu-Wakamatsu, Fukushima-ken, Japan 965-8580, steeve@u-aizu.ac.jp�,
William Martens �McGill Univ., Montreal, QC, Canada H3A 1E3�, and
Kazuhiko Kakehi �Chukyo Univ., Kaizu-cho, Toyota, 470-0393, Japan�

The identification and production performance by two groups of native
Japanese of the American English �AE� vowels /,/ , /a/ , /#/ , /Å/ , /É/ was
measured before and after a six-week, identification training program. A
signal detection theory �SDT� analysis of the confusion data, as measured
by d�, revealed that all five AE vowels were more identifiable by the
experimental trained group than the control untrained group. The d� re-
sults showed that /#/ was less identifiable than /Å/ in the pretest, even
though the percentage identification rate for /#/ was slightly greater than
that for /Å/ . Both groups productions of a list of CVCs, each containing
one of the target AE vowels, were presented to a group of native AE
listeners in a series of identification tasks. The d� results revealed that the
AE listeners could more sensitively identify the experimental groups post-
test vowel productions than they could the control groups. SDT analysis
also clarified an additional potentially confusing result: /#/ was somewhat
less identifiable than /É/ , despite the fact that the percentage identification
rate for /#/ was higher. Overall, the SDT-based analysis served to change
the pattern of results observed for L2 vowel identification and influenced
the interpretation of the data.
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1pSC8. Training Japanese L2 learners to perceive difficult American
vowel contrasts. Mieko Sperbeck �Dept. of Linguist., City Univ. of
New York–Grad. School and Univ. Ctr., 365 Fifth Ave., New York, NY
10016-4309�, Winifred Strange, and Kikuyo Ito �City Univ. of New
York–Grad. School and Univ. Ctr., New York, NY 10016-4309�

This study compared two methods to improve perception of three vow-
els ae, ah, uh and examined generalization of training to new vowels eh,
awe and to trained vowels by new speakers in new consonantal contexts
and in real words. One training protocol began with hVba disyllables
�sessions 1–4� and then introduced sentence-length utterances with vowels
in gabVpa/gadVda trisyllables �sessions 5–9�. The other protocol used
sentence materials in all 9 sessions. Twenty-four participants were divided
into the two training conditions; half of each group were relatively inex-
perienced while the others were more experienced. Identification pretests
on the 5 vowels in sentence materials showed no differences in overall
accuracy for inexperienced �51% correct� and experienced groups �54%
correct�. Post-tests showed that perception of trained vowels improved in
both trained and non-trained trisyllable/sentence materials �65% correct
for both training groups�. There were no significant differences in amount
of improvement for inexperienced and experienced participants. Training
also led to improvement on trained vowels by new speakers in new con-
texts and to real words. However, performance on non-trained vowels did
not improve �actually decreased for eh� suggesting a response bias in
post-test identification performance. �Work Supported by NIH.�

1pSC9. Within- and across-language spectral and temporal variability
of vowels in different phonetic and prosodic contexts: Russian and
Japanese. Yana D. Gilichinskaya, Miwako Hisagi, Franzo F. Law II,
Shari Berkowitz, and Kikuyo Ito �CUNY–Grad. Ctr., Dept. of Speech
and Hearing Sci., 365 Fifth Ave., New York, NY 10016�

Contextual variability of vowels in three languages with large vowel
inventories was examined previously. Here, variability of vowels in two
languages with small inventories �Russian, Japanese� was explored. Vow-
els were produced by three female speakers of each language in four
contexts: �Vba� disyllables and in 3-syllable nonsense words �gaC1VC2a�
embedded within carrier sentences; contexts included bilabial stops �bVp�
in normal rate sentences and alveolar stops �dVt� in both normal and rapid
rate sentences. Dependent variables were syllable durations and formant
frequencies at syllable midpoint. Results showed very little variation
across consonant and rate conditions in formants for /i/ in both languages.
Japanese short /u, o, a/ showed fronting (F2 increases� in alveolar context
relative to labial context �1.3-2.0 Barks�, which was more pronounced in
rapid sentences. Fronting of Japanese long vowels was less pronounced
�0.3 to 0.9 Barks�. Japanese long/short vowel ratios varied with speaking
style �syllables versus sentences� and speaking rate. All Russian vowels
except /i/ were fronted in alveolar vs labial context �1.1-3.1 Barks� but
showed little change in either spectrum or duration with speaking rate.
Comparisons of these patterns of variability with American English,
French and German vowel results will be discussed.

1pSC10. Reading skills and the discrimination of English vowel
contrasts by bilingual SpanishÕEnglish-speaking children: Is there a
correlation? Sandra Levey �Dept. of Speech-Lang.-Hearing Sci.,
Lehman College of the City Univ. of New York, 250 Bedford Park Blvd.
W., Bronx, NY 10468�

This study examined the discrimination of English vowel contrasts in
real and novel word-pairs by 21 children: 11 bilingual Spanish/English-
and 10 monolingual English-speaking children, 8–12 years of age (M
�10; 6; Mdn�10; 4�. The goal was to determine if children with poor
reading skills had difficulty with discrimination, an essential factor in
reading abilities. A categorial discrimination task was used in an ABX
discrimination paradigm: A �the first word in the sequence� and B �the
second word in the sequence� were different stimuli, and X �the third word
in the sequence� was identical to either A or to B. Stimuli were produced

by one of three different speakers. Seventy-two monosyllabic words were
presented: 36 real English and 36 novel words. Vowels were those absent
from the inventory of Spanish vowels. Discrimination accuracy for the
English-speaking children with good reading skills was significantly
greater than for the bilingual-speaking children with good or poor reading
skills. Early age of acquisition and greater percentage of time devoted to
communication in English played the greatest role in bilingual children’s
discrimination and reading skills. The adjacency of vowels in the F1-F2
acoustic space presented the greatest difficulty.

1pSC11. English vowel learning by speakers of Mandarin. Ron I.
Thomson �Dept. of Linguist., Univ. of Alberta, 4th Fl. Assiniboia Hall,
Edmonton, AB, Canada T6G 2G5, rit@ualberta.ca�

One of the most influential models of second language �L2� speech
perception and production �Flege, Speech Perception and Linguistic Ex-
perience �York, Baltimore, 1995� pp. 233–277� argues that during initial
stages of L2 acquisition, perceptual categories sharing the same or nearly
the same acoustic space as first language �L1� categories will be processed
as members of that L1 category. Previous research has generally been
limited to testing these claims on binary L2 contrasts, rather than larger
portions of the perceptual space. This study examines the development of
10 English vowel categories by 20 Mandarin L1 learners of English. Imi-
tation of English vowel stimuli by these learners, at 6 data collection
points over the course of one year, were recorded. Using a statistical
pattern recognition model, these productions were then assessed against
native speaker norms. The degree to which the learners’ perception/
production shifted toward the target English vowels and the degree to
which they matched L1 categories in ways predicted by theoretical models
are discussed. The results of this experiment suggest that previous claims
about perceptual assimilation of L2 categories to L1 categories may be too
strong.

1pSC12. Vowel space development in a child acquiring English and
Spanish from birth. Jean Andruski, Sahyang Kim �ASLP, Wayne State
Univ., 581 Manoogian Hall, 906 W. Warren, Detroit, MI 48202�, Geoffrey
Nathan �Wayne State Univ., Detroit, MI 48202�, Eugenia Casielles, and
Richard Work �Wayne State Univ., Detroit, MI 48202�

To date, research on bilingual first language acquisition has tended to
focus on the development of higher levels of language, with relatively few
analyses of the acoustic characteristics of bilingual infants’ and childrens’
speech. Since monolingual infants begin to show perceptual divisions of
vowel space that resemble adult native speakers divisions by about 6
months of age �Kuhl et al., Science 255, 606–608 �1992��, bilingual chil-
drens’ vowel production may provide evidence of their awareness of lan-
guage differences relatively early during language development. This pa-
per will examine the development of vowel categories in a child whose
mother is a native speaker of Castilian Spanish, and whose father is a
native speaker of American English. Each parent speaks to the child only
in her/his native language. For this study, recordings made at the ages of
2;5 and 2;10 were analyzed and F1�F2 measurements were made of
vowels from the stressed syllables of content words. The development of
vowel space is compared across ages within each language, and across
languages at each age. In addition, the child’s productions are compared
with the mother’s and father’s vocalic productions, which provide the
predominant input in Spanish and English respectively.

1pSC13. Acoustic properties of vowels in clear and conversational
speech by female non-native English speakers. Chi-Nin Li and Connie
K. So �Dept. of Linguist., Simon Fraser Univ., Burnaby, BC, Canada V5A
1S6�

Studies have shown that talkers can improve the intelligibility of their
speech when instructed to speak as if talking to a hearing-impaired person.
The improvement of speech intelligibility is associated with specific
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acoustic-phonetic changes: increases in vowel duration and fundamental
frequency (F0), a wider pitch range, and a shift in formant frequencies for
F1 and F2. Most previous studies of clear speech production have been
conducted with native speakers; research with second language speakers is
much less common. The present study examined the acoustic properties of
non-native English vowels produced in a clear speaking style. Five female
Cantonese speakers and a comparison group of English speakers were
recorded producing four vowels �/i u ae a/� in /bVt/ context in conversa-
tional and clear speech. Vowel durations, F0, pitch range, and the first two
formants for each of the four vowels were measured. Analyses revealed
that for both groups of speakers, vowel durations, F0, pitch range, and F1
spoken clearly were greater than those produced conversationally. How-
ever, F2 was higher in conversational speech than in clear speech. The
findings suggest that female non-native English speakers exhibit acoustic-
phonetic patterns similar to those of native speakers when asked to pro-
duce English vowels clearly.

1pSC14. Greek perception and production of an English vowel
contrast: A preliminary study. Václav J. Podlipský �Dept. of English
and American Studies, Palacky Univ., Krizkovskeho 10, Olomouc, 77180,
Czech Republic, vaclavjonaspodlipsky@centrum.cz�

This study focused on language-independent principles functioning in
acquisition of second language �L2� contrasts. Specifically, it tested
Bohn’s Desensitization Hypothesis �in Speech perception and linguistic
experience: Issues in Cross Language Research, edited by W. Strange
�York Press, Baltimore, 1995�� which predicted that Greek speakers of
English as an L2 would base their perceptual identification of English /i/
and /I/ on durational differences. Synthetic vowels differing orthogonally
in duration and spectrum between the /i/ and /I/ endpoints served as
stimuli for a forced-choice identification test. To assess L2 proficiency and
to evaluate the possibility of cross-language category assimilation, produc-
tions of English /i/, /I/, and /
/ and of Greek /i/ and /e/ were elicited and
analyzed acoustically. The L2 utterances were also rated for the degree of
foreign accent. Two native speakers of Modern Greek with low and 2 with
intermediate experience in English participated. Six native English �NE�
listeners and 6 NE speakers tested in an earlier study constituted the con-
trol groups. Heterogeneous perceptual behavior was observed for the L2
subjects. It is concluded that until acquisition in completely naturalistic
settings is tested, possible interference of formally induced meta-linguistic
differentiation between a ‘‘short’’ and a ‘‘long’’ vowel cannot be elimi-
nated.

1pSC15. Diphthongs in the repopulated vowel space. Anna Bogacka
�Adam Mickiewicz Univ., Poznan, Poland and Bielefeld Univ., Germany,
abogacka@ifa.amu.edu.pl�

The study examined 8 British English diphthongs produced by Polish
learners of English, testing the diphthongs’ quality, duration, nasalization,
and occurrence of glottal stops before the diphthongs. There were twelve
conditions in which the diphthongs were tested: word-initial, word-final,
before a voiced obstruent, before a voiceless obstruent, before a nasal
consonant, and before a nasal consonant followed by a fricative, and each
of these conditions was tested in a stressed and unstressed position. The
diphthongs were tested in real words, embedded in sentences, controlled
for the stress position, rhythmic units, and length. The sentences were read
by 8 female and 8 male Polish learners of English and control subjects.
The aim of the phonetic analysis done with Praat, and employing the
methodologies used by Flege �1995� for SLA and Peeters �1991� and
Jacewicz, Fujimara, and Fox �2003� for diphthongs, is to examine the
shape of the restructured vowel space �Liljencrants and Lindblom 1972;
Stevens 1989�. The approach taken here is termed Vowel Space Repopu-
lation to emphasize that the vowel space of Polish speakers of English is
re-structured by new categories in complex ways which are not adequately
captured by traditional notions such as ‘‘transfer,’’ ‘‘interference,’’ or ‘‘in-
terlanguage.’’

1pSC16. Training Japanese listeners to identify American English
vowels. Kanae Nishi and Diane Kewley-Port �Dept. of Speech and
Hearing Sci., Indiana Univ., 200 S. Jordan Ave., Bloomington, IN 47405�

Perception training of phonemes by second language �L2� learners has
been studied primarily using consonant contrasts, where the number of
contrasting sounds rarely exceeds five. In order to investigate the effects of
stimulus sets, this training study used two conditions: 9 American English
vowels covering the entire vowel space �9V�, and 3 difficult vowels for
problem-focused training �3V�. Native speakers of Japanese were trained
for nine days. To assess changes in performance due to training, a battery
of perception and production tests were given pre- and post-training, as
well as 3 months following training. The 9V trainees improved vowel
perception on all vowels after training, on average by 23%. Their perfor-
mance at the 3-month test was slightly worse than the posttest, but still
better than the pretest. Transfer of training effect to stimuli spoken by new
speakers was observed. Strong response bias observed in the pretest dis-
appeared after the training. The preliminary results of the 3V trainees
showed substantial improvement only on the trained vowels. The implica-
tions of this research for improved training of L2 learners to understand
speech will be discussed. �Work supported by NIH-NIDCD DC-006313 &
DC-02229.�

1pSC17. The development of vowel spaces in English- and Korean-
learning infants’ speech. Soyoung Lee �Univ. of Wisconsin at
Milwaukee, P.O. Box 413, Milwaukee, WI 53201�

A previous study �Yang, 1996� revealed that the vowel spaces of adult
speech differ between English and Korean. This study longitudinally in-
vestigated whether vowel spaces of English- and Korean-learning infants’
speech demonstrated similar patterns to their ambient languages. Speech
samples of English- and Korean-learning infants were collected at 12 and
24 months and transcribed by either native English- or Korean-speakers,
respectively. First and second formants of each vowel were measured us-
ing LPC, spectral peak value, and spectrographic formant mid points. The
vowel spaces between the two groups displayed similar patterns at 12
months although the frequency of occurrence of each vowel differed �e.g.,
�i� occurs more frequently in English than in Korean�. However, the vowel
spaces showed different patterns at 24 months. F2 values for front vowels
�i, e� were higher in English-learning infants’ speech than those in Korean.
�a� in Korean was located at a central position of vowel space while it was
located at a back position in English. These patterns were similar to the
adult vowel space of Korean and English. This study suggests that infants
form vowel space similar to their own languages at around 24 months.

1pSC18. Spanish listeners’ perceptual patterns for English ÕiÕ and ÕIÕ.
Geoffrey Stewart Morrison �Dept. of Linguist., Univ. of Alberta,
Edmonton, AB, Canada, T6G 2E7, gsm2@ualberta.ca�

Spanish has five monophthongs which differ only in spectral proper-
ties. General Canadian English has ten monophthongs which differ in
steady-state spectral properties and duration, and many nominal monoph-
thongs have substantial diphthongization. Unlike Spanish, Canadian En-
glish also uses duration as a cue to postvocalic obstruent voicing. The
present study investigates L1-English and L1-Spanish L2-English listeners
perception of a Canadian English /bIt, bit, bId, bid/ continuum varying in
steady-state spectral values and duration. Several patterns emerge in the
L1-Spanish listeners data, including a contrary pattern in which duration is
used in the same direction as L1-English listeners but spectral properties
in the opposite direction. With respect to /i/ and /I/ perception, these pat-
terns are generally consistent with the stages of learning proposed by
Escudero �Unpublished Masters Thesis, Edinburgh University, 2000�: L1-
Spanish listeners cannot initially perceive the difference, next they use
duration properties, later they begin to use spectral properties, and finally
they have L1-English-like primary use of spectral properties and second-
ary use of duration. Production data adds additional insight into the rela-
tionship of the perceptual patterns to the stages of learning.
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1pSC19. The acquisition of Taiwan Mandarin vowels by native
American English speakers. Cyun-jhan Lin �NCTU Dept. of Foreign
Lang. and Lit., Ta-Hsueh Rd. 1001, Hsinchu 300, Taiwan,
moya1980.flg92g@nctu.edu.tw�

Previous work on the production of English and French phones by
native American English speakers indicated that equivalence classification
prevent L2 learners from approximating L2 phonetic norms of similar
phones and that learning French would not affect English speakers’ pro-
duction of L1 similar phone /u/ �Flege, 1987�. In this study, there were five
subjects, including 2 advanced native American English learners of Tai-
wan Mandarin, 2 basic native American English learners of Taiwan Man-
darin, and 1 monolingual Taiwan Mandarin speaker. The corpus were 12
English words ‘‘heed, who’d, hod; leak, Luke, lock; beat, suit, bot; peat,
suit, pot,’’ and 12 Mandarin words �i,u, a; li, lu, la; pi, pu, pa; phi, phu,
pha�. Both advanced and basic learners’ production of English and Man-
darin words and monolingual Taiwan Mandarin speaker’s production of
Mandarin words were directly recorded onto a PC. Vowel formants were
taken from spectrograms generated by Praat. Preliminary results showed
the vowel space of advanced learners between Taiwan Mandarin �i� and
�u� was larger than that of basic learners, and closer to the Taiwan Man-
darin norms. Besides, the vowel space between English �i� and �u� by
basic learners was dramatically smaller than that of American English
norms.

1pSC20. Evolution of the speech intelligibility of prelinguistically deaf
children who received a cochlear implant. Marie-Eve Bouchard, Henri
Cohen �Cognit. Neurosci. Ctr., Univ. of Quebec at Montreal, Montreal,
QC, Canada, H3C 3P8�, and Marie-Therese LeNormand �Robert Debre
Hospital, Paris, France�

The 2 main objectives of this investigation are �1� to assess the evo-
lution of the speech intelligibility of 12 prelinguistically deaf children
implanted between 25 and 78 months of age and �2� to clarify the influ-
ence of the age at implantation on the intelligibility. Speech productions
videorecorded at 6, 18 and 36 months following surgery during a stan-
dardized free play session. Selected syllables were then presented to 40
adults listeners who were asked to identify the vowels or the consonants
they heard and to judge the quality of the segments. Perceived vowels
were then located in the vocalic space whereas consonants were classified
according to voicing, manner and place of articulation. 3 �Groups� �3
�Times� ANOVA with repeated measures revealed a clear influence of time
as well as age at implantation on the acquisition patterns. Speech intelli-
gibility of these implanted children tended to improve as their experience
with the device increased. Based on these results, it is proposed that sen-
sory restoration following cochlear implant served as a probe to develop
articulatory strategies allowing them to reach the intended acoustico-
perceptual target.

1pSC21. A comparison of vowel formant frequencies in the babbling
of infants exposed to Canadian English and Canadian French. Karen
Mattock, Susan Rvachew, Linda Polka, and Sara Turner �School of
Commun. Sci. & Disord., McGill Univ., 1266 Pine Ave. West, Montreal,
QC, H3G 1A8 Canada, karen.mattock@mail.mcgill.ca�

It is well established that normally developing infants typically enter
the canonical babbling stage of production between 6 and 8 months of age.
However, whether the linguistic environment affects babbling, either in
terms of the phonetic inventory of vowels produced by infants �Oller &
Eiler �1982�� or the acoustics of vowel formants �Boysson-Bardies et al.

�1989�� is controversial. The spontaneous speech of 42 Canadian English-
and Canadian French-learning infants aged 8 to 11, 12 to 15 and 16 to 18
months of age was recorded and digitized to yield a total of 1253 vowels
that were spectrally analyzed and statistically compared for differences in
first and second formant frequencies. Language-specific influences on
vowel acoustics were hypothesized. Preliminary results reveal changes in
formant frequencies as a function of age and language background. There
is evidence of decreases over age in the F1 values of French but not
English infants vowels, and decreases over age in the F2 values of En-
glish but not French infants vowels. The notion of an age-related shift in
infants attention to language-specific acoustic features and the implica-
tions of this for early vocal development as well as for the production of
Canadian English and Canadian French vowels will be discussed.

1pSC22. Perception of vowels by learners of Spanish and English.
Mariche Garcia-Bayonas �Univ. of North Carolina-Greensboro, 321
McIver Bldg., UNCG, Greensboro, NC 27402-5001, megarcia@uncg.edu�

This study investigates the perception of English vowels /i I/, /u U/,
and /e EI/ and Spanish /i u e/ by native-speakers �NS� and learners �L� and
compares these two sets of vowels cross-linguistically. Research on the
acquisition of vowels indicates that learners can improve their perception
with exposure to the second language �Bohn and Flege �1990��. Johnson,
Flemming, and Wright �1993� investigated the hyperspace effect and how
listeners tended to choose extreme vowel qualities in a method of adjust-
ment �MOA� task. The theoretical framework of this study is Fleges
�1995� Speech Learning Model. The research question is: Are vowels se-
lected differently by NS and L using synthesized data? Spanish learners
(n�54) and English learners (n�17) completed MOA tasks in which
they were exposed to 330 synthetically produced vowels to analyze spec-
tral differences in the acquisition of both sound systems, and how the
learners vowel system may vary from that of the NS. In the MOA tasks
they were asked to select which synthesized vowel sounds resembled the
most the ones whose spelling was presented to them. The results include
an overview of the vowel formant analysis performed, and which vowels
are the most challenging ones to learners.

1pSC23. Perception of steady-state vowels and vowelless syllables by
adults and children. Susan Nittrouer �Ctr. for Persons with Disabilities,
Utah State Univ., 6840 Old Main Hill, Logan, UT 84322�

Vowels can be produced as long, isolated, and steady-state, but that is
not how they are found in natural speech. Instead natural speech consists
of almost continuously changing �i.e., dynamic� acoustic forms from
which mature listeners recover underlying phonetic form. Some theories
suggest that children need steady-state information to recognize vowels
�and so learn vowel systems�, even though that information is sparse in
natural speech. The current study examined whether young children can
recover vowel targets from dynamic forms, or whether they need steady-
state information. Vowel recognition was measured for adults and children
�3, 5, and 7 years� for natural productions of /d,d/, /dUd/ /,/, /U/ edited to
make six stimulus sets: three dynamic �whole syllables; syllables with
middle 50-percent replaced by cough; syllables with all but the first and
last three pitch periods replaced by cough�, and three steady-state �natural,
isolated vowels; reiterated pitch periods from those vowels; reiterated
pitch periods from the syllables�. Adults scored nearly perfectly on all but
first/last three pitch period stimuli. Children performed nearly perfectly
only when the entire syllable was heard, and performed similarly �near
80%� for all other stimuli. Consequently, children need dynamic forms to
perceive vowels; steady-state forms are not preferred.

4:30–5:00 Panel Discussion
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Separe registration fee required to attend Tutorial lecture

MONDAY EVENING, 16 MAY 2005 REGENCY A AND B, 7:00 TO 9:00 P.M.

Session 1eID

Interdisciplinary: Tutorial Lecture: Automatic Speech Recognition

Fredericka Bell-Berti, Chair
St. John’s Univ., Speech Communication Sciences and Theatre, 8000 Utopia Pkwy., Jamaica, NY 11439

Chair’s Introduction—7:00

7:05

1eID1. Automatic speech recognition. Carol Espy-Wilson �Univ. of Maryland, Elect. & Comp. Eng. Dept., A. V. Williams Bldg.,
College Park, MD 20742�

Great strides have been made in the development of automatic speech recognition �ASR� technology over the past thirty years.
Most of this effort has been centered around the extension and improvement of Hidden Markov Model �HMM� approaches to ASR.
Current commercially-available and industry systems based on HMMs can perform well for certain situational tasks that restrict
variability such as phone dialing or limited voice commands. However, the holy grail of ASR systems is performance comparable to
humans—in other words, the ability to automatically transcribe unrestricted conversational speech spoken by an infinite number of
speakers under varying acoustic environments. This goal is far from being reached. Key to the success of ASR is effective modeling
of variability in the speech signal. This tutorial will review the basics of ASR and the various ways in which our current knowledge
of speech production, speech perception and prosody can be exploited to improve robustness at every level of the system.
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TUESDAY MORNING, 17 MAY 2005 REGENCY E, 8:00 A.M. TO 12:00 NOON

Session 2aAA

Architectural Acoustics, Education in Acoustics, Noise and Psychological and Physiological Acoustics:
Topical Meeting on Classroom Acoustics—The Research Perspective II

Murray R. Hodgson, Cochair
Univ. of British Columbia, School of Occupational and Environmental Hygiene, 2206 East Mall,

Vancouver, BC V6T 1Z3, Canada

Lily M. Wang, Cochair
Univ. of Nebraska-Lincoln, Architectural Engineering, Peter Kiewit Institute, 1110 South 67th St., Omaha, NE 68182-0681

Chair’s Introduction—8:00

Invited Papers

8:05

2aAA1. Survey of conditions in New Zealand primary school classrooms and research on mechanisms influencing speech
perception for children. George Dodd �School of Architecture, Univ. of Auckland, Private Bag 92019, Auckland, New Zealand,
g.dodd@auckland.ac.nz�

A survey of 122 classrooms in New Zealand supports the need for low reverberation time and low background noise if classrooms
are to be satisfactory. The RT of ‘‘poor’’ and ‘‘good’’ classrooms was found to be 0.6 s and 0.4 s respectively. Six ‘‘poor’’ classrooms
were modified to reduce their RT to 0.4 s which changed them to ‘‘good’’ as judged by the users. The need for this low RT may result
from children having a small integration time. A novel technique of reversed-segmented speech has verified that this is significantly
smaller for children compared with adults. Activity noise in classrooms exhibits the cafe effect—a rising noise level as children
compete to be heard—and we suggest this is caused by the Lombard effect. Values of the Lombard effect that we measured in a cohort
of primary school children predict classroom levels similar to those observed. Present theory does not predict that reducing the RT
from 0.6 to 0.4 s should significantly influence the cafe effect. Further work is planned to refine the theory and to identify if there are
mechanisms not accounted for.

8:35

2aAA2. Auralization studies to develop a classroom questionnaire. Christian Nocke, Catja Hilge �Akustikbuero Oldenburg, Alte
Raad 20a, D-26127 Oldenburg, Germany, info@akustikbuero-oldenburg.de�, and Markus Meis �Hoerzentrum Oldenburg GmbH,
D-26129 Oldenburg, Germany�

Modern, computer-based room acoustic modeling software allows apart from the calculation and visualization of sound fields also
the auralization of room acoustic conditions. By these means the listening conditions in �virtual� class rooms can easily be modeled
and modified. Furthermore, for each listening position a full set of room acoustical parameters is available. Corresponding measure-
ments in real class rooms would require much effort; well-defined changes could only be reached by interior works in the building.
So, computer modeling offers a larger variety of well-defined acoustic conditions. This contribution reports on the auralizations
carried out for the development of a questionnaire for subjective evaluations in real class rooms. For this purpose six different virtual
class rooms have been modeled. In each of the six situations auralizations at two different listening positions for male and female
speakers have been deduced. The auralizations have been presented to 80 test persons. The objective room acoustic parameters have
been correlated with the subjective judgements. The questionnaire has been used by Meis et al. in real life experiments on the
subjective evaluation of listening conditions. Results of these experiments will be presented in another contribution to this session by
M. Meis �2pAAa1�.

8:55

2aAA3. Subjective and objective assessments in classrooms following acoustical renovation. Arianna Astolfi �Dept. of Energy
Technologies, Politecnico di Torino, Corso Duca degli Abruzzi, 24, 10129, Torino, Italy�

The effectiveness of an expensive acoustical intervention in an old Italian high school building has been assessed in this work. The
school building has fifty classrooms, the majority of which were acoustically renovated. A subjective survey and measurements were
performed in both the renovated and non renovated classrooms. With the competence of some psychologists from Turin University, a
questionnaire was set up for the subjective analysis. The questionnaire, validated after numerous pilot tests, was submitted to all the
students and the teachers in two periods of the year. The questions on acoustical features included questions on annoyance from room
noise, reverberation, speech comprehension, overall acoustical satisfaction and the consequences of bad acoustical conditions. Apart
from the acoustics, other aspects of environmental quality, such as the thermal and visual environmental features and IAQ were
investigated. The statistical analysis of the subjective answers allowed aggregated information to be obtained on the users and
different data to be correlated. The aim of the statistical correlation was to determine any significant relationships between the
objective and subjective data, and between the overall satisfaction scores and the different environmental factors. The effects of bad
environmental conditions and their influence on learning capacity were also examined.
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9:15

2aAA4. Questionnaire study of perceived listening quality in renovated university classrooms. Murray Hodgson and Hugh
Davies �UBC School of Occ. & Env. Hygiene, 3rd Fl., 2206 East Mall, Vancouver, BC, Canada V6T 1Z3�

The research reported here investigated the effect of renovations on student perception of the listening environment in university
classrooms. It involved four large classrooms at the University of British Columbia which were studied before and after acoustical
renovation. Details of the renovations were identified. Measurements of reverberation time, background-noise level and sound propa-
gation were made in each case. Room-average Speech Transmission Indices were calculated as a physically-based summary quality
measure, and their changes on renovation were determined. Questionnaires designed to determine student and instructor perception of
the listening environment, as well as the personal, academic and environmental factors that might affect it, were administered to a
large number of students taking classes in each classroom, and their instructors, before and after renovation. A summary Perceived
Listening Ease �PLE� score, measuring student perception of the quality of the listening environment, was calculated for each
questionnaire from the responses. Room-average PLE scores, and the changes on renovation, were then calculated. These results were
related to the physical measurement results. Physical, personal, academic and environmental factors affecting the changes in PLE
score were investigated. The implications of the results for classroom design were considered.

9:35

2aAA5. Acoustical conditions for speech communication in active elementary school classrooms. Hiroshi Sato �Inst. for Human
Sci. & Biomed. Eng., Natl. Inst. of Adv. Industrial Sci. and Technol., 1-1-1 Higashi, Tsukuba, Japan� and John Bradley �Inst. for Res.
in Construction Natl. Res. Council, Ottawa, Canada K1A 0R6�

Detailed acoustical measurements were made in 34 active elementary school classrooms with typical rectangular room shape in
schools near Ottawa, Canada. There was an average of 21 students in classrooms. The measurements were made to obtain accurate
indications of the acoustical quality of conditions for speech communication during actual teaching activities. Mean speech and noise
levels were determined from the distribution of recorded sound levels and the average speech-to-noise ratio was 11 dBA. Measured
mid-frequency reverberation times �RT� during the same occupied conditions varied from 0.3 to 0.6 s, and were a little less than for
the unoccupied rooms. RT values were not related to noise levels. Octave band speech and noise levels, useful-to-detrimental ratios,
and Speech Transmission Index values were also determined. Key results included: �1� The average vocal effort of teachers corre-
sponded to louder than Pearsons Raised voice level; �2� teachers increase their voice level to overcome ambient noise; �3� effective
speech levels can be enhanced by up to 5 dB by early reflection energy; and �4� student activity is seen to be the dominant noise
source, increasing average noise levels by up to 10 dBA during teaching activities. �Work supported by CLLRnet.�

9:55

2aAA6. Investigation of noise issues at U-Hill Elementary School. Natalie York and Murray Hodgson �UBC Acoust. and Noise
Res. Group, SOEH, 3rd Fl., 2206 East Mall, Vancouver, BC, Canada V6T 1Z3, nlyork@interchange.ubc.ca�

University Hill Elementary School �U-Hill� has a reputation amongst its teachers, staff and parents as being a noisy school. The
present work is an assessment of the acoustical environment at U-Hill with a focus on evaluating how various noise sources contribute
to the total noise levels measured in four classrooms. A questionnaire was completed by several of U-Hill’s teachers to determine their
reactions to the school’s acoustical environments and what they perceived to be the prevalent noise sources. Standard physical
measurements of classroom background noise and reverberation time were made and compared to existing acceptability criteria.
Measurements of sound propagation and transmission were made to determine how noise propagates in the hallway, as well as into
and between adjacent learning spaces, and the effect of open doors and door grates. Dosimeters were used to monitor sound levels at
various hallway source locations and received in the four classrooms studied. Octave-band measurements of typical noise-source
levels, such as children walking in the hallways and entering through school doors were made. The measurement data was used to
estimate the contributions to total noise levels in the four classrooms of the various noise sources inside and outside the classrooms.

10:15–10:30 Break

10:30

2aAA7. Acoustical conditions of typical classrooms in Hong Kong. Kai Ming Li and Coriolanus C. L. Lam �Dept. of Mech. Eng.,
The Hong Kong Polytechnic Univ., Hung Hom, Hong Kong�

This paper presents measurement results of the acoustical environments of local schools in Hong Kong. In the measurements,
several acoustical aspects that affect verbal communication in classrooms have been studied. These conditions include outdoor and
indoor ambient noise levels, signal-to-noise ratios, reverberation time and the speech transmission index. Typical classrooms in many
different schools and other higher-education institutions have been selected in the present study. Experimental results are compared
with such national standards as USA �ANSI S 12.60 V 2002�, Australian/New Zealand �AS/NZS 2107:2000�, China �GB/T 15508 V
1995� and other national and industrial standards. This study will form the basis of devising acceptable standards for use in Hong
Kong. �Work supported by the Research Grants Council of the SAR Government, the Research Committee of the Hong Kong
Polytechnic University and Architectural Services Department of the Hong Kong SAR Government.�
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10:50

2aAA8. Acoustic and social design of schools—ways to improve the school listening environment. Mechthild Hagen �Education
Dept., Ludwig-Maximilians-Univ. of Munich, Leopoldstr. 13, D-80802 Muenchen, Germany, m_hagen@primedu.uni-muenchen.de�

Results of noise research indicate that communication, and as a result, teaching, learning and the social atmosphere are impeded
by noise in schools. The development of strategies to reduce noise levels has often not been effective. A more promising approach
seems to be to pro-actively support the ability to listen and to understand. The presentation describes the approach to an acoustic and
social school design developed and explored within the project ‘‘GanzOhrSein’’ by the Education Department of the Ludwig-
Maximilians-University of Munich. The scope includes an analysis of the current ‘‘school soundscape,’’ an introduction to the concept
of the project to improve individual listening abilities and the conditions for listening, as well as practical examples and relevant
research results. We conclude that an acoustic school design should combine acoustic changes in classrooms with educational
activities to support listening at schools and thus contribute to improving individual learning conditions and to reducing stress on both
pupils and teachers.

11:10

2aAA9. New schools design: Acoustics as main target. Luigi Maffei and Paola Lembo �Dispama, Faculty of Architecture, Second
Univ. of Naples, Via S. Lorenzo, 81031 Aversa �Ce�, Italy�

The effects of poor intelligibility and high background noise levels on the cognitive development of school children and on the
dissatisfaction of teachers has been largely investigated. National standards have been implemented and attempts to harmonize these
standards in international guidelines are ongoing. All these activities have led to the awareness that design of new schools must be
centered on the achievement of a good acoustic environment. At this point a strong research effort to study and implement best
solutions must be conducted, in collaboration, by architects, acousticians, pedagogues, psychologists, builders and acoustic materials
producers. Recently an international competition for the planning of new primary schools in Rome, Italy has been announced. The aim
of the competition is to study new architectural and running features of primary schools to obtain, among other parameters such as
lighting, low cost energy solutions and air quality, the control of reverberation time, sound insulation and mechanical equipments
noise. In these school buildings, as innovative requirement, children must be also able to elaborate interpretative hypothesis of
physical phenomena such as sound emission and perception and be aware of their influence on these phenomena. Different possible
solutions are presented.

Contributed Papers

11:30

2aAA10. Speech intelligibility metrics in small unoccupied
classrooms. Matthew E. Cruikshank, Melinda J. Carney, and Dominique
J. Cheenne �Dept. of Audio Arts & Acoust., Columbia College Chicago,
Chicago, IL 60605�

Nine small volume classrooms in schools located in the Chicago sub-
urbs were tested to quantify speech intelligibility at various seat locations.
Several popular intelligibility metrics were investigated, including Speech
Transmission Index �STI�, %Alcons, Signal to Noise Ratios �SNR�, and 80
ms Useful/Detrimental Ratios �U80�. Incorrect STI values were experi-
enced in high noise environments, while the U80s and the SNRs were
found to be the most accurate methodologies. Test results are evaluated
against the guidelines of ANSI S12.60-2002, and match the data from
previous research.

11:45

2aAA11. The prediction of speech intelligibility in classrooms using
computer models. Stephen Dance and Roger Dentoni �Dept. of Eng.
Systems, London South Bank Univ., Borough Rd., London, UK�

Two classrooms were measured and modeled using the industry stan-
dard CATT model and the Web model CISM. Sound levels, reverberation
times and speech intelligibility were predicted in these rooms using data
for 7 octave bands. It was found that overall sound levels could be pre-
dicted to within 2 dB by both models. However, overall reverberation time
was found to be accurately predicted by CATT 14% prediction error, but
not by CISM, 41% prediction error. This compared to a 30% prediction
error using classical theory. As for STI: CATT predicted within 11%,
CISM to within 3% and Sabine to within 28% of the measured value. It
should be noted that CISM took approximately 15 seconds to calculate,
while CATT took 15 minutes. CISM is freely available on-line at
www.whyverne.co.uk/acoustics/Pages/cism/cism.html
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TUESDAY MORNING, 17 MAY 2005 PLAZA C, 8:00 TO 11:45 A.M.

Session 2aAB

Animal Bioacoustics: Methodology for Measurements of Auditory Evoked Potentials in
Aquatic Mammals I

Mardi C. Hastings, Chair
Office of Naval Research, ONR 341, 800 North Quincy St., Arlington, VA 22217

Chair’s Introduction—8:00

Invited Papers

8:05

2aAB1. Conditions for evoked-potential audiometry in odontocetes. Alexander Ya. Supin �Inst. of Ecology and Evolution,
Russian Acad. of Sci., 33 Leninsky Prospect, 119071 Moscow, Russia�

Currently auditory brainstem evoked potentials �ABR� become widely used for audiometry in odontocetes. Depending on the goal,
the ABR technique differs with respect of �i� electrode positions, �ii� stimulus parameters, and �iii� threshold evaluation procedure. �I�
Optimal electrode positions are vertex �for binaural responses�, lateral �for monaural responses�, or pharyngeal �for some express
investigations�. �II� The shorter the stimulus and the wider its spectrum, the more robust the response. Thereafter, narrow-band stimuli
provoke low-amplitude ABR with a short dynamic range, but the goal of investigation often requires keeping the stimulus spectrum
narrow. Sinusoidally amplitude modulated �SAM� sounds have narrow spectra, thereby provoking low amplitude envelope-following
response �EFR�; however, EFR can be extracted from noise by Fourier analysis. Modulation rate for SAM sounds must fit a spectrum
peak of the ABR waveform. High-frequency sounds are more effective to provoke ABR and EFR than low-frequency ones, so ABR
technique is better applicable for measurements in high-frequency ranges. �III� For precise threshold evaluation, low-amplitude
responses must be extracted from noise. Apart from the averaging procedure, cross-correlation �for single ABR� or Fourier �for EFR�
analysis is helpful to extract and measure low response amplitudes. �Work supported by Russian Basic Research Foundation, Russian
President Grant, ONR.�

8:35

2aAB2. Auditory evoked potential measurement methodology for odontocetes and a comparison of measured thresholds with
those obtained using psychophysical techniques. Paul E. Nachtigall, Michelle Yuen, T. Aran Mooney, and Kristen Taylor �Marine
Mammal Res. Program, Hawaii Inst. of Marine Biol., Univ. of Hawaii, Honolulu, HI 96822�

Most measurements of the hearing capabilities of toothed whales and dolphins have been taken using traditional psychophysical
procedures in which the animals have been maintained in laboratory environments and trained to behaviorally report the sensation or
difference of acoustic stimuli. Because of the advantage of rapid data collection, increased opportunities, and new methods, Auditory
Evoked Potentials �AEPs� have become increasingly used to measure audition. The use of this new procedure calls to question the
comparability of the established literature and the new results collected with AEPs. The results of behavioral and AEP methods have
been directly compared with basic audiogram measurements and have been shown to produce similar �but not exactly the same� values
when the envelope following response procedure has been used and the length of the stimulus is taken into account. The AEP methods
allow possible audiometric opportunities beyond those available with conventional psychophysics including: �1� the measurement of
stranded dolphins and whales that may never be kept in laboratories, �2� the testing of stranded animals for hearing deficits perhaps
caused by overexposure to noise, and �3� passive testing of hearing mechanisms while animals actively echolocate. �Work supported
by the Office of Naval Research and NOAA-NMFS.�

9:00

2aAB3. Auditory evoked potential measurements with cetaceans. David Mann, Mandy Cook �USF College of Marine Sci. &
Mote Marine Lab., 140 7th Ave. S., St. Petersburg, FL 33701, dmann@marine.usf.edu�, Gordon Bauer �New College of Florida &
Mote Marine Lab., Sarasota, FL 34243�, Wendi Fellner �Walt Disney World, Lake Buena Vista, FL�, and Randy Wells �Chicago
Zoological Society and Mote Marine Lab., Sarasota, FL 34236�

Auditory evoked potentials �AEPs� allow researchers to measure the hearing abilities of animals that would be difficult or
impossible to train for behavioral measurements of hearing. The hearing abilities of live-stranded cetaceans and wild dolphins can
only be made with AEP techniques. In these situations, time with the animal is often restricted to an hour or less, and there is often
little control over the acoustic environment in which the tests are performed. AEP measurements may be made while the animals are
in air or in shallow pools. For cetaceans in air, sounds are typically presented with a suction cup jawphone. For cetaceans in water,
sounds may be presented in a direct field �with the transducer located at some distance from the test subject� or with a jawphone. In
each of these situations it is important to understand how thresholds derived from AEP measurements compare with behavioral
hearing measurements. Examples of AEP measurements from wild and live-stranded cetaceans are presented to illustrate their
usefulness and the constraints under which these measurements must be made. AEP measurements from bottlenose dolphins in air and
in water are also compared with their behavioral audiograms.
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9:25

2aAB4. Narrow band pulses as stimuli in an auditory brain stem recording study with a harbor porpoise. Kristian Beedholm
and Lee A. Miller �Inst. of Biol., Univ. of Southern Denmark, Campusvej 55, DK-5230 Odense M, Denmark, lee@biology.sdu.dk�

We have studied several aspects of hearing by a harbor porpoise using the ABR method with pulsed stimuli. Experiments were
conducted on a male porpoise in collaboration with Fjord and Baelt, Kerteminde, Denmark. The animal had suction cups containing
silver electrodes placed near the blowhole and near the dorsal fin. When fitted with the electrodes he moved to an underwater listening
post where his outgoing sonar signal could be used to trigger a phantom echo. EEG signals were amplified differentially and averaged
over a variable number of presentations depending on trial duration and experiment. For studying the frequency/intensity response,
narrow band pulsed stimuli were generated and presented in several ways. One way was to use the impulse response of a B&K 1/3
octave filter bank �set to 80, 100, 125, or 160 kHz� as a stimulus. This stimulus was presented in both a passive hearing task, when
a signal generator triggered the echo, and in an active experiment, where the echo was time locked to the animals emitted signal. Our
results show the best response at 125 kHz and indicate a slight, but significantly higher response in the active mode. The latter has a
methodological explanation. �Work supported by ONR.�

9:50

2aAB5. Auditory evoked potentials „AEP… methods for population-level assessment of hearing sensitivity in bottlenose
dolphins. Dorian Houser �BIOMIMETICA, 7951 Shantung Dr., Santee, CA 92071� and James Finneran �Space and Naval Warfare
Systems Ctr., San Diego, CA 92152�

A portable system for recording auditory evoked potentials �AEP� was developed to rapidly assess the hearing sensitivity of
dolphins in air. The system utilizes a transducer embedded in a silicone suction cup to deliver amplitude modulated tones to the
dolphin through the lower jaw. Frequencies tested range from 10–150 kHz and testing of both ears is completed within 90 min.
AEP-determined thresholds from one subject were benchmarked against that subject’s direct field behavioral audiogram to quantify
variation between the two methods. To date, AEP audiograms have been obtained from over 30 bottlenose dolphins. Considerable
individual variation in frequency-specific hearing sensitivity was observed. Some high-frequency hearing loss was observed in
relatively young �early 20s� and old �35� years� animals; conversely, age was not necessarily related to hearing loss as several
animals greater than 40 years of age had good hearing sensitivity across the range of tested frequencies. Profound hearing loss
typically occurred at higher frequencies. Decline in sensitivity was rapid in all cases and began between 50–60 kHz. Increased sample
size of hearing sensitivity in dolphins suggest that the use of audiometric functions from single animals as representative of population
level audiometry might be misleading.

10:15–10:30 Break

10:30

2aAB6. Electrophysiological methods for hearing assessment in pinnipeds. Colleen Reichmuth Kastak, David Kastak �Univ. of
California Santa Cruz, Long Marine Lab., 100 Shaffer Rd., Santa Cruz, CA 95060, coll@ucsc.edu�, James J. Finneran
�SPAWARSYSCEN San Diego, San Diego, CA 92152�, Dorian S. Houser �BIOMIMETICA, Santee, CA 92071�, and Alexander
Supin �Inst. of Ecology and Evolution, 119071 Moscow, Russia�

Studies of auditory sensitivity in marine mammals generally rely on behavioral psychophysical methodologies. While these studies
are the standard for hearing assessment in marine mammals, data are limited to only a few individuals representing a small proportion
of species. Accumulating research on dolphin auditory physiology has resulted in the refinement of electrophysiological methods
appropriate for odontocete cetaceans and an increase in available audiometric information. Electrophysiological methods have also
been used with pinnipeds, but there are significant gaps in our understanding of pinniped auditory physiology that must be addressed
before such appoaches can be broadly applied to investigations of pinniped hearing. We are taking a bottom-up approach to devel-
oping suitable methods for evoked potential audiometry in pinnipeds, including technology transfer from studies of cetaceans and
other mammals, mapping of response amplitude with respect to recording positions on the skull, characterization of responses in
relationship to various stimulus types and presentation parameters, and determination of whether useful frequency-specific data can be
reliably obtained using electrophysiological methods. This approach is being taken with representative pinniped species including
California sea lions �Zalophus californianus�, harbor seals �Phoca vitulina�, and northern elephant seals �Mirounga angustirostris�
using both training and chemical immobilization techniques. �Work supported by NOPP.�

10:55

2aAB7. Ground-truthing evoked potential measurements against behavioral conditioning in the goldfish, Carassius auratus.
Randy J. Hill �College of Marine Sci., Univ. of South Florida, 140 7th Ave. S., St. Petersburg, FL 33701� and David A. Mann �Univ.
of South Florida, St. Petersburg, FL 33701�

Auditory evoked potentials �AEPs� have become commonly used to measure hearing thresholds in fish. However, it is uncertain
how well AEP thresholds match behavioral hearing thresholds and what effect variability in electrode placement has on AEPs. In the
first experiment, the effect of electrode placement on AEPs was determined by simultaneously recording AEPs from four locations on
each of 12 goldfish, Carassius auratus. In the second experiment, the hearing sensitivity of 12 goldfish was measured using both
classical conditioning and AEP’s in the same setup. For behavioral conditioning, the fish were trained to reduce their respiration rate
in response to a 5 s sound presentation paired with a brief shock. A modified staircase method was used in which 20 reversals were
completed for each frequency, and threshold levels were determined by averaging the last 12 reversals. Once the behavioral audiogram
was completed, the AEP measurements were made without moving the fish. The recording electrode was located subdermally over the
medulla, and was inserted prior to classical conditioning to minimize handling of animal. The same sound stimuli �pulsed tones� were
presented and the resultant evoked potentials were recorded for 1000–6000 averages. AEP input–output functions were then com-
pared to the behavioral audiogram to compare techniques for estimating behavioral thresholds from AEP data.
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11:20

2aAB8. Electrophysiological responses to vibratory stimulation in the brainstem of the tadpole. Andrea M. Simmons, Aimee
Two, and Seth S. Horowitz �Dept. Psych. and Neurosci., Brown Univ., Providence, RI 02912, Andrea_Simmons@brown.edu�

Maturation of saccular responses to vibratory stimuli in 3 axes was measured in the Rana catesbeiana tadpole across metamorphic
development. The animal was suspended in a water-filled circular aluminum dish attached to a shaker table system consisting of 5
vibration exciters producing sinusoidal, translational movements in the x , y , and z planes. Multi-unit responses were recorded from
the medulla with tungsten or platinum-iridium microelectrodes. Recording sites were electrolytically marked to verify electrode
placement. Data were collected from 16 animals in late larval stages, before onset of metamorphic climax. Most recording sites were
sensitive to vibrations in the z �vertical� direction, indicating a saccular origin of the response. Vibration frequencies of 40 Hz or below
produced the strongest activity, with thresholds below a displacement of 10 nm. Secondary sensitivity was sometimes observed to
either x �body-longitudinal� or y �body-lateral� directions of movement. Although some sites produced strong phase-locked activity to
the stimulation, others showed more diverse temporal patterns of response. Active recording sites were found in the medial vestibular
nucleus, lateral vestibular nucleus, reticular gray, and dorsal superior olivary nucleus. These data suggest that tadpole saccule is
functional early in larval development, with sensitivity similar to that observed in adult bullfrogs.

TUESDAY MORNING, 17 MAY 2005 PLAZA A, 9:00 TO 11:45 A.M.

Session 2aAO

Acoustical Oceanography, Underwater Acoustics and Animal Bioacoustics: Acoustics and Ocean
Observatories I

Bruce M. Howe, Chair
Applied Physics Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105-6698

Chair’s Introduction—9:00

Invited Papers

9:05

2aAO1. Initial results from the Pacific Ocean Shelf Tracking System: A permanent continental-scale acoustic tracking array
for fisheries research. David W. Welch �Chief Scientist, Census of Marine Life Project POST, Kintama Res. Corp., 4737 Vista View
Crescent, Nanaimo, BC, Canada V9V 1N8�

The Census of Marine Life is developing POST, a seabed acoustic array for tracking marine animals. The long-range plan involves
the deployment of 30 or more cross-shelf monitoring lines forming a permanent continental-scale array, each consisting of autono-
mous seabed nodes spaced at roughly 1 km intervals. Nodes would be modular and use an acoustic modem to periodically commu-
nicate with an overhead ship, which would upload data and download new programming. 2004 was a large-scale test of the tracking
array component using 135 km of listening lines and 1050 acoustically tagged juvenile salmon �12–15 cm long�. Detection rates for
individual fish crossing 20 km long acoustic lines were approximately 91%, and precise measurements of migration timing, speed of
movement and survival were obtained for both the freshwater and early marine phases. In subsequent years we plan to include
additional oceanographic sensors to provide detailed data on changes in bottom temperature, salinity, and currents over time and
implement acoustic modems to allow remote data upload from a visiting boat. These data could then be meshed with the fish
movement data to describe how animals move relative to changes in the three dimensional structure of the ocean that they are
migrating through.

9:25

2aAO2. Autonomous underwater vehicle networks as integrated acoustic observation systems. Henrik Schmidt �MIT, 77
Massachusetts Ave., Cambridge, MA 02139�

Autonomous Underwater Vehicles �AUV� are rapidly being transitioned into operational systems for national defense, offshore
exploration, and ocean science. However, the use the robotic platforms as components of integrated acoustic sensing systems is still
at an early stage. Thus, for example, with recent advances in underwater navigation and communication, and collaborative robotics,
networks of AUVs may have significant potential as moving tomographic networks for optimally and adaptively providing in-situ
environmental estimates. Such concepts are important to the development and operation of environmenatally adaptive, autonomous
littoral surveillance systems by providing environmental inversion specifically emphasizing the parameters significant for the actual
platform configuration. Also such multi-AUV concepts have significant potential for subbottom characterization in the deep ocean, of
increased importance in the offshore industry. For such systems to be operationally feasible, the limited underwater communication
bandwidth makes it necessary for such systems to involve significant on-board processing, in turn requiring the acoustic sensing to be
fully integrated with an onboard modeling capability and the platform navigation and control. The development of such new nested,
distributed processing concepts, autonomously integrating sensing, modeling and control, is a significant challenge to the acoustics
community. �Work supported by ONR.�
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9:45

2aAO3. Communications performance of an undersea acoustic large-area network. Hannah A. Kriewaldt �Phys. Dept., Naval
Postgrad. School, Monterey, CA 93943, hakessle@nps.edu� and Joseph A. Rice �SSC San Diego, Naval Postgrad. School, Monterey,
CA 93943�

The U.S. Navy is developing Seaweb acoustic networking capability for integrating undersea systems. Seaweb architectures
generally involve a wide-area network of fixed nodes consistent with future distributed autonomous sensors on the seafloor. Mobile
nodes including autonomous undersea vehicles �AUVs� and submarines operate in the context of the grid by using the fixed nodes as
both navigation reference points and communication access points. In October and November 2004, Theater Anti-Submarine Warfare
Exercise �TASWEX04� showcased Seaweb in its first fleet appearance. This paper evaluates the TASWEX04 Seaweb performance in
support of networked communications between a submarine and a surface ship. Considerations include physical-layer dependencies
on the 9–14 kHz acoustic channel, such as refraction, wind-induced ambient noise, and submarine aspect angle. �Work supported by
SSC San Diego.�

10:05–10:25 Break

10:25

2aAO4. Acoustic navigation for ultra-precise seafloor mapping. Donald M. Hussong and J. Grant Blackinton �Fugro Seafloor
Surveys, Inc., 2727 Alaskan Way, Seattle, WA 98121�

Numerous autonomous underwater vehicles �AUVs� are operating with very precise swath bathymetric mapping systems in ocean
depths to 3 000 m and greater. Although these systems acquire data from positions known to a few centimeters accuracy with respect
to the vehicle position, the positioning of the AUVs is generally no better than tens of meters at great depths. Although not yet
assembled into an operational system, the technology now exists to acoustically navigate an AUV to within a 10 cm in x , y , and z .
This begins by establishing active reference positions on the seafloor, known to within a few centimeters absolutely, using acoustic
mirror transponders that transmit and receive streams of pulse coded signals from an accurately navigated surface vessel. These
bottom reference positions can then be the core of a long baseline acoustic navigation system which, when coupled with constant
monitoring of oceanographic conditions to calculate pressure corrections for depth measurements, will provide 10-cm navigation
accuracy for the mapping AUV. Implementation of this technology will enable observational mapping of highly seismic areas where
frequent earthquakes can cause many meters of deformation of the seafloor, and can generate massive tsunamis.

Contributed Papers

10:45

2aAO5. NEPTUNE Canada—status and planning. Brian D. Bornhold
�NEPTUNE Canada, P.O. Box 1700, STN CSC, Univ. of Victoria, Victoria,
BC, Canada V8W 2Y2, bornhold@uvic.ca�

Stage 1 of the joint Canada-U.S. NEPTUNE seafloor observatory has
been funded by the Canada Foundation for Innovation and the British
Columbia Knowledge Development Fund with an overall budget of $62.4
million. The network is designed to provide as close to real�time data and
images as possible to be distributed to the research community, govern-
ment agencies, educational institutions and the public via the Internet.
Covering much of the northern segment of the Juan de Fuca Plate, this first
phase of the NEPTUNE project is scheduled to be installed, with an initial
suite of ‘‘community experiments’’, in 2008. As part of the planning,
NEPTUNE Canada held a series of three workshops to develop the sci-
ence plans for these ‘‘community experiments’’; these experiments have a
budget of approximately $13 million. The experiments will cover the
gamut of oceanographic science themes including various aspects of:
ocean climate and marine productivity, seabed environments and biologi-
cal communities, fluids at ocean ridges, gas hydrates and fluids on conti-
nental margins, plate tectonics processes, associated earthquakes and tsu-
namis. The next three years will be spent developing and testing the
necessary instrumentation for deployment on the network.

11:00

2aAO6. Ambient sound budgets. Jeffrey A. Nystuen and Bruce M.
Howe �Appl. Phys. Lab., 1013 NE 40th St., Seattle, WA 98105�

The underwater ambient sound field contains a lot of information
about geophysical, biological and anthropogenic activities in the ocean.
Identification and quantification of these signals will complement more
traditional measurements collected on future ocean observatories, includ-
ing systems cabled to shore and remote mooring arrays. Long-term ambi-
ent sound measurements using a low duty cycle recorder are reported from
remote deep ocean moorings, coastal shelf moorings, inland waterways
and even a deep, quiet fresh water lake. Identifiable geophysical signals

include accurate measurements of wind speed and rainfall over a wide
range of wind speeds and rainfall rates. The character and temporal pat-
terns of biological activity, shipping and recreational boating are moni-
tored. The overall ambient sound budgets will be reported for these dif-
ferent environments. Acoustic monitoring is available from sub-surface
moorings, remote locations and under severe weather conditions where
and when other ocean instrumentation is likely to fail. �Work supported by
ONR Ocean Acoustics.�

11:15

2aAO7. The role of ocean observatories in monitoring for potential
effects of man-made sound on the marine environment. David L.
Bradley �Appl. Res. Lab., Penn State Univ., P.O. Box 30, State College,
PA 16804�, Gerald L. D’Spain �Scripps Inst. of Oceanogr., La Jolla, CA
93940-0701�, James H. Miller �Univ. of Rhode Island, Narragansett, RI
02882�, and George V. Frisk �Florida Atlantic Univ., Dania Beach, FL
33004-3023�

An important question is whether or not man-made sounds have an
adverse long-term impact on the ocean environment. Clear evidence exists
that an impact has occurred on some individual animals in a few cases.
However, according to the 2003 National Academy of Sciences report, the
degree of impact on any marine mammal population or on ocean ecosys-
tems as a whole is unknown. An essential component of an approach to
addressing this question is an ocean noise/marine ecosystem monitoring
system. The monitoring regions should be global in extent and include
biologically sensitive areas. The effort should be sustained so that long-
term trends in ocean noise levels can be evaluated. An important aspect of
the data collection effort is the type and quality of ancillary information.
Ancillary data on the marine ecosystems allows determination of any im-
pacts and data on the sources of marine noise and marine environmental
properties which are required to develop metrics for evaluating and pre-
dicting the characteristics of the noise field. The ocean observatory system
presently being contemplated could play an important role in establishing
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an ocean noise monitoring capability. �Work supported through the Na-
tional Ocean Partnership Program, with sponsorship from ONR, NOAA,
NSF, and USGS.�

11:30

2aAO8. A nearshore observatory for Antarctic krill: Analysis of the
spatial variability in their distribution and abundance. Joseph D.
Warren �Southampton College, 239 Montauk Hwy, Southampton, NY
11968, joe.warren@liu.edu� and David A. Demer �Southwest Fisheries
Sci. Ctr., La Jolla, CA 92037�

Annual surveys of the distribution and abundance of Antarctic krill are
conducted by the United States Antarctic Marine Living Resources Pro-
gram in order to assist fishery managers in conserving this economic and

ecologic resource. These surveys utilize a large vessel which does not
sample close �within 10 km� to the South Shetland Islands. These islands
are home to many krill predators �fur seals and penguins� who often forage
in these nearshore waters. In order to better understand the abundance and
distribution of the krill in these waters and to determine the physical and
biological factors affecting the krill, a nearshore observatory has been
created that combines multiple sensors and platforms to provide improved
spatial and temporal coverage of the nearshore region of Livingston Is-
land. This study utilizes a large research vessel, a small inflatable vessel,
an array of instrumented buoys, and a pilot project involving an Autono-
mous Underwater Vehicle. This presentation will discuss acoustic back-
scatter measurements made from both large and small vessels. Results
from the most recent field season �Jan–Feb 2005� will be presented as
well as data from previous years �2002, 2004�. �Work supported by the
NSF Office of Polar Programs and NOAA.�

TUESDAY MORNING, 17 MAY 2005 REGENCY A, 8:00 TO 11:50 A.M.

Session 2aBB

Biomedical UltrasoundÕBioresponse to Vibration and Physical Acoustics: Diagnostic and Therapeutic
Ultrasound Relevant to the Brain

Pierre D. Mourad, Cochair
Applied Physics Lab., Univ. of Washington, Neurosurgery, 1013 NE 40th St., Seattle, WA 98195

E. Carr Everbach, Cochair
Dept. of Engineering, Swarthmore College, 500 College Ave., Swarthmore, PA 19081-1397

Invited Papers

8:00

2aBB1. Opening the blood-brain barrier with ultrasound. Pierre Mourad �APL/Neurosurgery, Univ. of Washington, 1013 NE
40th St., Seattle, WA 98105, pierre@apl.washington.edu�

The blood-brain barrier �BBB� constitutes a unique anatomical structure within the brain that prevents many therapeutic chemicals
within the blood from entering the brain. Research at the University of Washington has shown that it is possible to transiently disrupt
the BBB without damage in an intra-operative setting, as verified by the flux of vital dyes from the blood-stream into the brain. This
talk will review the research we have done to date on this subject, and discuss potential applications of this approach to BBB
disruption.

8:20

2aBB2. Feasibility of noninvasive ultrasound delivery for tumor ablation and targeted drug delivery in the brain. Kullervo
Hynynen, Nathan McDannold, Greg Clement, Jason White �Dept. of Radiol., Brigham and Women’s Hospital, 75 Francis St., Boston,
MA 02115�, Lisa Treat, Xiangtao Yin, Ferenc Jolesz, Nickolai Sheikov �Brigham and Women’s Hospital, Boston, MA 02115�, and
Natalia Vykhodtseva �Brigham and Women’s Hospital, Boston, MA 02115�

The objective of our research during the past few years has been to develop multichannel ultrasound phased arrays for noninvasive
brain interventions. We have been successful in developing methods for correcting the skull induced beam distortions and thus, are
able to produce sharp focusing through human skulls. This method is now being tested for thermal ablation of tumors, with results
from animal studies demonstrating feasibility. In addition, the ability of ultrasound to open the blood-brain barrier �BBB� locally has
been explored in animal models. The results suggest that the transcranial ultrasound exposures can induce BBB opening such that
therapeutic agents can be localized in the brain. This tool is especially powerful since the beam can be guided by MR images, thus
providing anatomical or functional targeting. This talk will review our current status in this research, which ultimately aims for the
clinical use of this methodology.

8:40

2aBB3. Transcranial power M-mode Doppler ultrasound for diagnosis of patent foramen ovale. Mark Moehring and Merrill
Spencer �Spencer Technologies, 701 16th Ave., Seattle, WA 98122, mm@spencertechnologies.com�

Patent foramen ovale �PFO� is a right-to-left shunt �RLS� which communicates blood from the right to left atrium of the heart.
PFO has been associated with stroke and, more recently, with migraine headache. Diagnosis of RLS can be accomplished effectively
with transcranial power M-mode Doppler ultrasound �PMD�. PMD is a modality which can be performed without the sedation
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required by the more invasive diagnostic technique using transesophageal echocardiography. PMD for this application consists of 2
MHz pulse Doppler ultrasound with placement of sample gates at 2 mm intervals along the single-transducer beam axis, and 8 kHz
pulse repetition rate �PMD100M, Spencer Technologies�. Doppler power versus depth is constructed every 4ms, using 33 sample
gates. Bubble microemboli injected in the venous system and moving across a PFO present as high intensity tracks on a PMD image,
as emboli transit from the heart to the brain and through the observed cerebral vasculature. Use of PMD in this context has been
reported in the clinical literature �M. P. Spencer, M. A. Moehring, J. Jesurum et al, J. Neuroimaging 14, 342–349 �2004��. This talk
surveys the basic technical features of PMD for sensing PFO-related showers of bubble microemboli, and how these features provide
clues to the severity of PFO.

Contributed Papers

9:00

2aBB4. Frequency-dependent ultrasound transmission through the
human skull. P. Jason White, G. T. Clement, and Kullervo Hynynen
�Dept. of Radiol., Brigham and Women’s Hospital, Harvard Med. School,
Boston, MA 02115�

The development of large-aperture multiple-source transducer arrays
for ultrasound transmission through the human skull has demonstrated the
possibility of controlled acoustic energy delivery into the brain paren-
chyma. The individual control of acoustic parameters from each ultra-
sound source allows for the correction of distortions arising from trans-
mission through the skull bone and also opens up the possibility for
electronic steering of the acoustic focus within the brain. To determine the
efficacy of frequency modulation with such a device, this study examines
the frequency dependence of ultrasound transmission in the range of 0.6–
1.4 MHz through a series of seven points on each of three ex vivo human
calvaria. Using broadband pulses, it is shown that the reflected spectra
from the skull reveal information regarding the transmission energies at
specific frequencies. In fact, there exists an inverse correlation between the
reflected pressure amplitude and the transmitted pressure amplitude such
that, for the frequency range under examination, approximately three local
minima in the reflection spectra with the corresponding three peaks in
transmission are observed. A noninvasive determination of the most effi-
cient transmission frequency for a localized spatial region on a skull can
yield an improvement of up to 3.5-dB in ultrasound intensity transmission.

9:15

2aBB5. Numerical simulation of ultrasound thermotherapy of brain
with a scanned focus transducer. Sohrab Behnia, Farzan Ghalichi,
Amin Jafari, and Ashkan Bonabi �Dept. of physics, IAU, Univ. of Ourmi,
Iran, s.behnia@iaurmia.ac.ir�

Brain tumors are one of the most difficult ones to treat. The margin
between destruction of the tumor and damage to the surrounding tissue is
narrow in the brain. Ultrasound could be an effective treatment because of
its ability to propagate deep in tissue and induce temperature rise at the
focus while leaving the surrounding tissue intact. This study investigates
whether using a fix-focus transducer could destroy brain tumor cells, in a
cost effective manner which reduces the treatment time significantly. In
this work an appropriate fix-focus transducer was designed considering
effective parameters and limitations which are dominant in this case. Then
a real 2-D brain model was constructed from a MR image. A piece of the
skull bone has been removed to allow ultrasound to propagate into the
brain. The resultant pressure field and the temperature rise were calculated
by Rayleigh integral and bio-heat equation on the model. The obtained
results were promising indicating that toxic temperatures could be ob-
tained in short treatment times. This could be of great advantage especially
in treating primary brain tumors.

Invited Papers

9:30

2aBB6. Ultrasound-accelerated thrombolysis using microbubbles. William Culp �Interventional Radiol., Univ. of Arkansas for
Medical Sci., Little Rock, AR 72205-7199, CulpWilliamC@uams.edu�

Current thrombolytic therapy for ischemic stroke reaches less than 3% of cases and is only moderately successful. Numerous
studies have demonstrated increased thrombolytic activity when ultrasound is delivered to clot in the presence of tissue plasminogen
activator. Initial human reports using trans-cranial Doppler technology �2 MHz� to deliver continuous ultrasound to intracranial clot
are very promising with improved clot lysis and no increase in symptomatic bleeding. However, another human study using low-
frequency therapeutic ultrasound resulted in excessive bleeding and was discontinued. Microbubble augmented ultrasound clot lysis
has proven successful in several studies ranging from lysis of very small peripheral clots in rabbits to very large clots in dialysis grafts
in dogs. Early human studies of thrombosed dialysis grafts show success and no adverse events. Intracranial clot lysis in pigs has been
successful with both intra-arterial and intravenous microbubble techniques. Better definition of possible combination therapies and of
efficacy and safety is still required in animal models, but human studies should be designed to avoid some of the complications of
current therapy. This presentation will review the subject, present recent advances, and define some requirements for successful clot
destruction in peripheral vessels and intracranial vessels.

9:50

2aBB7. Ultrasound enhanced thrombolysis: Clinical evidence. Andrei V. Alexandrov �The Univ. of Texas–Houston Med. School,
MSB 7.044, 6431 Fannin St., Houston, TX 77030�

Phase II CLOTBUST randomized clinical trial �Houston, Barcelona, Edmonton, Calgary� evaluated patients with acute ischemic
stroke due to intracranial occlusion and treated with intravenous tissue plasminogen activator �TPA� within 3 h of symptom onset.
Randomization: monitoring with pulsed wave 2 MHz transcranial Doppler �TCD� �Target� or placebo monitoring �Control�. Safety:
symptomatic bleeding to the brain �sICH�. Primary end-point: complete recanalization on TCD or dramatic clinical recovery by the
total NIHSS score �3, or improvement by �10 NIHSS points within 2 hours after TPA bolus. All projected 126 patients were
randomized 1:1 to target �median NIHSS 16� or control �NIHSS 17�. sICH: 4.8% Target, 4.8% Controls. Primary end-point was
achieved by 31 �49%, Target� versus 19 �30%, Control�, p�0.03. At 3 months, 22 �42% Target� and 14 �29% Control� patients
achieved favorable outcomes. Continuous TCD monitoring of intracranial occlusion safely augments TPA-induced arterial recanali-
zation, and 2 MHz diagnostic ultrasound has a positive biological activity that aids systemic thrombolytic therapy. For the first time
in clinical medicine, the CLOTBUST trial provides the evidence that ultrasound enhances thrombolytic activity of a drug in humans
thereby confirming intense multi-disciplinary experimental research conducted worldwide for the past 30 years.
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10:10–10:30 Break

10:30

2aBB8. The effect of 40 kHz ultrasound on tissue plasminogen activator-induced clot lysis in three in vitro models. Marlien
Pieters, Rob T. Hekkenberg, Marrie Barrett-Bergshoeff, and Dingeman C. Rijken �TNO Prevention and Health, Leiden, Netherlands�

In previous work from the same laboratory, high-frequency ultrasound �US� �3 MHz� was shown to promote in vitro fibrinolysis
through enhanced supply of plasminogen to the clot surface. The application of high-frequency US is limited in vivo due to tissue
heating. Low-frequency US, however, has less tissue heating and improved penetration. Internal plasma clot lysis and external lysis
with compacted and non-compacted plasma clots were used to determine the magnitude of the effect of low-frequency US �40 kHz;
0.5 W/cm2� on tissue plasminogen activator-induced lysis and to elucidate the mechanisms behind the effect. Ultrasound enhanced
lysis in all three models, with the largest effects �4-fold� in the external lysis model with compacted plasminogen-poor clots. The
acceleration effect of ultrasound in this model decreased with increasing t-PA—and decreasing plasminogen concentrations. Ultra-
sound had a much smaller effect in this model when compacted plasminogen-rich clots were used. In the external lysis, non-
compacted clot model, ultrasound resulted in consistently higher lysis rates. The acceleration effect of lysis, increased slightly �1.3 to
1.8-fold� with increasing t-PA—and decreasing plasminogen concentrations. Plasminogen supply to the clot surface was again shown
to be an important contributor to ultrasound-enhanced lysis. �M. Pieters, R. T. Hekkenberg, M. Barrett-Bergshoeff, and D. C. Rijken.
Ultrasound in Med & Biol 30, 1545–1552 �2004�.�

Contributed Papers

10:50

2aBB9. Confocal microscopy movies of fibrin clots during ultrasound-
accelerated thrombolysis. E. Carr Everbach �Swarthmore College,
Swarthmore, PA 19081, ceverba1@swarthmore.edu�, Irina N. Chernysh,
and John W. Weisel �Univ. of Penn School of Med, Philadelphia, PA
19104�

Blood clots made of human purified fibrin �white clots� were insonified
with 1 MHz pulsed ultrasound during observation by fluorescence confo-
cal microscopy. A deconvolution microscope allowed extremely thin
sheets (0.2 �m) of fibrin to be viewed at a resolution of 0.2 �m per pixel,
and the clot microstructure visualized. Acoustic pressure amplitudes from
0.1 to 0.8 MPa �peak-to-peak� were inferred using the image blur of 0.6-
�m-diameter polystyrene spheres coated with FITC fluorecent label
present in the clots. Acoustic pulse widths of 1 ms and pulse repetition
frequencies of 125 Hz reduced clot heating to less than 3°C during each
30-minute exposure. Still 100 �m by 100 �m images were recorded ev-
ery 10 seconds during pauses in insonificaiton, to produce time-lapse mov-
ies that are compared with movies made during sham ultrasound expo-
sures.

11:05

2aBB10. Acousto-mechanical and thermal properties of clotted blood.
Volodymyr M. Nahirnyak �Dept. of Phys., Univ. of Cincinnati,
Cincinnati, OH 45221-0511�, S. Wang Yoon, and Christy K. Holland
�Univ. of Cincinnati, Cincinnati, OH 45267-0586�

The efficacy of ultrasound-assisted thrombolysis as an adjunct treat-
ment of ischemic stroke is being widely investigated. In order to determine
the role of ultrasound hyperthermia in the process of blood clot disruption,
the thermal and acousto-mechanical properties of clotted blood were mea-
sured in vitro. Whole blood clots were prepared from either fresh porcine
or human blood by aliquoting 1.5 or 2.0 ml into 10 ml glass tubes �BD
VacutainerTM, Franklin Lakes, NJ�, immersing the tubes in a 37°C water
bath for three hours and storing the clots at 5°C for at least three days
prior to assessment of the properties, which ensured complete clot retrac-
tion. Direct calorimetric measurements using calibrated E-type thermo-
couples �Omega Engineering, Inc., Stanford, CT� were performed to de-
termine the heat capacity and thermal conductivity of the human and
porcine thrombi against a standard fluid, saline �0.9%�. The amplitude
coefficient of attenuation of the clots was determined from 120 kHz to 3.5
MHz with a calibrated hydrophone �TC4038, RESON, Inc., Goleta, CA�
in a 20�2°C water bath using the substitution method. The experimen-
tally measured values of heat capacity, density, and thermal conductivity
of porcine clotted blood are 3.23�0.46 J/g•K, 1.058�0.014 g/cm3, and
0.52�0.14 W/m•K. The attenuation coefficient ranged from 0.10 to 0.30
Nepers/cm over 120 kHz to 3.5 MHz. Measurements of the acousto-

mechanical and thermal properties of clotted blood can be helpful in the-
oretical modeling of ultrasound hyperthermia in ultrasound-assisted
thrombolysis.

11:20

2aBB11. Measurements of the effect of haemolysis on speed of sound
and attenuation through suspensions of red blood cells at 15 MHz.
Nicola Z. Hobbs and Constantin-C. Coussios �Dept. of Eng. Sci., Univ. of
Oxford, Parks Rd., Oxford OX1 3PJ, U.K.�

When blood flows through an artificial environment for prolonged pe-
riods of time, the red blood cells are gradually destroyed due to the high
shear stresses to which they are exposed. The ability to measure the degree
of haemolysis accurately and in real time is becoming increasingly impor-
tant, especially in the context of organ preservation and of the implanta-
tion of heart-assist devices as a long-term method for treating heart failure.
A recent study indicated that the backscattering coefficient �BSC� of red
cell suspensions containing damaged red blood cells is significantly higher
than the BSC of suspensions containing exclusively healthy cells. Using a
specially designed acoustic chamber, suspensions containing different pro-
portions of healthy and damaged cells were exposed to 15-MHz ultra-
sound. A thin tungsten wire immersed in each suspension was used to
quantify the speed of sound and attenuation through increasingly haemoly-
sed suspensions. It is intended to utilize a combination of measurements of
speed of sound, attenuation and backscattering in order to solve the in-
verse problem and to develop an on-line, non-invasive device for quanti-
fying the degree of haemolysis in artificial circuits.

11:35

2aBB12. Lytic efficacy of apoli protein E2 „ApoE2… and recombinant
tissue plasminogen activator „rt-PA… treatment with 120 kHz
ultrasound in an in-vitro human clot model. Jason M. Meunier, Jason
Y. Cheng �Dept. of Emergency Medicine, Univ. of Cincinnati, 231 Albert
Sabin Way, Cincinnati, OH 45267, meuniejn@uc.edu�, Joseph F. Clark
�Univ. of Cincinnati Medical Ctr., Cincinnati, OH 45267�, and George J.
Shaw �Univ. of Cincinnati, Cincinnati, OH 45267�

Currently, the only FDA approved therapy for acute ischemic stroke is
recombinant tissue plasminogen activator �rt-PA�. However rt-PA has sub-
stantial side effects such as hemorrhage. This has led to interest in other
potential therapies. For example, ultrasound �US� increases the lytic effi-
cacy of rt-PA. Also, apolipoprotein E2 �ApoE2� increases rt-PA activity.
This suggests combining US, ApoE2 and rt-PA to improve thrombolysis,
but the efficacy is not known. Here, the lytic efficacy of apoE2, rt-PA and
120 kHz US is measured in a human clot model. Whole blood was ob-
tained from volunteers, after local institutional approval. Clots were
formed in 1.7 mm micropipettes, and placed in a water tank that allowed
microscopic video imaging during US and thrombolytic exposure. Clots
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were treated with rt-PA (�rt�PA��3.15 �g/ml), rt-PA and apoE2
(�apoE2��9.8 �g/ml), or rt-PA, apoE2 and 120 kHz US �0.35 MPa,
PRF�1667 Hz, 80% duty cycle� for 15 min at 37°C in human plasma.
Clot lysis was visually recorded and the lysis depth �LD� determined from
these data using an image analysis algorithm. LD was linear with time for
all treatments (R2�0.81), allowing the determination of a lytic rate �LR�.

LR was found to be 0.35�0.03, 1.55�0.11, and 0.75�0.04 �m/min for
the rt-PA, rt-PA and apoE2, and US treated groups respectively. The
thrombolytic efficacy of rt-PA is enhanced by ApoE2. The interaction of
120 kHz with apoE2 and rt-PA showed a reduced lytic efficacy compared
with rt-PA and apoE2 treatment alone. It is possible that US interferes with
the ApoE2-mediated activation of rt-PA.

TUESDAY MORNING, 17 MAY 2005 PLAZA B, 10:00 A.M. TO 12:00 NOON

Session 2aED

Education in Acoustics: Hands-On Experiments for High School Students

Uwe J. Hansen, Chair

Physics Dept., Indiana Univ., Terre Haute, IN 47809 10:00

Sudents and senior scientists will staff approximately 20 experiment stations for local high school students who will perform the
experiments. These students will thus be exposed to a variety of acoustics principles and get some practical hands-on experience with
a number of research tools. Regular ASA meeting participants are welcome to the session, as long as their participation does not
interfere with student hands-on activities.

TUESDAY MORNING, 17 MAY 2005 BALMORAL, 8:30 A.M. TO 12:05 P.M.

Session 2aMU

Musical Acoustics: Virtual Musical Instruments

Julius O. Smith, Cochair

4360 Miller Ave., Palo Alto, CA 94306-4410

Tamara Smyth, Cochair

Simon Fraser Univ., School of Computer Science, Surrey, BC V3T 5X3, Canada

Invited Papers

8:30

2aMU1. A physical model and experimental testbed for real-time simulation of flute-like instruments. Patricio de la Cuadra
�Ctr. for computer research in music and acoustic, CCRMA, Stanford Univ., CA 94305-8180�, Benoît Fabre �Univ. Paris 6, 75252
Paris Cedex 05, France�, Jonathan S. Abel �Universal Audio, Inc., Santa Cruz, CA 95060�, and Julius O. Smith III �Stanford Univ.,
CA 94305-8180�

In the last decades, a wealth of experimental data has been gathered concerning sound production in flute-like instruments. These
data have driven the development and fine tuning of analytical models for the physical processes involved. Here, a number of these
results are integrated into a real-time physical model of a flute-like instrument. The model proposed is one-dimensional and driven by
a single input pressure. The system was designed in the spirit of a laboratory testbed, where geometric and performance parameters
can be controlled in real time, and in which important physical quantities can be viewed in real time, either in the time domain or
frequency domain. In this way, the user may observe and validate the behavior of variables that would otherwise be hidden in the
feedback loop. Additionally, the system was designed in a modular fashion, so as to allow independent substitution and adjustment of
any of the model blocks. So as to allow real-time implementation and parameter control, a novel time-varying jet filter has been
developed which not only closely matches measured jet oscillation amplitudes as a function of jet geometry and frequency, but may
be rapidly slewed in response to quickly changing performance parameters.
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8:55

2aMU2. A unified digital waveguide „infra…structure for synthesizing wind instrument sounds. Gary Scavone �Music Technol.,
Faculty of Music, McGill Univ., 555 Sherbrooke St. West, Montreal, QC, Canada H3A 1E3�

Virtual acoustic models provide researchers a means for testing and verifying their scientific understanding of physical systems. As
well, they allow explorations in a world free from physical constraints. A digital waveguide structure is presented which implements
a generalized air column, or resonator, model for wind instrument sound synthesis. This system has a physical inspiration and
interpretation, a ‘‘blowed string,’’ but is an otherwise impossible reality. The structure produces harmonic resonant modes at integer
multiples of a fundamental, with controls to vary harmonic content. It is useful for simulating both cylindrical and conical air columns
of such instruments as clarinets, saxophones, flutes, oboes, and trumpets. Further, this structure robustly interconnects with several
different non-linear ‘‘reed’’ models to produce a rich variety of wind instrument sounds. The result is a highly efficient computational
algorithm that can be used to perform real-time sound synthesis on consumer-grade computers. �Work supported by the Canadian
Foundation for Innovation.�

9:20

2aMU3. Complete geometric computer simulation of a classical guitar. Rolf Bader �Inst. of Musicology, Neue Rabenstr. 13,
20354 Hamburg, Germany�

The aim of formulating a complete model of a classical guitar body as a transient-time geometry is to get detailed insight into the
vibrating and coupling behavior of the time-dependent guitar system. Here, especially the evolution of the guitars initial transient can
be looked at with great detail and the produced sounds from this computer implementation can be listened to. Therefore, a stand-alone
software was developed to build, calculate, and visualize the guitar. The model splits the guitar body into top plate, back plate, ribs,
neck, inclosed air, and strings and couples these parts together including the coupling of bending waves and in-plane waves of these
plates to serve for a better understanding of the coupling between the guitar parts and between these two kinds of waves. The resulting
waveforms are integrated over the geometry and the resulting sounds show up the different roles and contributions of the different
guitar body parts to the guitar sound. Here cooperation with guitar makers is established, as changes on the guitars geometry on the
resulting sound can be considered as computer simulation and promising new sound qualities can then be used again in real instrument
production.

9:45

2aMU4. An allpass filter design method with application to piano string synthesis. Jonathan S. Abel �Universal Audio, Inc.,
Santa Cruz, CA 95060�, Julius O. Smith III �Stanford Univ., Stanford, CA 94305�, and Julien Bensa �Universite Pierre et Marie
Curie, Paris, France�

A nonparametric allpass filter design method for matching a desired group delay as a function of frequency is presented. The
technique is useful in physical modeling synthesis of musical instruments exhibiting dispersive wave propagation in which different
frequency bands travel at different speeds. While current group delay filter design methods suffer from numerical difficulties except
at low filter orders, the technique presented here is numerically robust, producing an allpass filter in cascaded biquad form, and with
the filter poles following a smooth loop within the unit circle. The technique was inspired by the observation that a pole-zero pair
arranged in allpass form has 2� total group delay when integrated around the unit circle, regardless of the pole location. To match a
given group delay characteristic, the method divides the frequency axis into sections containing 2� total group delay, and assigns a
pole-zero allpass pair to each. In this way, the method incorporates an order selection technique, and by adding a pure delay to the
desired group delay, allows the trading of increased filter order for improved fit to the frequency-dependent group delay. Results are
presented for modeling the group delay of a stiff piano string under several computational constraints.

10:10–10:20 Break

10:20

2aMU5. Music and science meet at the micro level: Time-frequency methods and granular synthesis. Barry Truax �School of
Commun., Simon Fraser Univ., Burnaby, BC, Canada V5A 1S6�

Musical research over the last century has become increasingly entwined with the areas of acoustics, psychoacoustics, and
electroacoustics. One of the most striking results has been to push the frontiers of models of sound and music to the micro level, what
is generally termed microsound. At this level, concepts of frequency and time are conjoined by a quantum relationship, with an
uncertainty principle relating them that is precisely analogous to the more famous uncertainty principle of quantum physics. A class
of methods of sound synthesis and signal processing known as time-frequency models have their basis at this quantum level such that
changes in a signal’s time domain result in spectral alterations and vice versa. One such method, granular synthesis and the granulation
of sampled sound, produces results by the generation of high densities of acoustical quanta called grains. Such a radical shift has
profound implications for not only our models of sound design, but also for the compositional methods that emerge as well as the role
of the composer in guiding complex processes. The paper will argue that these models are examples of a class of complex systems
exhibiting emergent form that create a new form of virtual music instrument.
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10:45

2aMU6. Control of diffusion in digital waveguide reverberators. Patty Huang �CCRMA, Dept. of Music, Stanford Univ.,
Stanford, CA 94305�

Variable diffusion has been incorporated into many room acoustics models, which allows for the representation of materials with
different scattering properties. By simulating the scattering of sound waves off surfaces in an acoustical enclosure, a more realistic
sound field is produced. Due to constraints on the algorithm architecture and a preference for late reverberation which approaches
decaying gaussian noise, it is less common for diffusion to be featured as an adjustable parameter in artificial reverberators. However,
parameterized diffusion can be a tool for tailoring the character and density of the reverberant tail, enabling the generation of a greater
variety of reverbs. This paper will present methods for implementing and controlling diffusion in artificial reverberation models based
on digital waveguides. Sound examples will be given during the presentation.

11:10

2aMU7. Acoustics of the Intonarumori. Stefania Serafin �Medialogy, Aalborg Univ. Copenhagen, Lautrupvang 15, 2750 Ballerup,
Denmark�

The Intonarumori were a family of musical instruments invented by the Italian futurist composer and painter Luigi Russolo. Each
Intonarumori was made of a wooden parallelepiped sound box, inside which a wheel of different sizes and materials was setting into
vibration a catgut or metal string. The pitch of the string was varied by using a lever, while the speed of the wheel was controlled by
the performer using a crank. At one end of the string there was a drumhead that transmitted vibrations to the speaker. Unfortunately,
all the original Intonarumori were destroyed after a fire during World War II. Since then, researchers have tried to understand the
sound production mechanism of such instruments, especially by consulting the patents compiled by Russolo or by reading his book
‘‘The art of noise.’’ In this paper we describe the acoustics of the Intonarumori. Based on such description, we propose physical
models that simulate such instruments. The intonarumori’s string is modeled using a one dimensional waveguide, which is excited
either by an impact or a friction model. The body of the instrument is modeled using a 3-D rectangular mesh, while the horn is
considered as an omnidirectional radiator.

Contributed Papers

11:35

2aMU8. Guidophone: A handheld virtual music instrument
combining vocal tract geometry and hand gestures. Ryan Cassidy,
Rodrigo Segnini, and Yi-Wen Liu �Ctr. for Comput. Res. in Music and
Acoust., Stanford Univ., Stanford, CA 94305�

Vocal sounds provide an intuitive and appealing basis for virtual in-
struments. The former aspect allows most people to engage in a musical
activity simply by repetition of a heard sound. Physical models in speech
synthesis attempt, among other objectives, to approximate the geometry of
the vocal tract required to produce specific sounds. Cook has developed
one such model �Perry Cook, Identification of Control Parameters in an
Articulatory Vocal Tract Model with Applications to the Synthesis of Sing-
ing, Stanford University, 1990�, where the vocal tract is divided into tube
sections that govern the transmission and reflection of acoustic energy at
the junctions between sections. Tube section radii provide the model pa-
rameters. This paper explores the feasibility of using hand gestures to
control those parameters. To that end, the problem of mapping hand ges-
tures to the parameters of Cook’s vocal synthesis model, with attention
paid to transitions between successive phonemes, is explored. The physi-
cal basis of the model is reviewed. Next the relationship between the
geometries implied by Cook’s tract model and those determined by experi-
ment is investigated. A means for mapping a number of parameters less
than the degrees of freedom inherent in the model is presented. Finally, the
details of a virtual instrument, controlled by a mechanical device recently
developed for the work, are presented.

11:50

2aMU9. SCUBA: The Self-Contained Unified Bass Augmenter. Juan
Pablo Cceres, Gautham J. Mysore, and Jeffrey Trevio �Ctr. for Comput.
Res. in Music and Acoust., Stanford Univ., The Knoll, 660 Lomita,
Stanford, CA 94305�

The Self-Contained Unified Bass Augmenter �SCUBA� is a new aug-
mentative OSC �Open Sound Control� controller for the tuba. SCUBA
allows new expressive possibilities by adding onboard continuous and
discrete sensors to provide user-controlled parametric data for the process-
ing of the instruments natural sound in Pd. SCUBA endows acoustic in-
struments with parametric control of virtual instruments and provides a
means of integrating the output of a virtual instrument with the natural
sound of the tuba. The user sends controller data from the augmented tuba
interface to the virtual instrument via FSRs �Force-Sensitive Resistors�
and buttons mounted on the existing instrument interface. An AVRMini
microcontroller converts raw sensor data to OSC �Open Sound Control�
messages, which are mapped in Pd to control virtual instrument param-
eters. Virtual instrument output is integrated into the solo instrument in-
terface via satellite speakers mounted in the bell; this allows for mixing of
the instruments natural sound with that of the virtual instrument to create
the impression of a single instrument. This integration is the goal of the
SCUBA project: by providing a flexible but unified control interface and
acoustic output, traditional acoustic instrument interfaces can be aug-
mented and paired with virtual musical instruments. �We would like to
thank Michael Gurevich, Max Matthews, Bill Verplank, Pascal Stang, and
classmates from Music 250 �Fall 04� for assistance in the realization of
this project.�
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TUESDAY MORNING, 17 MAY 2005 REGENCY F, 8:00 TO 11:45 A.M.

Session 2aNS

Noise and Physical Acoustics: Urban Sound Propagation

Jian Kang, Cochair
Univ. of Sheffield, School of Architecture, Western Bank, Sheffield S10 2TN, United Kingdom

Ning Xiang, Cochair
Rensselaer Polytechnic Inst., Architecture, 110 8th St., Troy, NY 12180

Chair’s Introduction—8:00

Invited Papers

8:05

2aNS1. Experimental study of sound propagation in a street. Judicaël Picaut �Section acoustique routière et urbaine, LCPC, route
de Bouaye, BP 4129, 44341 Bouguenais Cedex, France�

This paper presents an experimental study of the sound propagation in a street, performed during July 2002, in order to measure
impulse responses at numerous locations in a street canyon, and, for several positions of the sound source. A specific attention has
been paid on the processing of the experimental data, in order to obtain accurate values of the reverberation time and the steady-state
sound pressure level, including also the compensation of the atmospheric attenuation. In total, 11592 useful data have been collected
during this experiment, and are available by contacting the author. Reverberation times and sound levels, in the narrow street, are then
analyzed and compared, for the 4 source positions in the street. This experimental study gives interesting results on the behavior of
the sound field in the street.

8:30

2aNS2. A scale model study of parallel urban street canyons. Maarten Hornikx, Jens Forssen, and Wolfgang Kropp �Dept. of
Appl. Acoust., Chalmers Univ. of Technol., S-412 96 Göteborg, Sweden�

The access to quiet areas in cities is of increasing importance. Recently, the equivalent sources method for a two dimensional
situation of parallel urban street canyons has been developed. One canyon represents a busy road, whereas the other is one without
traffic; the quiet side. With the model, the transfer function between the two canyons can be calculated, as well as the influence of
diffusion, absorption, and atmospheric turbulence on the transfer function. A scale model study of two parallel canyons has now been
executed. A scale of 1:40 has been chosen and the maximum length sequence technique has been applied using the MLSSA system.
Results of the scale model study have been compared to calculations with the equivalent sources method. The difference between a
two-dimensional and a three-dimensional quiet side, between a coherent and an incoherent line source and the influence of absorption
and diffusion has been investigated. The scale model study also gives insight in the evolution of the sound field in the time domain.
�Work supported by the Swedish Foundation for Strategic Environmental Research �MISTRA�.�

8:55

2aNS3. The effect on sound propagation in streets of the distribution of acoustic scatterers on facades. David J. Oldham and
Mostafa R. Ismail �School of Architecture, Univ. of Liverpool, Liverpool, L69 3BX, UK, djoldham@liv.ac.uk�

Until recently street noise propagation models assumed that faade reflections were either totally specular or totally diffuse.
However, the characteristics of building facades are such that some energy will be reflected specularly and some diffusely. Many
current models, therefore, use a scattering coefficient to characterize the diffuse reflection characteristics and the assumption is made
that a fraction of the sound energy falling on any point on the facade will be scattered to the same degree. From observation it can be
seen that facades are not homogeneous but consist of surfaces which are planar in nature but feature discontinuities such as windows,
doors, ledges, etc. which will tend to act as distributed scattering centers. The effect of distributions of scattering centers on the
propagation of sound in streets is examined using a combined image source and randomly scattered sound rays. Computer generation
of street models using an object based approach enables the study of many different configurations using RAYNOISE software.
Results are compared with those obtained assuming a homogeneous distribution of facade scattering using both RAYNOISE and a
technique proposed by the authors. The results of a scale model experiment to investigate the effect of distributed scatters are
presented.

9:20

2aNS4. Recent advances in modeling the propagation noise in high-rise cities. Kai Ming Li �Dept. Mech., The Hong Kong
Polytechnic Univ., Hung Hom, Hong Kong�

In the past few decades, we have witnessed a rapid growth in mechanized transport and transportation systems. We live in a
transport-dominated society which has led to a marked improvement in dispersal of land use and to the increased opportunity for the
separate development of residential, commercial, and industrial areas. In dense and high-rise cities, various modes of land transpor-
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tation are the primary source of noise. The problem of transportation noise is not confined by political or social frontiers. It affects the
rich who may live in a quiet residential area but who must make full use of transport to maintain their affluent existence, as well as
the less fortunate who must live close to a highway, a major road, or an elevated railway line. A systematic development of the
capability for accurate predictions of the propagation of land transportation noise in dense high-rise cities is highly desirable. This
paper summarizes the current models for predicting sound fields in urban environments and gives an overview of the recent advances
of various numerical models to predict the sound field in urban environments. �Work supported by the Research Grants Council of the
Hong Kong SAR Government and the Hong Kong Polytechnic University.�

9:45–10:00 Break

10:00

2aNS5. Acoustic pulse propagation in an urban environment. Donald G. Albert �USA ERDC-CRREL, 72 Lyme Rd., Hanover,
NH 03755-1290� and Lanbo Liu �USA ERDC-CRREL, Hanover, NH 03755-1290�

Experimental measurements conducted in a full-scale artificial village show that complex signatures are formed by multiple
reflections and diffractions from buildings along the propagation path. A two-dimensional finite difference time domain �FDTD�
simulation running on a personal computer allows this wave interaction to be studied in detail. Time reversal processing to locate a
sound source in an urban area is investigated using this simulation method. The results demonstrate that as few as three non-line-of-
sight sensors are sufficient to determine the source location, and that errors on the order of a meter in the building or sensor locations
still allow the correct source location to be determined. �Work supported by U.S. Army.�

10:25

2aNS6. Sound field simulation and acoustic animation in urban squares. Jian Kang and Yan Meng �School of Architecture,
Univ. of Sheffield, Western Bank, Sheffield S10 2TN, UK, j.kang@sheffield.ac.uk�

Urban squares are important components of cities, and the acoustic environment is important for their usability. While models and
formulae for predicting the sound field in urban squares are important for their soundscape design and improvement, acoustic
animation tools would be of great importance for designers as well as for public participation process, given that below a certain sound
level, the soundscape evaluation depends mainly on the type of sounds rather than the loudness. This paper first briefly introduces
acoustic simulation models developed for urban squares, as well as empirical formulae derived from a series of simulation. It then
presents an acoustic animation tool currently being developed. In urban squares there are multiple dynamic sound sources, so that the
computation time becomes a main concern. Nevertheless, the requirements for acoustic animation in urban squares are relatively low
compared to auditoria. As a result, it is important to simplify the simulation process and algorithms. Based on a series of subjective
tests in a virtual reality environment with various simulation parameters, a fast simulation method with acceptable accuracy has been
explored. �Work supported by the European Commission.�

10:50

2aNS7. Modeling the characteristics of wheelÕrail rolling noise. Wai Keung Lui, Kai Ming Li �Dept. of Mech. Eng., The Hong
Kong Polytechnic Univ., Hung Hom, Hong Kong�, and Glenn H. Frommer �MTR Corp. Ltd., Kowloon Bay, Hong Kong�

To study the sound radiation characteristics of a passing train, four sets of noise measurements for different train operational
conditions have been conducted at three different sites, including ballast tracks at grade and railway on a concrete viaduct. The time
histories computed by the horizontal radiation models were compared with the measured noise profiles. The measured sound exposure
levels are used to deduce the vertical directivity pattern for different railway systems. It is found that the vertical directivity of
different railway systems shows a rather similar pattern. The vertical directivity of train noise is shown to increase up to about
30� before reducing to a minimum at 90� . A multipole expansion model is proposed to account for the vertical radiation directivity
of the train noise. An empirical formula, which has been derived, compares well with the experimental data. The empirical model is
found to be applicable to different train/rail systems at train speeds ranging up to 120 km/h in this study. �Work supported by MTR
Corporation Ltd., Innovation Technology Commission of the HKSAR Government and The Hong Kong Polytechnic University.�

Contributed Papers

11:15

2aNS8. Microscopic traffic modelling in urban noise assessment. Bert
De Coensel, Dick Botteldooren, Tom De Muer �Acoust. Group, Dept. of
Information Technol., Ghent Univ., St. Pietersnieuwstraat 41, B-9000
Ghent, Belgium�, Bert Peeters, and Gijsjan van Blokland �M�P
Raadgevende Ingenieurs, NL-5260 CB Vught, The Netherlands�

The temporal structure of the urban soundscape can be rather complex,
due to the presence of many screening and reflecting surfaces and many
different sound sources, of which traffic noise is the most dominant. From
the point of view of soundscape research, the background level as well as
the time structure of noise peaks are important. However, these indicators

cannot be estimated easily by current noise prediction models, based on
static traffic flows. Therefore, a dynamic traffic noise model was used,
based on a microscopic traffic simulation. This way, individual vehicles
can be traced, each having an associated set of noise sources that can
depend on vehicle properties such as speed and acceleration, as well as on
road properties such as the surface type. The model further consists of an
ISO 9613 based propagation component, which can account for multiple
reflections and diffractions. Maps of statistical noise levels, but also of
more complicated measures reflecting the time structure of the sound-
scape, can be produced. This way, the soundscape contribution of single
vehicles can be traced, as well as the influence of more general vehicle
properties, such as the contribution of vehicle acceleration noise to the
soundscape at junctions.
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11:30

2aNS9. Increased damping in irregular resonators. Bernard Sapoval
�Laboratoire de Physique de la Matiere Condensee, Ecole Polytechnique,
91128 Palaiseau, France�, Mark Asch �Universite de Picardie Jules Verne,
80039 Amiens, France�, Simon Felix, and Marcel Filoche �Ecole
Polytechnique, 91128 Palaiseau, France�

The relation between shape and damping of shallow acoustical cavities
has been studied numerically in the case where the dissipation occurs only
on the cavity walls. It is first found that whatever the type of geometrical

irregularity, many, but not all the modes are localized. It is shown that the
localization mechanism is what is called weak localization. The more ir-
regular, the smaller the quality factors are found. However this effect is
very different for the non-localized and the localized modes. For non-
localized modes the damping increases roughly proportionally to the cav-
ity surface. The localized modes are even more damped. These results
generalize the results already obtained both numerically and experimen-
tally on prefractal acoustical cavities. �B. Sapoval, O. Haeberle, and S.
Russ, J. Acoust. Soc. Am. 102, 2014–2019 �1997�; B. Hebert, B. Sapoval,
and S. Russ, ibid. 105, 1567–1576 �1999��.

TUESDAY MORNING, 17 MAY 2005 REGENCY B, 7:55 A.M. TO 12:00 NOON

Session 2aPA

Physical Acoustics, Engineering Acoustics and Noise: Infrasound: A New Frontier in Monitoring
the Earth I

Wayne N. Edwards, Cochair
Dept. of Earth Sciences, Univ. of Western Ontario, 1151 Richmond St., London, ON N6A 5B7, Canada

David E. Norris, Cochair
BBN Technologies, 1300 North 17th St., Arlington, VA 22209

Chair’s Introduction—7:55

Invited Papers

8:00

2aPA1. Infrasound associated with the 2004 Sumatra megathrust earthquake and tsunami. Milton Garces, Pierre Caron, and
Claus Hetzer �Infrasound Lab., Univ. of Hawaii, Manoa, 73-4460 Queen Kaahumanu Hwy., #119, Kailua-Kona, HI 96740-2638�

Multiple infrasound arrays in the Pacific and Indian Oceans that are part of the International Monitoring System �IMS� observed
three distinct waveform signatures associated with the December 26, 2004 Sumatra earthquake and tsunami. Infrasound station in
Palau, Diego Garcia, Madagascar, and Kenya observed �1� seismic arrivals (P , S and surface� from the earthquake, �2� T-phases,
propagated along SOFAR channel in the ocean, and coupled back to the ground, and �3� infrasonic arrivals associated with either the
tsunami generation mechanism or the motion of the ground above sea level. All signals were recorded by the pressure sensors in the
arrays. The seismic and T-phase recordings are due to the sensitivity of the MB2000 microbarometers to ground vibration, whereas
the infrasound arrivals correspond to dispersed acoustic waves propagated through atmospheric waveguides. It appears that the arrival
of the tsunami, as well as oceanic infragravity waves following the tsunami, were not observed by the infrasound stations. We show
the prominent features of the arrivals, present source location estimates, discuss the absence of a signal associated with the tsunami
arrival, and consider the potential for using infrasound as a discriminant for tsunami genesis.

8:20

2aPA2. Acoustic surveillance for hazardous eruptions „ASHE…. David McCormack �Geological Survey of Canada, 7 Observatory
Crescent, Ottawa, ON, Canada K1A 0Y3, cormack@seismo.nrcan.gc.ca�, Henry Bass �Univ. of Mississippi, University, MS 38677�,
Milton Garces �Univ. of Hawaii, Manoa, Kailua-Kona, HI 96740-2638�, and Hugo Yepes �Escuela Politcnica Nacional, Casilla
17-01-2759, Quito, Ecuador�

The potential of using infrasound to rapidly identify explosive volcanic eruptions has been discussed in the environmental
acoustics and aviation safety communities for some time. The ability of sounds in the 0.01–10 Hz range to propagate for long
distances with little attenuation suggests broad-area regional monitoring with a modest number of observing sites is possible. The
ASHE experiment tests both the practical utility of infrasound as a regional-scale volcanic eruption detection tool, and the feasibility
of using such an infrasound system to provide timely operational alerts to aviation through Volcanic Ash Advisory Centres �VAACs�.
Several infrasound arrays are deployed in a volcanic region, sending data in real time to a central detector, and onward to participating
VAACs for comparison with existing warning systems. The ASHE experiment will determine if infrasound can complement both
seismic and satellite observations to improve monitoring of volcanic hazard. Continuous acoustic surveillance can reduce the ambi-
guity between eruptive and purely seismic activity in an active volcano and provide additional estimates for the onset time of an
eruption. The onset time estimates can be used as triggers for ash transport models.
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8:40

2aPA3. Estimation of bolide energy using observed infrasound signals. Wayne N. Edwards �Dept. of Earth Sci., Univ. of Western
Ontario, London, ON, Canada N6A 5B7�, Peter G. Brown �Univ. of Western Ontario, London, ON, Canada N6A 3K7�, and Douglas
O. ReVelle �Los Alamos Natl. Lab., Los Alamos, New Mexico, 87545�

The acoustic amplitude-yield relationships including formal errors for a population of large and well-observed �greater than 0.05
kton� bolide events have been investigated. Using various signal measurements as a function of range, these data have been calibrated
against optical yield estimates from satellite measurements. A correction for the presence of stratospheric winds has also been applied
to the observations and is found to greatly improve the relationship correlation, remaining scatter may be due to variations amongst
the fireball population such as differing burst altitudes, greater or lesser amounts of fragmentation or the variability in the magnitude
of stratospheric winds, which can during certain times of the year be comparable to or exceed the strength of the winds themselves.
Comparison to point source, ground-level nuclear and high explosive airwave data with similar yields shows that observed bolide
infrasound is consistently lower in amplitude. This downward shift relative to nuclear and HE data is interpreted as due in part to
increased weak nonlinearity during signal propagation from higher altitudes. This is a likely explanation, since mean estimates of the
altitude of maximum energy deposition along the bolide trajectory was found to be between 20–30 km altitude for this fireball
population.

9:00

2aPA4. Numerical acoustic wave propagation in the atmosphere. Lars Ceranna �BGR, B3.11, Hannover, Germany� and Alexis
Le Pichon �CEA/DASE, Bruyeres-le-Chatel, France�

A method is presented which simulates the acoustic wave-field in the atmosphere using a Chebyshev pseudo spectral approach.
The aero-acoustic equation of motion is solved in spherical coordinates. The computational time is significantly reduced by applying
a rotationally symmetric approximation. Since the complete wave-field is calculated for the two-dimensional model the solution
provides pictures of the pressure propagation from the source to the receiver. These images make it possible to study two effects in
detail: How the sound and wind profiles affect the synthetic barograms for a fixed source, and in which way the source in space and
time is reflected in the synthetic recordings for a stationary elastic model. Examples for both applications are shown where measured
data are compared with synthetics. The recording at the German IMS station I26DE of the September 21, 2001, chemical explosion
in Toulouse is considered as a benchmark for synthetic barograms calculated for two-dimensional profiles based on NRL-G2S and
MSISE/HWM. In the second example the estimation of the source functions of super-sonic moving bodies is demonstrated. The
synthetic waveforms are compared with the signals of two bolides recorded at the French IMS station I24FR at Tahiti from the
December 1, 2003.

9:20

2aPA5. Contribution of infrasound monitoring for atmospheric investigations. Alexis Le Pichon �CEA/DASE, BP12,
Bruyeres-le-Chatel 91680, France� and Doug Drob �Naval Res. Lab., Washington, DC 20375�

The French NDC currently receives data from a number of IMS-type infrasound stations. Continuous automatic processing of the
data is being performed in the �0.02–4� Hz frequency band in order to detect and characterize coherent infrasonic waves. Known and
quasi permanent infrasonic sources are needed to evaluate and improve upper-wind models. Microbaroms are detected throughout the
year on a global scale. Their monitoring reveals clear periodic trends in the detected bearings, providing further confirmation that
long-range propagation strongly depends on the atmospheric conditions, primarily on the seasonal variability of the zonal winds.
Infrasounds generated by active volcanoes also offer a unique opportunity for atmospheric studies. Recent observations in Vanuatu
�New-Hebrides Islands� covering one full year show a maximal peak-to-peak azimuth deviation of �15. Infrasound observations are
used as input of an inversion procedure to evaluate more precisely the vertical structure of the wind above the stratosphere in a range
of altitude unaccessible to ground based or satellite measurements. With the increasing number of IMS stations being deployed,
continuing systematic investigations into infrasonic signals from volcanoes will certainly help to advance the development of opera-
tional infrasound monitoring, and significant contributions to the understanding of atmospheric propagation could be expected.

9:40

2aPA6. Detecting and characterizing infrasound signals with optical fiber infrasound sensors. Kristoffer Walker, Mark
Zumberge, Jonathan Berger, Michael Hedlin �Inst. of Geophys. and Planetary Phys., Scripps Inst. of Oceanogr., Univ. of California,
San Diego, La Jolla, CA 92093-0225�, and Stephen Arrowsmith �Univ. of California, San Diego, La Jolla, CA 92093-0225�

Optical Fiber Infrasound Sensors �OFIS� are long compliant tubes wrapped with two optical fibers that interferometrically measure
the differential pressure variation along the length of the tube. Because each sensor averages spatially along the length of the tube, the
frequency response of the recorded pressure variation is a function of the orientation of the OFIS sensor relative to the back azimuth
and incidence angle of the incoming wave. We have exploited this property to investigate the ability of various OFIS geometries to
determine the back azimuth of infrasound signals. We have found that an OFIS comprised of two orthogonal 89-m-long arms having
their centers separated by 63 m can resolve the back azimuth of most infrasound signals with a good signal-to-noise ratio. We find a
good match between the back azimuths determined with our technique and those determined for the same signals recorded on the
co-located pipe array I57US with the Progressive Multichannel Cross-Correlation technique. Based on these results and additional
synthetic tests, we have built and are testing a larger OFIS with several arms that will be able to resolve signals from all directions and
with small signal-to-noise ratios.
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10:00–10:30 Break

Contributed Papers

10:30

2aPA7. Listening to shower meteors with infrasound. Wayne N.
Edwards �Dept. of Earth Sci., Univ. of Western Ontario, London, ON,
Canada N6A 5B7�, Peter G. Brown �Univ. of Western Ontario, London,
ON, Canada N6A 3K7�, Pavel Spurny �Astronomical Inst. of the Acad. of
Sci. of the Czech Republic, Czech Republic�, and Douglas O. ReVelle
�Los Alamos Natl. Lab., Los Alamos, NM 87545�

Observations of the Leonid and Perseid meteor showers over the last
few years in Europe using multiple camera systems, including the Euro-
pean Fireball Camera Network, have shown several bright meteors �abs.
magnitudes �8 to �16) passing nearby to the IMS infrasound array in
Freyung, Germany �I26DE�. Subsequent checks of I26DE data show that
these meteors were also detected infrasonically. This combination of opti-
cal location of the meteor in flight and microbarometer array beamforming
has provided an excellent opportunity to delimit the altitudes at which
these infrasound signals are being generated. UKMO temperature and
wind data from the UARS satellite has been combined with MSIS and
HWM models to reconstruct the acoustic velocity conditions present dur-
ing observations. Using the reconstructed conditions, geometric ray trac-
ing indicates that the source altitudes lie between approximately 80 to 105
kilometers; array back-azimuths appear to confirm this conclusion. This is
extraordinary since meteoroids of this size, at these altitudes in the atmo-
sphere, are in the transitional region from free-molecular flow to con-
tinuum flow. With these observations there is now confirmed infrasound
from three separate meteor showers; the Leonids, Geminids and Perseids,
meaning that meteor shower infrasound is much more common than pre-
viously thought.

10:45

2aPA8. Infrasound remote sensing of the upper atmosphere. Douglas
Drob, Micheal Picone �E.O. Hulburt Ctr. for Space Res., Naval Res. Lab.,
4555 Overlook Ave., Washington, DC 20375�, and Robert Meier �School
of Computational Sci., Fairfax, VA 22030�

We investigate the prospects for utilizing infrasound signals from geo-
physical sources to improve our knowledge of upper atmospheric winds
and temperatures. We present results from numerical experiments de-
signed to quantify the statistical performance of an idealized infrasonic
upper atmospheric remote sensing network over a range of propagation
modeling assumptions, source types, and geophysical variables. For a se-
ries of hypothetical events, infrasonic observables are calculated with a
spherical 3-D ray tracer and series of atmospheric profiles spanning the
range of geophysical parameters. These synthetic measurements are then
inverted to estimate the original atmospheric background fields. A nonlin-
ear least-squares estimation procedure that accounts for uncertainties in
both the dependent and independent variables is used. The retrieved atmo-
spheric profiles are represented by a set of truncated empirical orthogonal
functions to incorporate a priori knowledge of atmospheric structure and
reduce the number of parameters. Our numerical experiments indicate that
it is indeed possible to make meaningful estimates of upper atmospheric
environmental profiles with today’s infrasound networks. �Work supported
by the Office Naval Research.�

11:00

2aPA9. Scattering of sound and infrasound waves by internal gravity
waves in the atmosphere. Vladimir E. Ostashev �NOAA/ETL 325
Broadway, Boulder, CO 80305 and Phys. Dept., New Mexico State Univ.,
Las Cruces, NM 88003�, Igor P. Chunchuzov �Obukhov Inst. of
Atmospheric Phys., Moscow, Russia�, and D. Keith Wilson �U.S. Army
Engineer Res. and Development Ctr., Hanover, NH 03755�

Internal gravity waves �IGW� propagating in the atmosphere produce
highly anisotropic fluctuations in temperature and wind velocity that are
stretched in a horizontal direction. These fluctuations can significantly
affect sound propagation in a night-time boundary layer and infrasound

propagation in the stratosphere. In this paper, 3-D spectra of temperature
and wind velocity fluctuations due to IGW, recently derived in the litera-
ture for the limiting case of large wave numbers, are generalized to ac-
count for small wave numbers. The generalized 3-D spectra are then used
for development of a theory of sound propagation through and scattering
by IGW. First, the sound scattering cross-section due to IGW is calculated.
It is shown that the dependence of this scattering cross-section on param-
eters of the problem �the scattering angle, sound frequency, etc.� is quali-
tatively different from that for the case of sound scattering by isotropic
turbulence. Second, the mean sound field and the transverse coherence
function of a plane sound wave propagating in the atmosphere with IGW
are calculated and compared with those for sound propagating through
isotropic turbulence. �Work supported by ARO, Grant DAAD19-01-1-
0640, and RFBR, Grant 03-05-04001.�

11:15

2aPA10. Parabolic equation „PE… model approximations and
implications for infrasound. David E. Norris �BBN Technologies,
1300 N. 17th St., Ste. 400, Arlington, VA 22209, dnorris@bbn.com�

The continuous-wave parabolic equation �PE� model is widely used in
the prediction of atmospheric propagation. In this study, the effects of
several PE approximations are evaluated in the context of long-range in-
frasonic propagation. Specifically, the focus is on quantifying: phase errors
resulting from different split-step Fourier �SSF� implementations, solution
stability with respect to step size, and prediction sensitivity to the choice
of reference sound speed. The tradeoff between improved performance
gain and increased computational loading will also be considered. The
study will include comparison of PE waveform predictions with measure-
ments from infrasonic events. These comparisons are of interest in assess-
ing the PE modeling performance, applicability, and limitations. Wave-
form predictions are made by integrating the continuous-wave PE model
into a Fourier-synthesis Time-domain PE �TDPE�.

11:30

2aPA11. Modeling volcanic infrasound propagation using the
parabolic equation. Geoffrey F. Edelmann, Douglas P. Drob, Joseph F.
Lingevitch, Michael D. Collins �Naval Res. Lab., 4555 Overlook Ave.
SW, Washington DC, 20375�, and Alexis Le Pichon �CEA/DASE BP12,
91680 Bruyeres-le Chatel, France�

Infrasound originating from volcanic sources in the 1–4 Hz range is
detectable at long ranges by remote monitoring stations. The effects of
wind, in addition to the atmospheric sound speed, is non-negligible for the
propagation of these signals. Recent developments in parabolic equation
�PE� methods are applicable to infrasonic propagation where both wide-
angles and high-Mach number atmospheric flows are important. We apply
this model to infrasonic data measured from volcanoes in the Archipelago
of Vanuatu in Oceania �e.g., LePichon et al., 2005�, as well as other
potentially active volcanoes. The diurnal variations and seasonal variations
in measured pressure amplitudes are modeled in the context of recent
multi-year observations of volcanic infrasound. The significance of upper
atmospheric tidal amplitudes, range dependence, and prevailing gravity
waves structure in these calculations are also considered. �Work supported
by ONR.�

11:45

2aPA12. Use of improved propagation models to investigate novel
infrasound signals. Joydeep Bhattacharyya and Robert Gibson �BBN
Technologies, 1300 N. 17th St., #400, Arlington, VA 22209,
joydeep@bbn.com�

The recent availability of improved infrasound propagation modeling
tools and the installation of infrasound arrays in regions of sparse cover-
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age provide new opportunities for analysis of rare signals. Analyses are
presented resulting from recent natural and manmade events, and insights
are discussed. Events of interest include the train explosion in Iran of
February 18, 2004 and the South Asian tsunami event of December 26,
2004. Using near-real-time environmental profiles and infrasound propa-

gation models, it is shown that the predicted travel times, azimuth devia-
tion and signal duration closely match the observed values. As the dataset
of such events is small, predictive modeling can be a valuable tool in
developing detection strategies for such events and may ultimately lead to
a decreased incidence of false alarms in global monitoring.

TUESDAY MORNING, 17 MAY 2005 REGENCY C, 9:00 TO 11:50 A.M.

Session 2aPP

Psychological and Physiological Acoustics and Speech Communication: Current Issues
in Auditory Spectral Integration

Lawrence L. Feth, Cochair
Ohio State Univ., Speech and Hearing Science, 1070 Carmack, Columbus, OH 43210-1372

Robert A. Fox, Cochair
Ohio State Univ., Speech and Hearing Science, 1070 Carmack, Columbus, OH 43210-1372

Chair’s Introduction—9:00

Invited Papers

9:05

2aPP1. Spectral integration in speech and non-speech sounds. Ewa Jacewicz �Dept. Speech and Hearing Sci., Ohio State Univ.,
Columbus, OH 43210-1002�

Spectral integration �or formant averaging� was proposed in vowel perception research to account for the observation that a
reduction of the intensity of one of two closely spaced formants �as in /u/� produced a predictable shift in vowel quality �Delattre
et al., Word 8, 195–210 �1952��. A related observation was reported in psychoacoustics, indicating that when the components of a
two-tone periodic complex differ in amplitude and frequency, its perceived pitch is shifted toward that of the more intense tone
�Helmholtz, App. XIV �1875/1948��. Subsequent research in both fields focused on the frequency interval that separates these two
spectral components, in an attempt to determine the size of the bandwidth for spectral integration to occur. This talk will review the
accumulated evidence for and against spectral integration within the hypothesized limit of 3.5 Bark for static and dynamic signals in
speech perception and psychoacoustics. Based on similarities in the processing of speech and non-speech sounds, it is suggested that
spectral integration may reflect a general property of the auditory system. A larger frequency bandwidth, possibly close to 3.5 Bark,
may be utilized in integrating acoustic information, including speech, complex signals, or sound quality of a violin.

9:25

2aPP2. The dispersion-focalization theory of sound systems. Jean-Luc Schwartz, Christian Abry, Louis-Jean Boë, Nathalie Vallée
�Institut de la Commun. Parlée, UMR 5009 CNRS, INPG, Université Stendhal, 46 Av. Félix Viallet, 38031 Grenoble Cedex 1, France�,
and Lucie Ménard �Univ. du Québec à Montréal, Montréal, Canada H3C 3P8�

The Dispersion-Focalization Theory states that sound systems in human languages are shaped by two major perceptual constraints:
dispersion driving auditory contrast towards maximal or sufficient values �B. Lindblom, J. Phonetics 18, 135–152 �1990�� and
focalization driving auditory spectra towards patterns with close neighboring formants. Dispersion is computed from the sum of the
inverse squared inter-spectra distances in the (F1, F2, F3, F4) space, using a non-linear process based on the 3.5 Bark critical
distance to estimate F2’. Focalization is based on the idea that close neighboring formants produce vowel spectra with marked peaks,
easier to process and memorize in the auditory system. Evidence for increased stability of focal vowels in short-term memory was
provided in a discrimination experiment on adult French subjects �J. L. Schwartz and P. Escudier, Speech Comm. 8, 235–259 �1989��.
A reanalysis of infant discrimination data shows that focalization could well be the responsible for recurrent discrimination asymme-
tries �J. L. Schwartz et al., Speech Comm. �in press��. Recent data about children vowel production indicate that focalization seems
to be part of the perceptual templates driving speech development. The Dispersion-Focalization Theory produces valid predictions for
both vowel and consonant systems, in relation with available databases of human languages inventories.

9:45

2aPP3. Exploring the role of spectral integration in the perception of vowel sounds. Randy L. Diehl �Dept. of Psych. and Ctr.
for Perceptual Systems, Univ. of Texas, Austin, TX 78712�

Building on the important work of Chistovich and Lublinskaya �Hearing Res. 1, 185–195 �1979��, Syrdal �Speech Commun. 4,
121–135 �1985�� proposed that vowel category boundaries tend to occur in quantal regions corresponding to a 3.5 Bark bandwidth of
spectral integration. This proposal was shown to be consistent with acoustic distributions of certain American English vowels. Some
initial perceptual results �K. A. Hoemeke and R. L. Diehl, J. Acoust. Soc. Am. 96, 661–674 �1994�� also tended to support the role
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of a 3.5 Bark integrator in determining major perceptual boundaries among vowel categories. However, other evidence, reviewed here,
raises doubts about the generality of Syrdal’s proposal. The negative evidence includes both within- and cross-language variation in
the location of vowel category boundaries assumed to be governed by the 3.5 Bark integrator and the absence of elevated discrim-
inability in putative quantal regions corresponding to the spectral limit of integration. �Work supported by NIDCD.�

10:05–10:20 Break

10:20

2aPP4. Similarities and differences in the perception of formant frequency transitions and center-of-gravity glides. Valentina
Lublinskaja �Pavlov Inst. of Physiol., Russian Acad. of Sci., Makarova nab. 6, St.-Petersburg, 199034, Russia, valub@infran.ru�

In Lublinskaja �1996� the spectral ‘‘center-of-gravity’’ �COG� effect was observed in the identification of synthetic vowels in
which the amplitude ratio of F2 and F3 was gradually changed in time, formant frequencies being constant. The stimuli with such
virtual formant transitions �VT� were perceived as diphthong-like Russian vowels when F3�F2�4.5 Bark. Within this F3�F2
frequency separation, the stimuli with the dynamic perceptual formant (F2*) were identified as their equivalent vowels with real F2
and F3 transitions �FT�. But the perception of both types of transitions was not identical. Generally, the VT signals were less salient
than FT. Within smaller F2�F3 separations (F2*�1.68 Bark), the VT signals were first identified with 100%-accuracy as
diphthong-like vowels and with larger F2* the glide transitions were gradually less perceptible. With separations F3�F2
�4.5 Bark the VT stimuli were identified as stationary vowels, and listeners’ decisions were based on terminal values of F2*.
Reduced salience of VT glides relative to FM tones was also reported for non-speech signals �Dawson and Feth, ARLO 5, 95–99
�2004��. The talk will discuss possible mechanisms for why VT signals are less perceptually prominent than FT sounds.

10:40

2aPP5. Spectral integration in the processing of dynamic place cues for stops. Robert Allen Fox and Marc Smith �Dept. Speech
and Hearing Sci., Ohio State Univ., Columbus, OH 43210-1002�

Chistovich and her colleagues have proposed the spectral ‘‘center-of-gravity’’ �COG� hypothesis suggesting that for static signals
�such as steady-state vowels� spectral integration of two or more formant peaks may occur over a range of 3.5 Bark. More recently,
studies have examined dynamic COG effects by modifying the amplitude of formants in time in order to create diphthong percepts.
This presentation will review data demonstrating the COG effect in the processing of dynamic cues to place of articulation in stops
in both voiced �da�-�ga� and voiceless �ta�-�ka� series. By changing only the amplitudes over time of a pair of sinewaves �in �da�-�ga��
or a pair of narrow band noise signals �in �ta�-�ka�� a ‘‘virtual F3 glide’’ can be created which can serve to signal the alveolar-velar
place distinction. If these signals are played to listeners without being inserted into a base token, they are heard simply as frequency
glides and not as two separate tones. Listener identification and discrimination responses to CV tokens with virtual and real F3
frequency transitions show similar overall patterns, but virtual transitions are less salient place cues than real transitions. An auditory
model incorporating the dynamic COG effect will be described.

11:00

2aPP6. Auditory spectral integration of dynamic signals. Lawrence Feth �Dept. of Speech and Hearing Sci., Ohio State Univ.,
Columbus, OH 43210, feth.1@osu.edu�, Ashok Krishnamurthy, and Daniel Hack �Ohio State Univ., Columbus, OH 43210�

Auditory spectral integration often refers to the ability of the auditory system to sum information across a wide frequency range
to improve the detectability of a supra-critical bandwidth signal in a masking experiment. However, in other paradigms, the spectral
components of these broad bandwidth signals can be resolved by auditory system. These findings lead to a resolution versus
integration paradox for the frequency domain similar to the resolution versus integration paradox in the time domain that led to the
multiple-looks hypothesis �N. F. Viemeister and G. H. Wakefield, J. Acoust. Soc. Am., 90, 858–865 �1991��. In speech, spectral
integration refers to finding that two or more resonance peaks in a synthetic vowel can be approximated by a single peak located at
the spectral center-of-gravity �COG�. In 1996, Lublinskaja demonstrated that changing the COG of a two-resonance signal over time
leads listeners to hear a virtual frequency transition that follows the dynamic COG. Dynamic signals may require the auditory system
to take multiple looks in both time and frequency. This talk will present a series of psychoacoustic experiments using dynamic signals
and a computational model that incorporates peripheral auditory processing and a modification of the PSC model.

Contributed Papers

11:20

2aPP7. Difference between diotic and dichotic presentations on
audiovisual synchronization. Rie Nakamura and Kiyoaki Aikawa
�School of Media Sci., Tokyo Univ. of Technol., 1404-1 Katakuracho,
Hachioji, Tokyo 192-0982, Japan, aik@media.teu.ac.jp�

Significant differences were found between diotic and dichotic presen-
tations of auditory stimuli on audiovisual synchronization. Two types of
moving sphere were used for visual stimuli; �a� a sphere moved straight
from left to right at a constant velocity, and �b� it moved up and right and
then turned down and right at the midpoint. Auditory stimuli included �1�
a continuous pure tone �1000 Hz�, �2� a sequence of two short tones of 30

ms �1000 Hz�, �3� a sweep tone �500 Hz → 1500 Hz�, and �4� a
Frequency-Modulated tone �500 Hz → 1500 Hz → 500 Hz�. The duration
of these stimuli was 240 ms each. Visual stimuli were presented on a
Liquid-Crystal Display. Auditory stimuli were presented by headphones.
The time difference between auditory and visual stimuli was changed
between �360 ms and �360 ms. The sound source linearly moved from
left to right in case of dichotic presentation. Subjective tests, using the
forced-choice of synchronized or not, clarified the significant differences
between diotic and dichotic presentations when the auditory stimulus �1�

or �4� was presented with the visual stimulus �b�. No significance was
obtained for other combinations of auditory and visual stimuli. �Work
supported by NTT.�
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11:35

2aPP8. Frequency band-importance functions for auditory and
auditory-visual speech recognition. Ken W. Grant �Walter Reed Army
Medical Ctr., Army Audiol. and Speech Ctr., Washington, DC 20307-5001�

In many everyday listening environments, speech communication in-
volves the integration of both acoustic and visual speech cues. This is
especially true in noisy and reverberant environments where the speech
signal is highly degraded, or when the listener has a hearing impairment.
Understanding the mechanisms involved in auditory-visual integration is a
primary interest of this work. Of particular interest is whether listeners are
able to allocate their attention to various frequency regions of the speech
signal differently under auditory-visual conditions and auditory-alone con-

ditions. For auditory speech recognition, the most important frequency
regions tend to be around 1500–3000 Hz, corresponding roughly to im-
portant acoustic cues for place of articulation. The purpose of this study is
to determine the most important frequency region under auditory-visual
speech conditions. Frequency band-importance functions for auditory and
auditory-visual conditions were obtained by having subjects identify
speech tokens under conditions where the speech-to-noise ratio of differ-
ent parts of the speech spectrum is independently and randomly varied on
every trial. Point biserial correlations were computed for each separate
spectral region and the normalized correlations are interpreted as weights
indicating the importance of each region. Relations among frequency-
importance functions for auditory and auditory-visual conditions will be
discussed.

TUESDAY MORNING, 17 MAY 2005 REGENCY D, 8:00 A.M. TO 12:00 NOON

Session 2aSC

Speech Communication: Language Acquisition, Bilingual Studies and Category Learning „Poster Session…

Murray J. Munro, Chair
Dept. of Linguistics, Simon Fraser Univ., 8888 Univeristy Dr., Burnaby, BC V5A 1S6, Canada

Contributed Papers

All posters will be on display from 8:00 a.m. to 12:00 noon. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 8:00 a.m. to 10:00 a.m. and contributors of even-numbered papers will be at their
posters from 10:00 a.m. to 12:00 noon.

2aSC1. L1 literacy affects L2 pronunciation intake and text
vocalization. Martin Walton �Dept. Langues, Université Montesquieu
Bordeaux 4, Ave. Léon Duguit, 33608 PESSAC Cedex, France�

For both deaf and hearing learners, L1 acquisition calls on auditive,
gestural and visual modes in progressive processes over longer stages
imposed in strictly anatomical and social order from the earliest pre-
lexical phase �Jusczyk �1993�, Kuhl & Meltzoff �1996�� to ultimate lit-
eracy. By contrast, L2 learning will call on accelerating procedures but
with restricted input, arbitrated by L1 literacy as can be traced in the
English of French-speaking learners, whether observed in spontaneous
speech or in text vocalization modes. An inventory of their predictable
omissions, intrusions and substitutions at suprasegmental and syllabic lev-
els, many of which they can actually hear while unable to vocalize in
real-time, suggests that a photogenic segmentation of continuous speech
into alphabetical units has eclipsed the indispensable earlier phonogenic
module, filtering L2 intake and output. This competing mode analysis
hypothesizes a critical effect on L2 pronunciation of L1 graphemic pro-
cedures acquired usually before puberty, informing data for any Critical
Period Hypothesis or amounts of L1 activation influencing L2 accent
�Flege �1997, 1998�� or any psychoacoustic French deafness with regard
to English stress-timing �Dupoux �1997��. A metaphonic model �Howell &
Dean �1991�� adapted for French learners may remedially distance L1
from L2 vocalization procedures.

2aSC2. Lexical representation of novel L2 contrasts. Rachel Hayes-
Harb �Dept of Linguist., Univ. of Utah, 255 S. Central Campus Dr., Rm.
2328, Salt Lake City, UT 84112-0492, hayes-harb@linguistics.utah.edu�
and Kyoko Masuda �Georgia Inst. of Technol., Atlanta, GA 30332-0375�

There is much interest among psychologists and linguists in the influ-
ence of the native language sound system on the acquisition of second
languages �Best, 1995; Flege, 1995�. Most studies of second language

�L2� speech focus on how learners perceive and produce L2 sounds, but
we know of only two that have considered how novel sound contrasts are
encoded in learners’ lexical representations of L2 words �Pallier et al.,
2001; Ota et al., 2002�. In this study we investigated how native speakers
of English encode Japanese consonant quantity contrasts in their develop-
ing Japanese lexicons at different stages of acquisition �Japanese contrasts
singleton versus geminate consonants but English does not�. Monolingual
English speakers, native English speakers learning Japanese for one year,
and native speakers of Japanese were taught a set of Japanese nonwords
containing singleton and geminate consonants. Subjects then performed
memory tasks eliciting perception and production data to determine
whether they encoded the Japanese consonant quantity contrast lexically.
Overall accuracy in these tasks was a function of Japanese language ex-
perience, and acoustic analysis of the production data revealed non-native-
like patterns of differentiation of singleton and geminate consonants
among the L2 learners of Japanese. Implications for theories of L2 speech
are discussed.

2aSC3. L2 use and stimulus complexity in perceived acceent ratings.
Astrid Zerla Doty, Ruth Huntley Bahr �Dept. of Commun. Sci. and
Disord., Univ. of South Florida, PCD 1017, 4202 E. Fowler Ave., Tampa,
FL 33620, rbahr@chuma1.cas.usf.edu�, and Judith Becker Bryant �Univ.
of South Florida, Tampa, FL 33620�

Listener perception of accentedness has been shown to be influenced
by experience with L2 �measured by length of residence in US�. However,
frequency of L1 use and degree of linguistic complexity �defined by the
number of non-native phonetic features targeted� may provide more in-
sight into the role of experience in the perception of accentedness. Three
groups of listeners �monolingual English and Spanish �L1� speakers di-
vided into two groups of high and low use of English �L2�� rated the
accentedness of bilingual speakers who spoke with varying degrees of
accentedness. The speakers read sentences adapted from Magan �1998� to
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include linguistic aspects likely to be difficult for native Spanish speakers.
Listeners performed similarly in rating speakers degree of accent. Amount
of daily L1 use only influenced the ratings of the slightly accented group;
the high-use bilingual group rated these speakers as more accented than
the native English group, regardless of level of linguistic difficulty. These
results suggest that the high-use groups lack of L2 experience made them
less perceptually sensitive to certain phonetic features of English. Because
speakers did not make the predicted target errors, the listener groups may
have based their ratings on features not targeted in this investigation.

2aSC4. Training for learning Mandarin tones: A comparison of
production and perceptual training. Xinchun Wang �Dept. of
Linguist., California State Univ., Fresno, 5245 N. Backer Ave., M/S PB 92,
Fresno, CA 93740�

Mandarin Chinese lexical tones pose difficulties for non-native speak-
ers whose first languages contrast or do not contrast lexical tones. In this
study, both tone language and non-tone language speaking learners of
Mandarin Chinese were trained for three weeks to identify the four Man-
darin lexical tones. One group took the production training with both
visual and audio feedback using Kay Sona Speech II software. The target
tones produced by native Mandarin speakers were played back through a
pair of headphones and the pitch contours of the target tones were dis-
played on the computer screen on the top window to be compared with the
trainees productions which appear in real time in the bottom window.
Another group of participants took the perceptual training only with four-
way forced choice identification tasks with immediate feedback. The same
training tokens were used in both training modes. Pretest and post test data
in perception and production were collected from both groups and were
compared for effectiveness of training procedures.

2aSC5. Production quality of ÕrÕ and ÕlÕ liquids among Cantonese and
Mandarin ESL learners. Donald Derrick �Dept. of Linguist., Univ. of
British Columbia, 1866 Main Mall, Buchanan E270, UBC, Vancouver, BC,
Canada V6T 1Z1, dderrick@interchange.ubc.ca�

Perceptual interference theories suggest L2 language learners produce
phonemes based on their native language phonology �Iverson et al., 2004,
Cognition�. This present study investigated the impact of differing native
language segmental inventories on the acquisition of the English r/l con-
trast. Northern Mandarin dialects exhibit coda /r/ similar to the English
bunched /r/, while Cantonese exhibits no r-like liquids �Gick et al., 2003,
under review�. The Mandarin segmental inventory provides more of a
basis for acquiring the English r/l contrast than the Cantonese inventory. It
is therefore predicted that Mandarin speakers will acquire the r/l contrast
with a lower level of experience with English than the Cantonese speakers.
One Cantonese and two Mandarin ESL learners produced r/l sounds in
minimally contrastive English words in simple and complex onset, coda,
and intervocalic positions. The data were analyzed in two ways. Four
native English listeners were asked to judge for each word whether the
target consonant was /r/ or /l/. Also, ultrasound tongue images were ana-
lyzed for component /r/ and /l/ gestures. Results provided partial support
for the hypothesis. Implications for theories of second language acquisi-
tion will be discussed.

2aSC6. Native and non-native perception of phonemic length
contrasts in Japanese: Effects of speaking rate and presentation
context. Amanda Wilson, Hiroaki Kato �ATR Human Information Sci.
Labs., Kyoto 619-0288, Japan, kato@atr.jp�, and Keiichi Tajima �Hosei
Univ., Tokyo 102-8160, Japan�

Japanese words can be distinguished by the length of phonemes, e.g.,
‘‘chizu’’ �map� versus ‘‘chiizu’’ �cheese�. Perceiving these length contrasts
is therefore important for learning Japanese as a second language. The
present study examined native English listeners’ perception of length con-
trasts at different speaking rates and in different contexts. Stimuli con-

sisted of 20 Japanese word pairs that minimally contrasted in vowel
length, and 10 synthesized nonwords. The nonwords were created by
modifying the duration of the second vowel of the nonword ‘‘erete’’ along
a continuum �from ‘‘erete’’ to ‘‘ereete’’�. Stimuli were presented with or
without a carrier sentence at three rates �fast, normal, slow�. Rate was
either fixed or randomized trial by trial. Sixteen native English and 16
native Japanese listeners participated in a single-stimulus, two-alternative
forced-choice identification task. Results suggest that native Japanese lis-
teners’ identification boundaries systematically shifted due to changes in
speaking rate when the stimuli were in the context of a sentence with
mixed rates of presentation. In contrast, native English listeners show a
shift in the opposite direction, suggesting that they did not follow the
variation in speaking rate. These results will be discussed from the view-
point of training second-language phoneme perception. �Work supported
by JSPS.�

2aSC7. Children’s abilities to distinguish novel languages. Z. S. Bond
and Verna Stockmal �Dept. of Linguist., Ohio Univ., Athens, OH 45701�

When adults hear spoken samples of a language which they do not
know, they can often identify it and discriminate between languages even
when produced by the same talkers. Children have much less experience
making metalinguistic judgments. How do children respond to languages
which they do not know? We have conducted three experiments examining
the abilities of 4-year old and 8-year old children to discriminate between
spoken samples of different languages produced by bilingual talkers. We
constructed listening tests from 5-second phrases excerpted from fluent
reading provided by the talkers. In the three experiments, we progressively
simplified the response mode employed by the children as well as the
cognitive load of the task. Even in the simplest version, only a third of the
4-year-olds could do the task while the 8-year old children performed
above chance in all three experiments. The younger children tended to
respond different more than same, as if their criterion for same was iden-
tify.

2aSC8. Innovative ÕyeÕ and ÕweÕ sequences in recent loans in Japanese.
Timothy Vance and Yuka Matsugu �Univ. of Arizona, East Asian Studies,
P.O. Box 210105, Tucson, AZ 85721-0105�

The GV sequences /ye/ and /we/ do not occur in Japanese except
perhaps in recent loans. Katakana spellings of the relevant loans in au-
thoritative dictionaries are inconsistent, and it is not clear whether native
speakers treat them as containing the GV sequences /ye/ and /we/ or as
containing the VV sequences /ie/ and /ue/. Native speakers of Japanese
with minimal exposure to spoken English were recorded producing some
relevant loans in response to picture prompts. The same speakers were
also recorded producing some native words containing uncontroversial /ie/
and /ue/ sequences. All the productions are being analyzed acoustically to
determine whether they show the expected contrast between GV and VV
sequences. A VV sequence is disyllabic �and bimoraic� and should there-
fore have greater duration and more gradual formant movements than a
monosyllabic �and monomoraic� GV sequence. Utterance-initially, a VV
sequence should have a LH pitch pattern and should be preceded by a
nondistinctive glottal stop, whereas a GV sequence should have a H pitch
pattern and should have smooth onset.

2aSC9. Categorization of speech sounds by NorwegianÕEnglish
bilinguals. Audny T. Dypvik and Elzbieta B. Slawinski �Psych. Dept.,
Univ. of Calgary, 2500 University Dr., Calgary, AB, Canada T2N 1N4,
atdypvik@ucalgary.ca�

Bilinguals who learned English late in life �late bilinguals� as opposed
to those who learned English early in life �early bilinguals� differ in their
perception of phonemic distinctions. Age of acquisition of a second lan-
guage as well as depth of immersion into English is influenced by percep-
tual differences of phonemic contrasts between monolinguals and bilin-
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guals, with consequences for speech production. The phonemes /v/ and
/w/ are from the same category in Norwegian, rendering them perceptu-
ally indistinguishable to the native Norwegian listener. In English, /v/ and
/w/ occupy two categories. Psychoacoustic testing on this phonemic dis-
tinction in the current study will compare perceptual abilities of monolin-
gual English and bilingual Norwegian/English listeners. Preliminary data
indicates that Norwegian/English bilinguals demonstrate varying percep-
tual abilities for this phonemic distinction. A series of speech sounds have
been generated by an articulatory synthesizer, the Tube Resonance Model,
along a continuum between the postures of /v/ and /w/. They will be
presented binaurally over headphones in an anechoic chamber at a sound
pressure level of 75 dB. Differences in the perception of the categorical
boundary between /v/ and /w/ among English monolinguals and
Norwegian/English bilinguals will be further delineated.

2aSC10. Perception of coarticulated tones by non-native listeners.
Tessa Bent �2016 Sheridan Rd., Evanston, IL 60208, t-bent@
northwestern.edu�

Mandarin lexical tones vary in their acoustic realization depending on
the surrounding context. Native listeners compensate for this tonal coar-
ticulation when identifying tones in context. This study investigated how
native English listeners handle tonal coarticulation by testing native En-
glish and Mandarin listeners discrimination of the four Mandarin lexical
tones in tri-syllabic sequences in which the middle tone varied while the
first and last tones were held constant. Three different such frames were
tested. As expected, Mandarin listeners discriminated all pairs in all con-
texts with a high degree of accuracy. English listeners exhibited poorer
discrimination than Mandarin listeners and their discrimination accuracy
showed a high degree of context dependency. In addition to assessing
accuracy, reactions times to correctly discriminated different trials were
entered into a multidimensional scaling analysis. For both listener groups,
the arrangement of tones in perceptual space varied depending on the
surrounding context suggesting that listeners attend to different acoustic
attributes of the target tone depending on the surrounding tones. These
results demonstrate the importance for models of cross-language speech
perception of including contextual variation when characterizing the per-
ception of non-native prosodic categories. �Work supported by NIH/
NIDCD�

2aSC11. Plasticity in speech production and perception: A study of
accent change in young adults. Bronwen G. Evans and Paul Iverson
�Dept. of Phonet. and Linguist., Univ. College London, Wolfson House, 4,
Stephenson Way, London, NW1 2HE, UK bron@phon.ucl.ac.uk�

This study investigated plasticity in speech production and perception
among university students, as individuals change their accent from re-
gional to educated norms. Subjects were tested before beginning univer-
sity, 3 months later and on completion of their first year of study. At each
stage they were recorded reading a set of test words and a short passage.
They also completed two perceptual tasks; they found best exemplar lo-
cations for vowels embedded in carrier sentences and identified words in
noise. The results demonstrated that subjects changed their spoken accent
after attending university. The changes were linked to sociolinguistic fac-
tors; subjects who were highly motivated to fit in with their university
community changed their accent more. There was some evidence for a
link between production and perception; between-subject differences in
production and perception were correlated. However, this relationship was
weaker for within-subject changes in accent over time. The results suggest
that there were limitations in the ability of these subjects to acquire new
phonological rules.

2aSC12. Articulatory settings of French-English bilingual speakers.
Ian Wilson �Dept. of Linguist., Univ. of British Columbia, 1866 Main
Mall, Buchanan E270, Vancouver, BC, Canada V6T 1Z1, ilwilson@
interchange.ubc.ca�

The idea of a language-specific articulatory setting �AS�, an underlying
posture of the articulators during speech, has existed for centuries �Laver,
Historiogr. Ling. 5 �1978��, but until recently it had eluded direct measure-
ment. In an analysis of x-ray movies of French and English monolingual
speakers, Gick et al. �Phonetica �in press�� link AS to inter-speech posture,
allowing measurement of AS without interference from segmental targets
during speech, and they give quantitative evidence showing AS to be
language-specific. In the present study, ultrasound and Optotrak are used
to investigate whether bilingual English-French speakers have two ASs,
and whether this varies depending on the mode �monolingual or bilingual�
these speakers are in. Specifically, for inter-speech posture of the lips, lip
aperture and protrusion are measured using Optotrak. For inter-speech
posture of the tongue, tongue root retraction, tongue body and tongue tip
height are measured using optically-corrected ultrasound. Segmental con-
text is balanced across the two languages ensuring that the sets of sounds
before and after an inter-speech posture are consistent across languages.
By testing bilingual speakers, vocal tract morphology across languages is
controlled for. Results have implications for L2 acquisition, specifically
the teaching and acquisition of pronunciation.

2aSC13. Paired variability indices in assessing speech rhythm in
SpanishÕEnglish bilingual language acquisition. Richard Work, Jean
Andruski, Eugenia Casielles, Sahyang Kim �Wayne State Univ., Detroit,
MI 48202�, and Geoff Nathan �Wayne State Univ., Detroit, MI 48202�

Traditionally, English is classified as a stress-timed language while
Spanish is classified as syllable-timed. Examining the contrasting devel-
opment of rhythmic patterns in bilingual first language acquisition should
provide information on how this differentiation takes place. As part of a
longitudinal study, speech samples were taken of a Spanish/English bilin-
gual child of Argentinean parents living in the Midwestern United States
between the ages of 1;8 and 3;2. Spanish is spoken at home and English
input comes primarily from an English day care the child attends 5 days a
week. The parents act as interlocutors for Spanish recordings with a native
speaker interacting with the child for the English recordings. Following
the work of Grabe, Post and Watson �1999� and Grabe and Low �2002� a
normalized Pairwise Variability Index �PVI� is used which compares, in
utterances of minimally four syllables, the durations of vocalic intervals in
successive syllables. Comparisons are then made between the rhythmic
patterns of the child’s productions within each language over time and
between languages at comparable MLUs. Comparisons are also made with
the rhythmic patterns of the adult productions of each language. Results
will be analyzed for signs of native speaker-like rhythmic production in
the child.

2aSC14. Recognition of function words in 8-month-old
French-learning infants. Rushen Shi and Bruno Gauthier �Dept. of
Psych., Univ. of Quebec in Montreal, C.P. 8888, Succ. Ctr.-Ville, Montreal,
QC, Canada H3C 3P8�

Previous work has shown that German-learning 7-9-month-old infants
recognize function words �Hoehle and Weissenborn, 2003�. English-
learning infants recognize function words around 10.5-11 months �Schafer
et al. 1998; Shady, 1996; Shi et al., 2003, 2004�, and the highly frequent
determiner ‘‘the’’ at 8 months �Shi et al., 2004�. The present study inves-
tigates French-learning infants’ recognition of function words. As French
is a syllable-timing language, the fuller syllabic status may allow infants to
recognize function words earlier than English-learning infants. Syntacti-
cally and morphologically, functional elements occur more systematically
in French than in English, providing reliable statistical cues to functor
segmentation. Using a preferential looking procedure, we familiarized
8-month-olds with a target function word �‘‘des,’’ ‘‘la,’’ ‘‘mes’’ or ‘‘ta’’�,
and tested them with phrases containing the target versus a non-target.
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Results showed that infants’ looking time to the phrases containing the
targets versus those containing the non-targets differed significantly. Thus,
infants recognized the target functors in continuous speech. As the targets
included both high-frequency �‘‘des,’’ ‘‘la’’� and low-frequency �‘‘mes,’’
‘‘ta’’� function words, we suggest that infants may begin segmenting high-
frequency functors at an even younger age. The implications of early
processing of function words to language acquisition will be discussed.

2aSC15. Bilinguals reaction times and category goodness judgments
in two language-sets: Spanish and English. Adrian Garcia-Sierra
�Univ. of Texas, CMA A2-2001, Univ. Station A1100, Austin, TX 78712,
gasa@austin.utexas.edu�

Two monolingual groups �Spanish and English speakers� and one bi-
lingual group �Mexican-American� were compared in reaction times �RTs�
and category goodness �CG� ratings during the identification of a synthetic
continuum ranging from /ga/ to /ka/. The task consisted of two sessions
for the bilingual listeners and one session for the monolingual listeners.
Each session was performed in either a Spanish or English language-set.
Language-sets were defined by the language used by the researcher and by
filler sentences in the language of interest during the identification task
�e.g., what do you hear? or Qu fue lo que escuch?�. The results show that
voicing boundaries were different across all groups including bilinguals in
both language-sets �voicing boundary shift�. RTs were larger near the voic-
ing boundaries in all groups. Interestingly, bilinguals showed two RT
peaks, whereas monolinguals showed only one RT peak. In regard to CG,
participants were asked to rate how good exemplar each token was (1
�worst; 5�best). Bilinguals rated the synthetic continuum in both
language-sets. The scores given by the bilinguals differed in each
language-set at VOT values close to the voicing boundary.

2aSC16. Perceived nativeness and sensitivity to temporal adjustments
in speech. Yue Wang �Dept of Linguist., Simon Fraser Univ., Burnaby,
BC, Canada V5A 1S6, yuew@sfu.ca� and Dawn M. Behne �Norwegian
Univ. of Sci. and Technol., NO-7491 Trondheim, Norway�

Native Mandarin Chinese speakers productions of English consonant-
vowel �CV� syllables have shown syllable-internal temporal adjustments
in the direction of native �English�-like CVs �Wang and Behne, 2004�. The
current study presents two experiments investigating whether these tem-
poral adjustments affect perceived nativeness. For three production types
�native-English, Chinese productions of English, native-Chinese�, three
syllable-internal timing patterns �English-like, Chinese-English-like,
Chinese-like� were applied, resulting in nine stimuli types. Native English
listeners judged how English-like each stimulus was on a 7-point scale. In
the first experiment, production-types and timing patterns were random-
ized. Results show that listeners can reliably identify nativeness of the
three productions, with Chinese productions of English perceived as inter-
mediate to the native Chinese and native American English productions.
Listeners also showed a tendency toward using timing within the CV to
identify nativeness. In the second experiment the same materials were
therefore blocked by production type. Results reveal the perceptual sa-
liency of the temporal adjustments in nonnative productions. These find-
ings support a view of L2 acquisition as a gradual process toward the
target L2 �e.g., Caramazza et al., 1973�. The current study extends this
view, showing evidence that listeners can perceive the inter-language sys-
tem, bearing the nature of both L1 and L2.

2aSC17. Relation between perception and production ability during a
speech training course. Teruaki Tsushima and Mayumi Hamada
�Ryutsu Kagaku Univ., 3-1, Gakuen-Nishi-Machi, Nishi-Ku, Kobe,
651-2188, Japan�

Previous research has indicated that perception and production ability
are significantly related among L2 learners in natural learning settings.
The present study focused on the relation between these two abilities

during speech training, specifically examining whether perception or pro-
duction training alone led to improvements of production or perception
ability, and whether the order of perception and production training influ-
enced the improvement of the abilities. Forty-five Japanese university stu-
dents received thirteen-week perception and production training on six
American English contrasts �e.g., b/v, l/r�. One group received perception
training first, followed by production training, while the order of training
was reversed for the other group. It was found that the initial perception
training in the former group resulted in a significant but relatively weak
transfer to improvements of production ability, while the initial production
training in the latter group showed a significant and strong transfer to
those of perception ability. It was also shown that the improvements of
perception and production ability during the speech training were signifi-
cantly related in both groups. The order of training, however, did not
significantly influence the overall degree of improvements in either of the
abilities. Implications for speech learning models will be discussed.

2aSC18. The effect of L1 prosodic backgrounds of Cantonese and
Japanese speakers on the perception of Mandarin tones after
training. Connie K. So �Dept. of Linguist., Simon Fraser Univ.,
Burnaby, BC, Canada V5A 1S6, klso@sfu.ca�

The present study investigated to what extent ones’ L1 prosodic back-
grounds affect their learning of a new tonal system. The question as to
whether native speakers of a tone language perform differently from those
of a pitch accent language will be addressed. Twenty native speakers of
Hong Kong Cantonese �a tone language� and Japanese �a pitch accent
language� were assigned to two groups. All of them had had no prior
knowledge of Mandarin, and had never received any form of musical
training before they participated in the study. Their performance of the
identification of Mandarin tones before and after a short-term training was
compared. Analysis of listeners’ tonal confusions in the pretest, posttest,
and generalization tests revealed that both Cantonese and Japanese listen-
ers had more confusion for two contrastive tone pairs: Tone 1–Tone 4, and
Tone 2–Tone 3. Moreover, Cantonese speakers consistently had greater
difficulty than Japanese speakers in distinguishing the tones in each pair.
These imply that listeners L1 prosodic backgrounds are at work during the
process of learning a new tonal system. The findings will be further dis-
cussed in terms of the Perceptual Assimilation Model �Best, 1995�. �Work
supported by SSHRC.�

2aSC19. How auditory discontinuities and linguistic experience affect
the perception of speech and non-speech in English- and Spanish-
speaking listeners. Jessica F. Hay �Dept. Psych., Univ. of Texas, Austin,
TX 78712, hay@psy.utexas.edu�, Lori L. Holt �Carnegie Mellon Univ.,
Pittsburgh, PA 15213�, Andrew J. Lotto �Boys Town Natl. Res. Hospital,
Omaha, NE 68131�, and Randy L. Diehl �Univ. of Texas, Austin, TX
78712�

The present study was designed to investigate the effects of long-term
linguistic experience on the perception of non-speech sounds in English
and Spanish speakers. Research using tone-onset-time �TOT� stimuli, a
type of non-speech analogue of voice-onset-time �VOT� stimuli, has sug-
gested that there is an underlying auditory basis for the perception of stop
consonants based on a threshold for detecting onset asynchronies in the
vicinity of �20 ms. For English listeners, stop consonant labeling bound-
aries are congruent with the positive auditory discontinuity, while Spanish
speakers place their VOT labeling boundaries and discrimination peaks in
the vicinity of 0 ms VOT. The present study addresses the question of
whether long-term linguistic experience with different VOT categories af-
fects the perception of non-speech stimuli that are analogous in their
acoustic timing characteristics. A series of synthetic VOT stimuli and TOT
stimuli were created for this study. Using language appropriate labeling
and ABX discrimination tasks, labeling boundaries �VOT� and discrimi-
nation peaks �VOT and TOT� are assessed for 24 monolingual English
speakers and 24 monolingual Spanish speakers. The interplay between
language experience and auditory biases are discussed. �Work supported
by NIDCD.�
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2aSC20. Method for automatic measurement of second language
speaking proficiency. Jared Bernstein and Jennifer Balogh �Ordinate
Corp., Menlo Park, CA 94025�

Spoken language proficiency is intuitively related to effective and ef-
ficient communication in spoken interactions. However, it is difficult to
derive a reliable estimate of spoken language proficiency by situated elici-
tation and evaluation of a person’s communicative behavior. This paper
describes the task structure and scoring logic of a group of fully automatic
spoken language proficiency tests �for English, Spanish and Dutch� that
are delivered via telephone or Internet. Test items are presented in spoken
form and require a spoken response. Each test is automatically-scored and
primarily based on short, decontextualized tasks that elicit integrated lis-
tening and speaking performances. The tests present several types of tasks
to candidates, including sentence repetition, question answering, sentence
construction, and story retelling. The spoken responses are scored accord-
ing to the lexical content of the response and a set of acoustic base mea-
sures on segments, words and phrases, which are scaled with IRT methods
or parametrically combined to optimize fit to human listener judgments.
Most responses are isolated spoken phrases and sentences that are scored
according to their linguistic content, their latency, and their fluency and
pronunciation. The item development procedures and item norming are
described.

2aSC21. Effects of linguistic experience on early levels of perceptual
tone processing. Tsan Huang �Dept. of Linguist., SUNY Buffalo, 609
Baldy Hall, Buffalo, NY 14260� and Keith Johnson �UC Berkeley,
Berkeley, CA 94720-2650�

This study investigated the phenomenon of language-specificity in
Mandarin Chinese tone perception. The main question was whether lin-
guistic experience affects the earliest levels of perceptual processing of
tones. Chinese and American English listeners participated in four percep-
tion experiments, which involved short inter-stimulus intervals �300 ms or
100 ms� and an AX discrimination or AX degree-of-difference rating task.
Three experiments used natural speech monosyllabic tone stimuli and one
experiment used time-varying sinusoidal simulations of Mandarin tones.
AE listeners showed psychoacoustic listening in all experiments, paying
much attention to onset and offset pitch. Chinese listeners showed
language-specific patterns in all experiments to various degrees, where
tonal neutralization rules reduced perceptual distance between two other-
wise contrastive tones for Chinese listeners. Since these experiments em-
ployed procedures hypothesized to tap the auditory trace mode �Pisoni,
Percept. Psychophys. 13, 253–260 �1973��, language-specificity found in
this study seems to support the proposal of an auditory cortical map
�Guenther et al., J. Acoust. Soc. Am. 23, 213–221 �1999��. But the model
needs refining to account for different degrees of language-specificity,
which are better handled by Johnsons �2004, TLS03:26-41� lexical dis-
tance model, although the latter model is too rigid in assuming that lin-
guistic experience does not affect low-level perceptual tasks such as AX
discrimination with short ISIs.

2aSC22. Perceptual and production variables in explicating
interlanguage speech intelligibility benefit. Amee P. Shah and Zoi
Vavva �Dept. of Speech and Hearing, Cleveland State Univ., 2121 Euclid
Ave., MC 431-B, Cleveland, OH 44115, a.shah101@csuohio.edu�

This study attempts to investigate the importance of the degree of
similarity or difference in the language backgrounds of the speakers and
listeners, as it interacts differentially in intelligibility judgment of foreign-
accented speech �Bent and Bradlow, 2003�. The present study attempts to
clarify the distinction in the matched and mismatched listening conditions,
in context of addressing the overarching question whether auditory expo-
sure to a language alone, without corresponding proficiency in production
of that language, can provide a listening advantage. Particularly, do listen-
ers understand accented-English speech spoken by native individuals of
the language to which they are exposed to, as compared to listeners with-
out that exposure? Greek-accented English speakers �and native monolin-

gual English speakers� were judged for their speech intelligibility by four
groups of listeners (n�10, each�: native Greek speakers �matched�,
Greek-Americans �matched only through auditory exposure to Greek with-
out any corresponding spoken proficiency�, native monolingual American-
English speakers �unmatched�, and a mixed group �mismatched�. Pilot
data have shown that the intelligibility judgments by Greek-American lis-
teners are intermediate to the native Greeks, and both the American-
English and the mixed group. Further data-collection is underway, and will
be presented as they bear important theoretical and clinical implications.

2aSC23. Phonological systems in bilinguals: Age of learning effects on
the stop consonant systems of Korean-English bilinguals. Kyoung-Ho
Kang and Susan G. Guion �Dept. of Linguist., 1290 Univ. of Oregon,
Eugene, OR 97403, kkang@darkwing.uoregon.edu�

The stop systems of adult Korean �L1�-English �L2� bilinguals were
studied through acoustic analysis of Korean and English stop productions.
The interaction of the first and second language stop systems was inves-
tigated as a function of age of exposure to English. The main goals of the
investigation were to examine the extent to which early and the late bilin-
guals produced a given stop category in a native-like way and the extent to
which the two stop systems were held independent from each other in the
phonological systems of the bilinguals. Two specific questions were asked:
whether early bilinguals were more native-like in the production of En-
glish stops and thus were more likely to establish L2 phonetic categories
than late bilinguals, and whether the Early bilinguals maintain a greater
extent of independence between the Korean and English stop systems than
the late bilinguals. For this purpose, productions of Korean and English
stops were analyzed in terms of three acoustic-phonetic properties, VOT,
H1�H2, and f 0. The results suggested that fine-grained phonetic infor-
mation is crucial to investigation of bilingual phonological systems and
they were discussed in terms of the role of perceived phonetic distance
between L1 and L2 phonetic categories in L2 speech learning.

2aSC24. Validation of an automatic measurement of Spanish speaking
proficiency. Elizabeth Rosenfeld, Jared Bernstein, and Jennifer Balogh
�Ordinate Corp., Menlo Park, CA�

A 15-min computer-based test of spoken Spanish was designed to
measure candidate proficiency in Spanish. The test presents seven tasks:
reading, elicited imitation, word opposites, short-answer questions, sen-
tence constructions, opinion questions, and story retellings. The tests were
presented to 579 adult non-native Spanish learners and to 552 native Span-
ish speakers. Expert human judgments of the non-native responses showed
that the spoken response material carried sufficient information for highly
reliable judgments of proficiency. In the development and validation pro-
cess, 57 000 responses were transcribed and 21 000 human judgments
were analyzed. The paper describes the validation of the automatic scoring
system with reference to concurrent oral proficiency interviews conducted
by professional raters certified by the US Government or by ACTFL. The
outcomes of the comparisons of the machine scored tests with interactive
human interviews and with human ratings from recorded speech indicate
that the test produces scores that have virtually the same information that
is found in oral proficiency interviews. Almost all assessments correlate
highly with the other assessments with coefficients in the range 0.86–0.96.
The test correlation with the combined interview scores (r�0.92) is
higher than the inter-rater reliability of the professional interviewers them-
selves.

2aSC25. An acoustic investigation of the Cantonese vowels in the
speech of the adult and child speakers. Wai-Sum Lee �Dept. of
Linguist., The Univ. of Hong Kong, Pokfulam Rd., Hong Kong, wsleeba@
hku.hk�

The study analyzes the formant center frequencies for the seven Can-
tonese vowels �i, y, u, 	 , œ , Å, a� from 30 native speakers of Cantonese,
10 male and 10 female adults and 5 male and 5 female 9–10 year old
children. Results show that the formant frequencies for the vowels are
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largest for the female children, followed by the male children, female
adults, and male adults in decreasing order. Despite the differences, the
patterns of formant frequencies for any one vowel for the different groups
are similar. The difference in F-values for any one vowel between the
male and female children is smaller than the difference between the male
and female adults. As for individual formant frequencies, the difference in
F1 between the males and females of the same age group and between the
adults and children of the same gender group is smaller for the high
vowels �i, y, u� than the non-high vowels �	 , œ , Å, a�. The difference in
F2 between the males and females of the same age group and between the
adults and children of the same gender group is smaller for the high
rounded vowels �y, u� than the other vowels. The paper will also present
the ratios of speaker group-to-speaker group for individual formant fre-
quencies.

2aSC26. Voice onset time „VOT… in Canadian French and English:
Monolingual and bilingual adults. Andrea A. N. MacLeod and Carol
Stoel-Gammon �Dept. of Speech and Hearing Sci., Univ. of Washington,
1417 N.E. 42nd St., Seattle, WA 98119�

This study focused on the contrasts produced by early bilingual speak-
ers (n�6) across their two languages in comparison with monolingual
speakers �Canadian English �CE�, n�5; Canadian French �CF�, n�6).
VOT production was measured in monosyllabic CE and CF words that
began with one of four stop consonants, /p, b, t, d/ followed by one of
three vowels. A total of 14–18 words for each of the four stop consonants
for each language was elicited with a total number 1700 acoustically ana-
lyzed productions. The participants were tested individually in quiet rooms
using a single target language throughout the session. As expected, the
monolingual speakers produced a two-way contrast �statistically signifi-
cant: p�0.05): for CE speakers, short-lag VOT versus long-lag VOT; for
CF speakers, lead VOT versus short-lag VOT. Rather than producing a
two-way contrast �e.g., lead VOT versus lag VOT� or a three-way contrast
�e.g., lead VOT versus short-lag VOT versus long-lag VOT�, the bilingual
speakers produced a four-way contrast �statistically significant: p
�0.05): long lead VOT �CF /b, d/�, short lead VOT �CE /b, d/�, short-lag
VOT �CF /p, t/� and long-lag VOT �CE /p,t/�. These results suggest that
bilinguals are maintaining phonetic contrasts both within and across their
two languages.

2aSC27. The effect of speaking rate on perception of syllables in
second-language speech. Keiichi Tajima �Dept. of Psych., Hosei Univ.,
Tokyo 102-8160, Japan; ATR Human Information Sci. Labs., Kyoto
619-0288, Japan� and Reiko Akahane-Yamada �ATR Human Information
Sci. Labs., Kyoto 619-0288, Japan�

Past studies on second-language �L2� speech perception have sug-
gested that L2 learners have difficulty exploiting contextual information
when perceiving L2 utterances, and that they exhibit greater difficulty than
native listeners when faced with variability in temporal context. The
present study investigated the extent to which native Japanese listeners,
who are known to have difficulties perceiving English syllables, are influ-
enced by changes in speaking rate when asked to count syllables in spoken
English words. The stimuli consisted of a set of English words and non-
words varying in syllable structure spoken at three rates by a native En-
glish speaker. The stimuli produced at the three rates were presented to
native Japanese listeners in a random order. Results indicated that listen-
ers’ identification accuracy did not vary as a function of speaking rate,
although it decreased significantly as the syllable structure of the stimuli
became more complex. Moreover, even though speaking rate varied from
trial to trial, Japanese listeners’ performance did not decline compared to a
condition in which the speaking rate was fixed. Theoretical and practical
implications of these findings will be discussed. �Work supported by JSPS
and NICT.�

2aSC28. Learning to talk: A non-imitative account of the replication
of phonetics by child learners. Piers Messum �Dept. of Phonet. and
Linguist., UCL, Gower St., London WC1E 6BT, UK�

How is it that an English-speaking 5-year-old comes to: pronounce the
vowel of seat to be longer than that of sit, but shorter than that of seed; say
a multi-word phrase with stress-timed rhythm; aspirate the /p/s of pin,
polite, and spin to different degrees? These are systematic features of
English, and most people believe that a child replicates them by imitation.
If so, he is paying attention to phonetic detail in adult speech that is not
very significant linguistically, and then making the effort to reproduce it.
With all the other communicative challenges he faces, how plausible is
this? An alternative, non-imitative account of the replication of these fea-
tures relies on two mechanisms: �1� emulation, and �2� the conditioning of
articulatory activity by the developing characteristics of speech breathing.
The phenomena above then become no more than expressions of how a
child finds ways to warp his phonetic output in order to reconcile conflict-
ing production demands. The criteria he uses to do this make the chal-
lenges both of learning to talk and then of managing the interaction of
complex phonetic patterns considerably more straightforward than has
been imagined.

2aSC29. Acoustics of contrastive prosody in children. Rupal Patel,
Jordan Piel �Dept. of Speech Lang. Pathol. & Audiol., Northeastern
Univ., 360 Huntington Ave., Boston, MA 02115, r.patel@neu.edu�, and
Maria Grigos �New York Univ., New York, NY 10003�

Empirical data on the acoustics of prosodic control in children is lim-
ited, particularly for linguistically contrastive tasks. Twelve children aged
4, 7, and 11 years were asked to produce two utterances ‘‘Show Bob a
bot’’ �voiced consonants� and ‘‘Show Pop a pot’’ �voiceless consonants� 10
times each with emphasis placed on the second word �Bob/Pop� and 10
times with emphasis placed on the last word �bot/pot�. A total of 40 utter-
ances were analyzed per child. The following acoustic measures were
obtained for each word within each utterance: average fundamental fre-
quency ( f 0), peak f 0, average intensity, peak intensity, and duration.
Preliminary results suggest that 4 year olds are unable to modulate pro-
sodic cues to signal the linguistic contrast. The 7 year olds, however, not
only signaled the appropriate stress location, but did so with the most
contrastive differences in f 0, intensity, and duration, of all age groups.
Prosodic differences between stressed and unstressed words were more
pronounced for the utterance with voiced consonants. These findings sug-
gest that the acoustics of linguistic prosody begin to differentiate between
age 4 and 7 and may be highly influenced by changes in physiological
control and flexibility that may also affect segmental features.

2aSC30. Infant-directed speech: Final syllable lengthening and rate of
speech. Robyn Church, Barbara Bernhardt �School of Audiol. and
Speech Sci., Univ. of British Columbia, Vancouver, BC, Canada V6T 1Z1�,
Rushen Shi �Univ. of Quebec at Montreal�, and Kathleen Pichora-Fuller
�Univ. of Toronto�

Speech rate has been reported to be slower in infant-directed speech
�IDS� than in adult-directed speech �ADS�. Studies have also found
phrase-final lengthening to be more exaggerated in IDS compared with
ADS. In our study we asked whether the observed overall slower rate of
IDS is due to exaggerated utterance-final syllable lengthening. Two moth-
ers of preverbal English-learning infants each participated in two record-
ing sessions, one with her child, and another with an adult friend. The
results showed an overall slower rate in IDS compared to ADS. However,
when utterance-final syllables were excluded from the calculation, the
speech rate in IDS and ADS did not differ significantly. The duration of
utterance-final syllables differed significantly for IDS versus ADS. Thus,
the overall slower rate of IDS was due to the extra-long final syllable
occurring in relatively short utterances. The comparable pre-final speech
rate for IDS and ADS further accentuates the final syllable lengthening in
IDS. As utterances in IDS are typically phrases or clauses, the particularly
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strong final-lengthening cue could potentially facilitate infants’ segmenta-
tion of these syntactic units. These findings are consistent with the existing
evidence that pre-boundary lengthening is important in the processing of
major syntactic units in English-learning infants.

2aSC31. Neural-network simulation of tonal categorization based on
F0 velocity profiles. Bruno Gauthier, Rushen Shi �Dept. of Psych.,
Univ. of Quebec in Montreal, C.P. 8888, Succ. Centre-ville, Montreal, QC,
Canada H3C 3P8�, Yi Xu �Univ. College London, London, NW1 2HE,
UK�, and Robert Proulx �Univ. of Quebec in Montreal, Montreal, QC,
Canada H3C 3P8�

Perception studies have shown that by the age of six months, infants
show particular response patterns to tones in their native language. The
present study focuses on how infants might develop lexical tones in Man-

darin. F0 is generally considered the main cue in tone perception. How-
ever, F0 patterns in connected speech display extensive contextual vari-
ability. Since speech input to infants consists mainly of multi-word utter-
ances, tone learning must involve processes that can effectively resolve
variability. In this study we explore the Target Approximation model �Xu
and Wang, 2001� which characterizes surface F0 as asymptotic move-
ments toward underlying pitch targets defined as simple linear functions.
The model predicts that it is possible to infer underlying pitch targets from
the manners of F0 movements. Using production data of three of the
speakers from Xu �1997�, we trained a self-organizing neural network with
both F0 profiles and F0 velocity profiles as input. In the testing phase,
velocity profiles yielded far superior categorization than F0 profiles. The
results confirm that velocity profiles can effectively abstract away from
surface variability and directly reflect underlying articulatory goals. The
finding thus points to one way through which infants can successfully
derive at phonetic categories from adult speech.

TUESDAY MORNING, 17 MAY 2005 GEORGIA A, 8:00 TO 11:45 A.M.

Session 2aSP

Signal Processing in Acoustics: Stochastic Signal Processing and Inversion

Max Deffenbaugh, Cochair
Exxon Mobil Upstream Research, P.O. Box 2189, Houston, TX 77252

Alan W. Meyer, Cochair
Lawrence Livermore National Lab., Univ. of California, 700 East Ave., Livermore, CA 94550

Chair’s Introduction—8:00

Invited Papers

8:05

2aSP1. Signal processing techniques for inverse problems in stochastic propagation and scattering channels. Leon H. Sibul,
Michael J. Roan, and Christian M. Coviello �Appl. Res. Lab., Penn State Univ., P.O. Box 30, State College, PA 16804-0030, lhs2@
psu.edu�

The basic signal processing techniques associated with inverse problems are signal extraction, deconvolution, signal and signal
parameter estimation, channel modeling and characterization. Maximum entropy, minimum cross-entropy, Kullback-Liebler diver-
gence and other information theoretic criteria have been widely used for regularization of underdetermined inversion. We show how
maximum entropy and continuous wavelet transforms can be used for spreading function �reflection density function� estimation. If
the signal source or receivers are in motion through heterogeneous medium with randomly rough boundaries, propagation and
scattering channels are stochastic. Stochastic channels can be characterized by stochastic Greens functions and spreading functions. If
the medium probing signals are narrow band, spreading functions are random functions that show how the received signal is spread
in delay and Doppler. For wideband probing signals, spreading function spread the received echo in time and time-scale dilation. If
the probing signal satisfies admissibility conditions for CWT, wideband spreading functions can be estimated by inverting CWT.
Rebollo-Neira and Fernandez-Rubio have shown that the continuous wavelet transform is an optimal solution of the inverse problem,
estimation of the spreading function, in a maximum entropy sense. �Work supported by Office of Naval Research Code 333 and Code
321 US.�

8:30

2aSP2. Quantifying heterogeneity: Attributes, modeling, and inversion. Matthias Georg Imhof �Dept. of Geosciences, Virginia
Tech, Blacksburg, VA 24061�

Characterization of reservoir heterogeneity is a necessary step in reservoir delineation, characterization, and modeling. Reservoir
heterogeneity can be described deterministically, statistically, or with reservoir-forming geologic processes. Deterministic heteroge-
neity models are easy to build, but may have insufficient resolution and may not provide enough insights into the reservoir and its
properties. The parameterization of stochastic heterogeneity models is nontrivial. Seismic data can be used to determine geostatistical
parameters or to refine the geometry parameters used for Boolean modeling. The geostatistical parameters �ranges and orientations�
are obtained from seismic heterogeneity attributes measuring the second-order statistics contained in small seismic datacubes. Seismic
heterogeneity relates to acquisition and processing artifacts, structure, or stratigraphy and lithology. Seismic data could also be used
as additional constraints in Boolean reservoir models which allows both construction of conforming reservoir models and optimization
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of the geometry parameters to reduce the misfit between model and observations. Reservoirs could also be built by reconstructing their
formation and evolution based on mathematical descriptions of processes such as sediment erosion, transport and deposition, com-
paction, deformation, subsidence and uplift, etc. The process parameters, e.g., rates of sediment input and transport, compaction, or
subsidence, could be estimated by inversion of seismic and geologic data.

8:55

2aSP3. Sparseness- and continuity-constrained seismic imaging. Felix J. Herrmann �Dept. of Earth and Ocean Sci., Univ. of
British Columbia, 6339 Stores Rd., Vancouver, BC, Canada V6T 1Z4, fherrmann@eos.ubc.ca�

Non-linear solution strategies to the least-squares seismic inverse-scattering problem with sparseness and continuity constraints are
proposed. Our approach is designed to �i� deal with substantial amounts of additive noise �SNR � 0 dB�; �ii� use the sparseness and
locality �both in position and angle� of directional basis functions �such as curvelets and contourlets� on the model: the reflectivity; and
�iii� exploit the near invariance of these basis functions under the normal operator, i.e., the scattering-followed-by-imaging operator.
Signal-to-noise ratio and the continuity along the imaged reflectors are significantly enhanced by formulating the solution of the
seismic inverse problem in terms of an optimization problem. During the optimization, sparseness on the basis and continuity along
the reflectors are imposed by jointly minimizing the l1- and anisotropic diffusion/total-variation norms on the coefficients and
reflectivity, respectively. �Joint work with Peyman P. Moghaddam was carried out as part of the SINBAD project, with financial
support secured through ITF �the Industry Technology Facilitator� from the following organizations: BG Group, BP, ExxonMobil, and
SHELL. Additional funding came from the NSERC Discovery Grants 22R81254.�

9:20

2aSP4. Reconciling data using Markov chain Monte Carlo: An application to the Yellow Sea–Korean Peninsula region.
Michael Pasyanos �Lawrence Livermore Natl. Lab., 7000 East Ave., Livermore, CA 94550�

We present a technique for developing seismic models using multiple data sets using a probabilistic inverse technique. A Markov
Chain Monte Carlo �MCMC� algorithm is used to sample models from a prior distribution and test them against multiple data types
to generate a posterior distribution. This approach has several advantages over deterministic models, notably the reconciliation of
different data types that constrain the model, the proper handling of uncertainties, and the ability to include prior information. We also
benefit from the advantage of forward modeling rather than inverting the data. We demonstrate this method by using it to determine
the 3-D crust and upper mantle structure for the Yellow Sea and Korean Peninsula �YSKP� region. The model is parameterized as a
series of layers in a regular lat-lon grid. We start with an a priori model and use surface wave dispersion measurements, body wave
travel times, teleseismic receiver functions, and gravity data to drive the model. The end result is a robust model distribution for the
region that is best able to fit multiple data sets, and is consistent with our understanding of the tectonics of the region.

9:45

2aSP5. Global seismic tomography: Present status and future perspectives. Barbara Romanowicz �Berkeley Seismological Lab.,
215 McCone Hall, Berkeley, CA 94720�

Global seismic tomography of the Earth’s mantle has traditionally focused on the inversion of travel times from a small number
of seismic phases, well isolated in time domain seismograms. The resulting uneven sampling of the Earth, dictated by the available
distribution of earthquake sources and receivers, greatly limits the resolution of 3-D structure that can be attained. With recent
progress in the simulation of wave propagation in realistic 3-D Earth models combined with significant increases in computational
power, seismologists are well positioned to start fully exploiting the wealth of information contained in the rapidly expanding database
of high quality broadband seismic waveforms, accumulated globally and regionally over the last twenty five years. New opportunities
presented by 3-D forward and inverse modeling of long period waveforms will be presented with illustrations from recent work on
deep and shallow elastic and anelastic mantle structure, addressing, among others, such questions as: what is the fate of subducted
slabs or the nature of the lower mantle ‘‘superplumes’’?

10:10–10:30 Break

10:30

2aSP6. Surface wave tomography from seismic ambient noise in Southern California. Karim Sabra, Peter Gerstoft, Philippe
Roux, Willliam Kuperman �Marine Physical Lab., Scripps Inst. of Ocean., UCSD, La Jolla, CA 92093-0238, ksabra@mpl.ucsd.edu�,
and Michael Fehler �Los Alamos Natl. Lab., NM�

It has been demonstrated experimentally that an estimate of the Green’s tensor between two seismic stations can be obtained from
the long-time average of the cross-correlation of ambient noise at the two stations. This result provides a means to image Earth
structure using the ambient noise field only, without the use of active seismic sources or earthquakes. Seismic noise data from 148
broadband seismic stations in Southern California were used to extract the surface wave arrival-times between all station pairs in the
network in the frequency band 0.05–0.4 Hz. In this frequency band, ambient noise �originating from ocean microseisms� propagating
over long distances is typically dominated by surface waves. A record section of the waveforms as a function of increasing receiver
separation shows clearly that the recovered signals are propagating wavetrains. The seismic data were then used in a simple, but
densely sampled tomographic procedure to estimate the surface wave velocity structure for a region in Southern California. The result
compares favorably with previous estimates obtained using more conventional and elaborate inversion procedures. This demonstrates
that coherent ambient noise between station pairs can be used for seismic imaging purposes.
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10:55

2aSP7. An overview of geophysical investigations at archaeological sites in Helike, Greece. Alan Witten and Jamie Rich �School
of Geology and Geophys., Univ. of Oklahoma, 810 Energy Ctr., Norman, OK 73019�

Helike is an area on the south-central coast of the Gulf of Corinth. This name is derived from the lost Classical Greek city of
Helike that vanished during an earthquake and subsequent tsunami in 373 BC. It was original believed that the remains of Helike were
located offshore in the Gulf of Corinth; however, early searches of this area proved fruitless. More recently, boreholes developed in
the coastal plain revealed marine sediments that date to the Classical Greek period suggesting that, as a result of uplift and/or
sedimentation, Helike now lies onshore. This find stimulated a sequence of ongoing geophysical investigations and excavations that
have revealed buried architecture and artifacts from three periods; Early Bronze Age, Classical Greek, and Roman.

�153504pas
pat

11:20

2aSP8. Acoustic archeology at the lost city of Helike. Sean K. Lehman �Lawrence Livermore Natl. Lab., L-154, 7000 East Ave.,
Livermore, CA 94550�

In 373 BC an earthquake and tsunami destroyed and submerged the classical Greek city of Helike �HELL-E-KEY� on the north
Peloponnese shore of the Gulf of Corinth. In June 2004, surface seismo-acoustic surveys were performed in the area of present Helike
in order to collect non-invasive tomographic data to guide the archeological excavations. Prior to tomographic inversion and imaging,
the raw data time series must be preprocessed to estimate ground acoustic velocity, and to remove the ground roll signal. We present
a generalized cross-correlation technique which appears successful in solving both problems. We describe the technique as applied to
the data and present tomographic inversions.

TUESDAY MORNING, 17 MAY 2005 GEORGIA B, 7:40 A.M. TO 12:00 NOON

Session 2aUW

Underwater Acoustics and Acoustical Oceanography: Acoustic Interaction with Ocean Boundaries:
Single Bounce Measurements

Charles W. Holland, Chair
Applied Research Lab., Pennsylvania State Univ., State College, PA 16804-0030

Chair’s Introduction—7:40

Contributed Papers

7:45

2aUW1. Direct-path rough surface scattering experiments with milled
surfaces in acoustic tank facilities. Raymond J. Soukup, Robert F.
Gragg, Jason E. Summers, and Edward L. Kunz �Naval Res. Lab., 4555
Overlook Ave., Washington, DC 20375, soukup@abyss.nrl.navy.mil�

To investigate specific issues relating to rough surface scattering the-
oretical predictions, the Naval Research Laboratory has been conducting
scaled-down versions of its direct-path ocean bottom scattering experi-
ments. These experiments utilize milled elastic rough surfaces in acoustic
tank facilities. Investigations into the dependence of scattering on rough-
ness and geoacoustic parameters lend themselves to a systematic treatment
with milled surfaces that are fabricated to match specific roughness spec-
tral parameters. The characterization and fabrication of such rough sur-
faces, and the methodology for creating experimental geometries that are
analogous to previous measurements with elastic ocean bottoms, are de-
scribed. A set of scattering strength measurements in the 100–300 kHz
band with a quasi-monostatic geometry is compared with the theoretical
predictions given by perturbation theory and the NRL small slope model.
The results show that these experiments are a viable means of verifying
the predictions of the scattering models, given a sufficiently large statisti-
cal sample. �Work supported by ONR.�

8:00

2aUW2. Observations of a geoclutter feature in the straits of Sicily.
Thomas C. Weber, Charles W. Holland �Appl. Res. Lab., The
Pennsylvania State Univ., State College, PA 16804�, and Giuseppe Etiope
�Natl. Inst. of Geophys. and Volcanology, Rome, Italy�

Several persistent sonar clutter features were observed in 2002 during
an experiment in the Straits of Sicily �Malta Plateau� in a region that is
nominally flat and thickly sedimented. High frequency sidescan and seis-
mic reflection data from the region indicated that mud volcanoes were
present and were possibly expelling clouds of methane bubbles. In 2004
the region was revisited with oceanographic equipment including a multi-
beam sonar, an acoustic Doppler current profiler �ADCP�, CTD’s, tem-
perature loggers, a methane sensor, and a video camera. The visual obser-
vations at one site show carbonate mounds comprised of large
heterogeneous blocks that suggest the presence of mud volcanism. A
multibeam sonar survey of the area shows that the carbonate mounds are
of order 5–10 m in height and 10–100 m in lateral dimension, and that
they form in clusters. The multibeam backscatter data show high ampli-
tudes in the region surrounding the carbonate mounds, possibly indicating
the surficial extent of the carbonate material. High levels of methane were
observed in the water column above the mounds, although conclusive
evidence of the presence of methane bubble clouds was not found. How-
ever, high frequency backscatter recorded on the ADCP above multiple
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carbonate mounds showed plume-like features that may be bubble clouds,
suspended fine-grained sediment, and/or schools of fish.

8:15

2aUW3. Close-range acoustic scattering from mud volcanoes.
Charles W. Holland, Thomas C. Weber �Appl. Res. Lab., Penn State
Univ., State College, PA, 16804�, and Giuseppe Etiope �Istituto Nazionale
di Geofisica e Vulcanologia, Rome, Italy�

Submarine mud volcanoes occur in many parts of the world’s oceans
and form an aperture for gas �mostly methane� and fluidized mud emission
from the earth’s interior. Their characteristics are of considerable interest
to the geology, geophysics, geochemistry, and underwater acoustics com-
munities. For the later community, mud volcanoes are important because
they pose a potential source of clutter for active sonar. Close-range �single
boundary interaction� scattering measurements from a mud volcano in the
Straits of Sicily were conducted with a vertical source and receive array.
The data show target strengths from 800–3600 Hz of 6–12 dB for a
monostatic geometry with grazing angles of 3–5 degrees. The target
strengths are very similar for vertically bi-static paths with incident graz-
ing angles of 3–5 degrees and scattered angles of 33–45 degrees. The
evidence suggests that the scattering mechanism is the mud volcano �car-
bonate� structure. �Work supported by the Office of Naval Research and
NATO Undersea Research Centre.�

8:30

2aUW4. Comparison of the magnitude and phase of the reflection
coefficient from a smooth waterÕsand interface with elastic and
poroelastic models. Marcia Isakson �Appl. Res. Labs., Univ. of Texas,
Austin, TX 78713-8029�, H. John Camin �The Penn State Univ., State
College, PA 16804-0030�, and Gaetano Canepa �NATO Underea Res.
Ctr., La Spezia, Italy�

The reflection coefficient from a sand/water interface is an important
parameter in modeling the acoustics of littoral environments. Many mod-
els have been advanced to describe the influence of the sediment param-
eters and interface roughness parameters on the reflection coefficient. In
this study, the magnitude and phase of the reflection coefficient from 30 to
160 kHz is measured in a bistatic experiment on a smoothed water/sand
interface at grazing angles from 5 to 75 degrees. The measured complex
reflection coefficient is compared with the fluid model, the elastic model
and poro-elastic models. Effects of rough surface scattering are investi-
gated using the Bottom Response from Inhomogeneities and Surface using
Small Slope Approximation �BoRIS-SSA�. Spherical wave effects are
modeled using plane wave decomposition. Models are considered for their
ability to predict the measured results using realistic parameters. �Work
supported by ONR, Ocean Acoustics.�

8:45

2aUW5. Laboratory study of high frequency scattering from water-
saturated sandy sediments. Anatoliy Ivakin �Appl. Phys. Lab., Univ.
of Washington, 1013 NE 40th St., Seattle, WA 98105, ivakin@
apl.washington.edu�, Jean-Pierre Sessarego, and Patric Sanchez �CNRS/
LMA, Marseille cedex 20, France�

Backscattering from a water-saturated well-sorted fine sand and from
this sand with various inclusions was studied in a laboratory tank at fre-
quencies from 200 kHz to 3 MHz and grazing angles from 20 to 90
degrees. Acoustic and granulometric properties of the sand are presented
and discussed in a companion paper. First, the measurements of the
frequency-angular dependencies of the backscattering strength were made
for a thick sediment layer with a smoothed surface and without any inclu-
sions in the volume. Then glass beads and coarse sand particles were used
as additional scatterers or inclusions placed on the sediment surface or
covered by sediment layers of various thickness. The data were compared
with a previously reported model of scattering from discrete inclusions in
the sediment �A. N. Ivakin, J. Acoust. Soc. Am. 116, 2575 �2004��. The

model inputs are material parameters of the sediment and inclusions and
the size-depth distribution of inclusions. The results of model/data com-
parison are discussed and possibilities for inversion of various sediment
parameters from backscattering data are shown.

9:00

2aUW6. Theory and experiments for surface-wave focused acoustic
arrivals: A deterministic view. Grant Deane �Mail Code 0238, Scripps
Inst. of Oceanogr., UCSD, La Jolla, CA 92093-0238� and James Preisig
�Woods Hole Oceanogr. Inst., Woods Hole, MA 02543�

Statistical descriptions of surface wave scattering are now highly de-
veloped, and have proven very effective in relating the first and second
order statistics of surface-reflected acoustic arrivals to surface conditions.
Notwithstanding this success, the deterministic features of surface-
scattered arrivals are of considerable importance. The limits of perfor-
mance of underwater communications systems in very shallow water, for
example, are determined by the frequency and properties of extreme sur-
face focusing events. The analysis of data from the Wavefronts I, II, and V
series of experiments has led to an understanding of the wave properties
controlling the focusing events, as well as their impact on acoustic channel
estimators. Data from the wavefronts experiments �SIO pier, 7 m deep, 40
m range� and the SPACE02 experiment �Martha’s Vineyard, 15 m depth,
250–1000 m range� will be presented and discussed. �Work supported by
ONR.�

9:15

2aUW7. Forward scattering from the sea surface: Observations of
both subtle and profound effects of bubbles in single-interaction
measurements. Peter H. Dahl �Appl. Phys. Lab., Univ. of Washington,
Seattle, WA 98105�

For frequencies of O�10� kHz and above, field data show that near-
surface bubbles impact forward scattering from the sea surface in three
phases. The first occurs under mild conditions �wind speed less than 5–7
m/s�; here a pulse forward scattered from the sea surface is extended in
time, but only at levels �30 dB below the peak level, which itself is not
attenuated. The second occurs under more vigorous conditions �wind
speed 7–12 m/s�; here a significant energy loss is observed, but time and
angle spreading �dominated by rough surface scattering� remain relatively
unchanged. The third occurs under still more vigorous conditions �wind
speed greater than �12 m/s). Here, there is near total occlusion of the sea
surface, time and angle spreading are manifestly altered, and bubble-
mediated energy loss becomes bounded by scattering from bubbles. Ex-
amples from ASIAEX East China Sea and other archival data sets will be
discussed along with a model for bubble-mediated energy loss in forward
scattering from the sea surface. In the case of near total occlusion, an
interesting example of the knock-down of horizontal coherence will be
discussed along with a model that utilizes the van Cittert-Zernike Theo-
rem. �Research supported by ONR Ocean Acoustics.�

9:30

2aUW8. On the relationship between sea state and the coherent-to-
incoherent intensity ratio for high frequency, shallow water
propagation. Philippe Roux, William A. Kuperman �Marine Physical
Lab., Scripps Inst. of Oceanogr., UCSD, 8820 Shellback Way, La Jolla, CA
92093-0238�, R. Lee Culver, Steven D. Lutz, David L. Bradley �State
College, PA 16804, rlc5@psu.edu�, and Mark Stevenson �NATO
Undersea Res. Ctr., La Spezia, Italy�

A 29-element source array and 32-element receiver array have been
deployed in shallow water to investigate various aspects of the acoustic
channel. Both arrays spanned much of the water column. Source-receiver
range was 800 m, and 3.5 kHz pulses were transmitted using one source at
a time and recorded on all elements. In this analysis, we compare the ratio
of coherently to incoherently averaged intensities for each source-receiver
pair, and averaged over all such pairs, to measure surface roughness. We
find that the coherent-to-incoherent intensity ratio decreases with time
after the direct path arrival, and that the slope becomes more negative as
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wind speed and thus surface roughness increases. A simple model for
signal phase variation induced by surface scatter shows a direct relation-
ship between the degree of phase variation and wind speed. The relation-
ship between the slope of the coherent-to-incoherent intensity ratio and a
physics-based model of incoherent sea surface forward scatter is also con-
sidered. �Work supported by ONR Code 321US.�

9:45

2aUW9. Scintillation index of ocean surface forward scattered HF
acoustic signals: Beam pattern and pulse length effects. Benjamin
Cotté, David Bradley, and R. Lee Culver �Appl. Res. Lab., Penn State
Univ., State College, PA 16804, bzc125@psu.edu�

The intensity fluctuations of surface bounce path measured during a
field test near San Clemente Island in August 2002 have been presented
previously. Signals used during this test were 20- and 40-kHz continuous
wave �CW� pulses with 0.14- and 1.0-ms durations �‘‘short’’ and ‘‘long’’
pulses, respectively�. Experimental results have been compared to predic-
tions of a model by Yang and McDaniel �Waves Random Media, 1, 419–
439 �1991�; J. Acoust. Soc. Am. 91, 1960–1966 �1992��. Their initial
model assumes CW signals and omni-directional projectors and receivers.
We observed a good fit between model and experimental results for the
long pulse data when the specular point was in the main lobe of both
projector and receiver. The discrepancies observed in the other cases were
attributed to beam pattern and pulse length effects. We have extended the
model to incorporate these two effects. �Work supported by ONR Code
321US.�

10:00–10:15 Break

10:15

2aUW10. Measurements of mid-frequency bottom backscattering
strengths on the Outer Hebrides Platform and the Stanton Banks.
Edward L. Kunz and Roger C. Gauss �Nav. Res. Lab, Code 7140,
Washington, DC 20375-5350, edward.kunz@nrl.navy.mil�

In July 2002, direct-path, mid-frequency �2–5 kHz� bottom back-
scattering strength measurements were conducted at 21 sites on the Outer
Hebrides Platform and the Stanton Banks �northwest of Scotland� during
The Technical Cooperation Program’s T-MAST 02 sea trial. This is a
complex area, with bottom grabs indicating the wide presence of stones,
pebbles, gravel and rocks throughout most of the region. When stones, etc.
were present, bottom backscattering strengths were generally high and
flattish in angle �over 10 to 40 deg�, with many sites empirically exhibiting
a sin
 or flatter angular dependence. The frequency dependence in these
cases was mild. When stones, etc. were absent, bottom backscattering
strengths were less high and less flat in angle, with strong frequency
dependence. These results dramatically illustrate the inadequacies of using
Lambert’s Law to model bottom backscattering strengths and suggest that
active sonars operating in this environment will encounter strong rever-
beration. �Work supported by ONR.�

10:30

2aUW11. A semi-empirical model for predicting surface scattering
strengths. Roger C. Gauss, Joseph M. Fialkowski, and Daniel Wurmser
�Nav. Res. Lab, Code 7144, Washington, DC 20375-5350,
roger.gauss@nrl.navy.mil�

Accurate monostatic and bistatic active sonar performance predictions
require accurate predictions of reverberation which in turn rely on accurate
estimates of surface scattering strength. This paper presents a new model
that estimates the surface scattering strength due to both the rough air-sea
interface �small-slope theory� and subsurface bubble clouds �a Lloyd-
mirror model�, given the acoustic frequency (�5 kHz), incident grazing
angle, scattered grazing angle, bistatic angle, wind speed, and sound speed
in the water. This semi-empirical surface scattering strength �SESSS�
model advances previous incarnations �Gauss and Fialkowski, J. Acoust.
Soc. Am. 105, 1254 �1999� and ECUA 2000� by: �1� incorporating a low
wavenumber cut-off to the surface-wave roughness spectra; �2� adding

significant sets of low- and mid-frequency, open-ocean backscattering
strength data to the database used to derive model parameters �using more
comprehensive procedures�; and �3� adding a new angle-dependent factor
to the bubble-cloud scattering formula. All these changes have increased
prediction accuracy, with variances of least-square fits to the new, full data
set down from 9.7 dB2 for the old model to 5.3 dB2 for the new model.
�Work supported by ONR and SPAWAR PMW-180.�

10:45

2aUW12. Backscattering of short acoustic pulses from 3-D rough
surfaces: Statistical properties of first arrivals. Oleg A. Godin
�CIRES, Univ. of Colorado and NOAA/Environ. Technol. Lab., 325
Broadway, Boulder, CO 80305�, Iosif M. Fuks, and Mikhail I. Charnotskii
�Zel Technologies, Broadway, Boulder, CO 80305�

Time history of a pulse backscattered by a rough surface contains
information about position of the surface and properties of the scatterers.
Such information is utilized successfully in a number of remote sensing
techniques ranging from echo sounding of the ocean bottom to medical
ultrasonics and satellite altimetry. In this paper, statistical properties of
backscattered waves are considered in the geometrical acoustics approxi-
mation. The probing pulse duration is assumed to be sufficiently short so
that signals backscattered in a vicinity of individual specular points on a
rough surface do not overlap in time. Theoretical results previously ob-
tained in a 2-D problem �I. M. Fuks and O. A. Godin, Waves Random
Media 14, 539–562 �2004�� are extended to sound scattering from 3-D
rough surfaces by following an approach developed in stochastic geom-
etry. Predictions of an asymptotic theory are verified against results of a
numerical simulation. Travel times and intensities of the first and the sec-
ond arrivals of the backscattered wave are quantified in terms of statistical
moments of roughness. It is found that, as in 2-D case, the travel time and
the intensity are strongly correlated; on average, the earlier a signal ar-
rives, the smaller is its intensity.

11:00

2aUW13. Backscattering from targets residing in caustics resulting
from ocean boundary interactions. Benjamin R. Dzikowicz �Naval
Surface Warfare Ctr., Panama City, FL 32407� and Philip L. Marston
�Washington State Univ., Pullman, WA 99164-2814�

Detection of targets by backscatter in shallow water can be enhanced
by interactions with ocean boundaries. A laboratory experiment is per-
formed where a spherical target passes through an Airy caustic formed by
a curved surface. When the target resides in the insonified region of the
caustic there are two sets of multi-path rays: two pairs reflecting once off
the surface �either to or from the target�, and three reflecting twice off the
surface �to and from the target�. When a target moves across the caustic
the singly reflected rays merge, as do the doubly reflected. With a longer
tone burst the rays in each set overlap and the backscatter is greatly en-
hanced as the target moves into the insonified region. For a point target the
singly reflected backscatter scales as an Airy function �B. R. Dzikowicz
and P. L. Marston, J. Acoust. Soc. Am. 116, 2751–2757 �2004��, and the
doubly reflected as the square of an Airy function. For a finite target the
doubly reflected backscatter unfolds into a hyperbolic umbilic function.
The arguments of the Airy and Hyperbolic Umbilic functions are calcu-
lated using the relative echo times of transient pulses. �Work supported by
ONR.�

11:15

2aUW14. Determining flat interface reflection coefficients using
forward scattering from a rippled sediment interface. Kevin L.
Williams �Appl. Phys. Lab., Univ. of Washington, 1013 NE 40th St.,
Seattle, WA 98105�

For sediment interfaces that are very rough on the scale of the acoustic
wavelength �i.e., kh greater than 1 where k is 2*�/wavelength and h is
the rms roughness of the water/sediment interface� it is possible to esti-
mate what the reflection coefficient would be if the interface were flat. In
order to do so, a large ensemble of forward scattering measurements are
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needed in order to reduce the statistical uncertainty of the estimated re-
flection coefficient. In addition to the statistical uncertainty there can be
biases in the estimate �for some grazing angles� that must be taken into
account. The above conclusions will be supported through the use of
monte carlo simulations of scattering from a rippled interface. The simu-
lations are carried out in the context of discriminating between alternative
acoustic models of sand sediments. �Work supported by ONR.�

11:30

2aUW15. Bayesian inversion of frequency-averaged reflection data.
Stan E. Dosso �School of Earth and Ocean Sci., Univ. of Victoria,
Victoria, BC, Canada� and Charles W. Holland �Penn State Univ., State
College, PA 16801�

This paper presents a nonlinear Bayesian inversion of high-resolution
seabed reflection data to estimate visco-elastic parameters of the upper
sediments. The inversion is applied to data from two sites in the Strait of
Sicily. One site is characterized by low-velocity, silty-clay sediments, re-
sulting in data with a well-defined angle of intromission. The second site is
characterized by high-velocity clayey sand, resulting in a critical angle.
The data were frequency averaged from 500–2000 Hz and inverted for
visco-elastic parameters of a half-space seabed model. The likelihood
function employed in the inversion is based on the assumption of indepen-
dent, Gaussian-distributed data errors, with the standard deviation in-
cluded as a nuisance parameter in the inversion. Statistical tests are ap-
plied to the data residuals a posteriori to validate these assumptions. Good
results are obtained for sediment compressional-wave velocity, compres-
sional attenuation, and density; shear parameters are less-well determined
although low shear-wave velocities are indicated. The Bayesian analysis

provides a quantitative comparison of inversion results for the two sites in
terms of the resolution of specific geoacoustic parameters, and indicates
that the geoacoustic information content is significantly higher for angle-
of-intromission data.

11:45

2aUW16. Bayesian inversion of multi-frequency reflection data with
strongly correlated errors for density gradients. Jan Dettmer, Stan E.
Dosso �School of Earth and Ocean Sci., Univ. of Victoria, Victoria, BC,
Canada�, and Charles W. Holland �Penn State Univ., State College, PA
16801�

This paper develops a non-linear Bayesian inversion for multi-
frequency reflection-loss data with strongly correlated data errors to re-
solve density and sound-velocity gradients which are often observed in the
uppermost sediment layer. Although data errors are usually assumed to be
independent in geoacoustic inversion, in reality measured data often show
strong error correlations. The inversion developed here is designed to take
error correlations into account. A full data covariance matrix is estimated
from initial residuals of non-uniformly sampled data. This covariance ma-
trix is then used in the likelihood function of a fast Gibbs sampler to
sample the posterior probability density and provide parameter estimates
and credibility intervals. Rigorous statistical tests are applied to the result-
ing data residuals to illustrate the benefits of this error treatment. The
approach is applied to reflectivity data collected at a site characterized by
low-velocity, water-saturated sediments in the Strait of Sicily. Density and
sound-speed gradients are clearly resolved by the reflectivity data and
agree with core measurements from the experiment site within the cred-
ibility bounds.
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TUESDAY MORNING, 17 MAY 2005 STANLEY ROOM, 10:30 A.M. TO 12:00 NOON

Meeting of the Standards Committee Plenary Group

to be held jointly with the

ANSI-Accredited U.S. Technical Advisory Group „TAG… Meetings for:
ISOÕTC 43 Acoustics

ISOÕTC 43ÕSC 1 Noise and
IECÕTC 29 Electroacoustics

P. D. Schomer, Chair, U.S. Technical Advisory Group �TAG� for ISO/TC 43 Acoustics and ISO/TC 43/SC 1 Noise
2117 Robert Drive, Champaign, IL 61821

V. Nedzelnitsky, U.S. Technical Advisor �TA� for IEC/TC 29, Electroacoustics
National Institute of Standards and Technology (NIST), Sound Building, Room A147, 100 Bureau Drive, Stop 8221,

Gaithersburg, MD 20899-8221

The meeting of the Standards Committee Plenary Group will precede the meetings of the Accredited Standards Committees
S1, S2, S3, and S12, which are scheduled to take place in the following sequence:

ASC S1 Acoustics 17 May 2005 1:45 p.m. to 3:15 p.m.
ASC S12 Noise 17 May 2005 3:30 p.m. to 5:00 p.m.
ASC S2 Mechanical Vibration and

Shock and TAGs to TC 108 18 May 2005 8:00 a.m. to 9:30 a.m.
ASC S3 Bioacoustics 18 May 2005 10:30 a.m. to 12:00 noon

Discussion at the Standards Committee Plenary Group meeting will consist of national items relevant to all S Committees.

The ANSI-Accredited US Technical Advisory Group �TAGs� for ISO/TC 43 Acoustics and IEC/TC 29 Electroacoustics,
whose membership consists of members of S1 and S3, and other persons not necessarily members of these Committees, will
meet during the Standards Plenary meeting. The ANSI-Accredited US Technical Advisory Group �TAG� for ISO/TC 43/SC
1 Noise, whose membership consists of the members of S12 and other persons not necessarily members of S12, will meet as
well. The reports of the Chairs of these TAGs will not be presented at any other S Committee meeting. There will be a report
on the interface of S1 and S3 activities with those of ISO/TC 43 and IEC/TC 29 including plans for future meetings of
ISO/TC 43 and IEC/TC 29.

Members of S2 Mechanical Vibration and Shock �and U.S. TAG for ISO/TC 108 and its Subcommittees, �SC2, SC3, SC4,
SC5, and SC6� are also encouraged to attend the Standards Committee Plenary Group meeting even though the S2 meeting
will take place the next day.

The U.S. Technical Advisory Group �TAG� Chairs for the various international Technical Committees and Subcommittees
under ISO and IEC, which are parallel to S1, S2, S3, and S12 are as follows:

U.S. TAG ChairÕVice Chair TC or SC U.S. TAG

ISO
P. D. Schomer, Chair ISOÕTC 43 Acoustics S1 and S3

P. D. Schomer, Chair ISOÕTC 43ÕSC1 Noise S12

D. J. Evans, Chair ISOÕTC 108 Mechanical Vibration and Shock S2

A. F. Kilcullen, Co-Chair
R. Taddeo, Co-Chair

ISOÕTC 108ÕSC2 Measurement and Evaluation of Mechanical Vibration and Shock as Applied
to Machines, Vehicles and Structures

S2

D. J. Evans, Chair ISOÕTC 108ÕSC3 Use and Calibration of Vibration and Shock Measuring Instruments S2

D. D. Reynolds, Chair ISOÕTC 108ÕSC4 Human Exposure to Mechanical Vibration and Shock S3

D. J. Vendittis, Chair
R. F. Taddeo, Vice Chair

ISOÕTC 108ÕSC5 Condition Monitoring and Diagnostics of Machines S2

G. Booth, Chair ISOÕTC 108ÕSC6 Vibration and Shock Generating Systems S2

IEC
V. Nedzelnitsky, U.S. TA IECÕTC 29 Electroacoustics S1 and S3
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TUESDAY AFTERNOON, 17 MAY 2005 REGENCY E, 1:10 TO 4:30 P.M.

Session 2pAAa

Architectural Acoustics, Education in Acoustics, Noise and Psychological and Physiological Acoustics:
Topical Meeting on Classroom Acoustics—The Research Perspective III

Murray R. Hodgson, Cochair
Univ. of British Columbia, School of Occupational and Environmental Hygiene, 2206 East Mall,

Vancouver, BC V6T 1Z3, Canada

Lily M. Wang, Cochair
Univ. of Nebraska Lincoln, Architectural Engineering, Peter Kiewit Institute, 1110 South 67th St., Omaha, NE 68182-0681

Chair’s Introduction—1:10

Invited Papers

1:15

2pAAa1. Subjective evaluation of speech and noise in learning environments in the realm of classroom acoustics: Results from
laboratory and field experiments. Markus Meis �Hearing Ctr. Oldenburg/Univ. of Oldenburg, Marie-Curie-Str. 2, 26129
Oldenburg, Germany, markus.meis@hoerzentrum-oldenburg.de�, Christian Nocke �Akustikbuero Oldenburg�, Simone Hofmann
�Freudenberg Bldg. Systems�, and Bernhard Becker �Deutsche Rockwool Mineralwoll GmbH & CO. OHG�

The impact of different acoustical conditions in learning environments on noise annoyance and the evaluation of speech quality
were tested in a series of three experiments. In Experiment 1 (n�79) the auralization of seven classrooms with reverberation times
from 0.55 to 3.21 s �average between 250 Hz to 2 kHz� served to develop a Semantic Differential, evaluating a simulated teacher’s
voice. Four factors were found: acoustical comfort, roughness, sharpness, and loudness. In Experiment 2, the effects of two classroom
renovations were examined from a holistic perspective. The rooms were treated acoustically with acoustic ceilings (RT�0.5 s �250
Hz–2 kHz�� and muffling floor materials as well as non-acoustically with a new lighting system and color design. The results indicate
that pupils (n�61) in renovated classrooms judged the simulated voice more positively, were less annoyed from the noise in
classrooms, and were more motivated to participate in the lessons. In Experiment 3 the sound environments from six different lecture
rooms (RT�0.8 to 1.39 s �250 Hz–2 kHz�� in two Universities of Oldenburg were evaluated by 321 students during the lectures.
Evidence found supports the assumption that acoustical comfort in rooms is dependent on frequency for rooms with higher rever-
beration times.

1:45

2pAAa2. Prevalence, nature and risks of voice problems among public school teachers. Linda Rammage �Dept. of Surgery,
UBC, PVCRP, 4th Fl. Willow Pavilion, VGH, 805 West 12th Ave, Vancouver, BC, Canada V5Z 1M9, lira@interchange.ubc.ca�,
Murray Hodgson �Univ. of British Columbia, Vancouver, BC V5Z 1M9�, and Charlie Naylor �British Columbia Teachers Federation�

Voice problems among teachers represent a rising cause of teacher absenteeism, use of sick benefits, and stress among teachers and
students. In British Columbia, the BC Teachers Federation and Workers Compensation Board are receiving increasing numbers of
claims from teachers experiencing occupational voice problems and in the provincial voice clinic, the percentage of teachers in the
clinic population is rising. Previous studies of teachers voice problems have typically had low return rates, which can bias the
prevalence estimates, and have not incorporated standardized voice inventories, psychological inventories and acoustic measures. A
survey study is in progress in B.C. to probe demographic, environmental, voice-use, health, psychological and personality issues that
are thought to contribute to development of voice problems among teachers. To ensure validity of prevalence estimates by high return
rates, on-site completion of questionnaires is being used in schools. Acoustical measures are also being made of representative
classrooms, to determine the degree to which noise and reverberation contribute to voice problems among teachers.

2:05

2pAAa3. Benefits of teaching voice amplification as related to subjective laryngeal symptoms and perceived voice quality in
teachers. Valdis Jonsdottir �Hraukbajarkot v/ Akureyri 601, Iceland�

Loud speaking due to noisy working conditions is a common cause for teachers’ voice disorders. One way to diminish the vocal
load of teaching is to make use of technical equipment. This Icelandic study explores: �1� if the use of amplification in classrooms
would diminish the teachers’ experienced symptoms of vocal fatigue; and �2� whether there is a possible change in perceptual voice
quality during a teachers’ working day. Thirty-three teachers, from grade school to university level, voluntarily served as subjects.
They used amplifiers while teaching for one week at least. After that, they filled out a questionnaire concerning their symptoms and
experiences. The results showed that the majority of teachers found amplification beneficial. They found it easier to talk and
experienced less fatigue. The few disadvantages were technical. For a perceptual analysis, three females and two males �mean age 51
years� with long teaching experience and three or more dysphonic symptoms during the term, had their speech recorded while
teaching, with and without amplification. In the clinical examination, no pathological changes were found in the vocal folds. In both
studies, the quality of the voices was esteemed better when amplification was used.
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2:25

2pAAa4. Benefits of teaching voice amplification as related to subjective laryngeal symptoms in teachers, and to the listening
conditions for pupils. Valdis Jonsdottir �Hraukbajarkot v/ Akureyri 601, Iceland�

Teachers unfavorable working conditions—large classrooms with poor acoustics, background noise and the great distance between
teacher and pupils often are the main reasons for teachers voice problems. For pupils, the same circumstances simultaneously create
unfavorable listening conditions. One way to diminish the vocal load of teaching is by making use of technical equipment. This
Icelandic study explores whether voice amplification usage: �1� diminishes the teachers subjective symptoms of vocal fatigue; �2�
makes it easier for pupils to listen and follow lessons; and �3� reveals other benefits and/or disadvantages of the usage of amplification
in classrooms. Thirty-three teachers with their students �total 791�, from grade school to university level, volunteered as subjects. The
teachers used amplification in class for at least a week. At the end of the research period, the participants answered questionnaires,
except the pupils between 6–9 years of age who were asked two questions. The results showed: �1� the majority of teachers found it
easier to talk and experienced less fatigue using vocal amplification; �2� the students found it easier to hear the teacher through class
chatter and to follow the lessons; �3� the disadvantages mentioned were mainly technical problems.

2:45

2pAAa5. Acoustic and other factors relating to the use of sound field systems in classrooms. Anne Carey, Bridget Shield �Dept.
of Eng. Systems, Faculty of Eng., Sci. and Built Environment, London South Bank Univ., London SE1 0AA, UK�, Julie Dockrell,
and Kate Rigby �Univ. of London, 25 Woburn Square, London WC1H 0AA, UK�

A study has been made of thirty-five primary school classrooms which have Sound Field Systems �SFS� installed. Acoustic
surveys of the classrooms have been undertaken and detailed observations made of the physical characteristics of each room such as
its construction and design, plus any acoustic treatment. The positioning and type, e.g., column or separate speakers, of SFS installed
were also noted. Details of the procedures for purchasing, installing, and maintaining the SFS were obtained where possible, together
with information concerning training of teachers in their use. Results from these surveys suggest that in many cases SFS are installed
in rooms where their performance may be compromised because of inadequate acoustic conditions. Additionally problems may arise
due to inappropriate installation, choice of system, poor maintenance, or lack of training. The effectiveness of acoustic treatment such
as absorption applied to ceilings and walls has also been investigated in a range of classrooms and its impact on the use of SFS
considered.

3:05–3:20 Break

3:20

2pAAa6. Installation and impact of sound field systems on hearing and hearing impaired children and their teachers. Julie
Dockrell, Kate Rigby �School of Psych. and Human Development, Inst. of Education, Univ. of London, 25 Woburn Square, London
WC1H 0AA, UK�, Bridget Shield, and Anne Carey �London South Bank Univ., London SE1 0AA, UK�

An evaluation of the installation and use of sound field systems in ten schools in England has been carried out. The evaluation
included noise surveys of classrooms, questionnaire surveys of pupils and teachers and experimental testing of children with and
without the use of SFS. The aim of this project was to investigate the impact of SFS on teaching and learning in elementary school
classrooms, in particular, to ascertain whether the SFS differentially benefited children with hearing impairments. Barriers to teachers
use of SFS were found in terms of equipment placement and maintenance, appropriate training, and teacher’s knowledge. Nonetheless
positive reports are recorded from both teachers and pupils. Teachers’ and pupils’ perceptions are compared with objective data
evaluating change in performance when SFS are used for language and cognitive tasks. Data from children with hearing impairments
and additional learning needs are analyzed for comparative purposes. The results are discussed in terms of effective practice for the
use of SFS with elementary school pupils.

3:40

2pAAa7. Acoustic and electromagnetic noise from lighting in classrooms. Charles A. Laszlo, Jonathan Lashin �UBC Dept. of
Elec. and Comput. Eng., 2356 Main Mall, Vancouver, BC, Canada V6T 1Z4, claszlo@telus.net�, and Murray R. Hodgson �UBC
Acoust. and Noise Res. Group, Vancouver, BC, Canada V6T 1Z3�

Following complaints by hard-of-hearing students using assistive-listening devices, and their teachers, the hum-like noise gener-
ated by fluorescent lighting was investigated in classrooms and the school library in a typical school. This hum is caused by vibrations
in the core of the magnetic ballasts. Measurements were made in several rooms without students present. Noise levels increased
between 7 and 15 dB when fixtures using magnetic ballasts were switched on. Spectral analysis showed the presence of 30, 60, 120,
and 240 Hz components. In rooms where electronic ballasts were installed, there was no increase in noise level when the lights were
switched on. Since hearing aids and assistive-listening devices worn by students may also be influenced by magnetic fields, these were
also surveyed in these classrooms. The magnetic fields generated by the lights were not significant, but near some wiring and electrical
panels the interference was strong. In rooms with electronic ballasts some infrared assistive-listening devices picked up strong
high-frequency hum. It is recommended that the effect of lighting fixtures and the electrical-distribution system be taken into account
in the acoustical and communication design of classrooms.
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Contributed Papers

4:00

2pAAa8. Real world issues in classroom acoustics for hearing

impaired students. Klaus Kleinschmidt �Acoust. Consultant, 132 Mary

Catherine Dr., Lancaster, MA 01523�

Experience is being gained from evaluating and modifying the acous-

tical properties and background noise levels of existing classrooms for use

by hearing impaired students. Projects include more than 25 schools in

public school systems that are mainstreaming handicapped children. Vari-

ous practical and economic restrictions have led to recommendations for

modifications that do not necessarily comply with ANSI S12.60 2002.

Examples of real world conditions and practical solutions will be de-

scribed.

4:15

2pAAa9. Noise problem in a primary level classroom. Sergio
Beristain �IMA, ESIME, IPN. P.O. Box 12-1022, Narvarte, 03020,
Mexico D. F., Mexico. sberista@hotmail.com�

Noise was assesed in a primary school in Mexico City �six to twelve
year old kids�, known as having significant noise inside classrooms. Sev-
eral sources were identified, among them, traffic noise and noise from the
sports and recreational areas, which were in the center of the school with
the classrooms surrounding them. Reverberation was an issue, but not very
significant. But in some cases the most annoying sound �noise�, was the
one made by the students within the classroom, inducing a number of
reactions in the lecturers. These reactions ranged from shouting to give the
lecture, through trying to control the students, to ignore them and let it go.
Lecturer’s voice levels were also measured, finding out a wide spread in
normal speech voice level, and some of their experiences and comments
were analyzed. Results are sumarized in this presentation.

TUESDAY AFTERNOON, 17 MAY 2005 BALMORAL, 1:30 TO 5:00 P.M.

Session 2pAAb

Architectural Acoustics and the National Council of Acoustical Consultants: Student Design Competition

Robert C. Coffeen, Cochair

Univ. of Kansas, School of Architectural and Urban Design, Marvin Hall, Lawrence, KS 66045

Byron Harrison, Cochair

The Talaske Group Inc., 105 N Oak Park Ave., Oak Park, IL 60301

The Technical Committee on Architectural Acoustics of the Acoustical Society of America and the National Council of Acoustical Consultants are
sponsoring this Student Design Competition that will be professionally judged at this meeting. The purpose of this design competition is to encourage
students enrolled in architecture, architectural engineering, and other university curriculums that involve building design and/or acoustics to express their
knowledge of architectural acoustics in the design of a drama theater complex located within an urban mixed-use development. This competition is open to
undergraduate and graduate students from all nations.

Submissions will be poster presentations that demonstrate room acoustics, noise control, and acoustic isolation techniques in building planning and room
design.

The submitted designs will be displayed in this session and they will be judged by a panel of professional architects and acoustical consultants. An award
of $1,250 US will be made to the submitters of the entry judged ‘‘First Honors.’’ Up to four awards of $700 US each will be made to submitters of entries
judged ‘‘Commendation.’’
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TUESDAY AFTERNOON, 17 MAY 2005 PLAZA C, 1:25 TO 3:15 P.M.

Session 2pAB

Animal Bioacoustics: Methodology for Measurements of Auditory Evoked Potentials in
Aquatic Mammals II

Mardi C. Hastings, Chair
Office of Naval Research, ONR 341, 800 North Quincy St., Arlington, VA 22217

Chair’s Introduction—1:25

Contributed Papers

1:30

2pAB1. Effects of surveillance towed array sensor system „SURTASS…

low frequency active sonar on fish. Arthur N. Popper, Michele B.
Halvorsen, Diane Miller, Michael E. Smith, Jiakun Song, Lidia E.
Wysocki �Dept. of Biol., Univ. of Maryland, College Park, MD 20742,
apopper@umd.edu�, Mardi C. Hastings �Office of Naval Res., Arlington,
VA 22217�, Andrew S. Kane �Univ. of Maryland, College Park, MD
20742�, and Peter Stein �Sci. Solutions, Inc., Nashua, NH 03049�

We investigated the effects of exposure to Low Frequency Active
�LFA� sonar on rainbow trout �a hearing non-specialist related to several
endangered salmonids� and channel catfish �a hearing specialist�, using an
element of the standard SURTASS LFA source array. We measured hear-
ing sensitivity using auditory brainstem response, effects on inner ear
structure using scanning electron microscopy, effects on non-auditory tis-
sues using general pathology and histopathology, and behavioral effects
with video monitoring. Exposure to 193 dB re 1 microPa �rms received
level� in the LFA frequency band for 324 seconds resulted in a TTS of 20
dB at 400 Hz in rainbow trout, with less TTS at 100 and 200 Hz. TTS in
catfish ranged from 6 to 12 dB at frequencies from 200 to 1000 Hz. Both
species recovered from hearing loss in several days. Inner ears sensory
tissues appeared unaffected by acoustic exposure. Gross pathology indi-
cated no damage to non-auditory tissues, including the swim bladder. Both
species showed consistent startle responses at sound onsets and changed
their position relative to the sound source during exposures. There was no
fish death attributable to sound exposure even up to four days post-
exposure. �Work supported by Chief of Naval Operations.�

1:45

2pAB2. The effects of stimulus parameters on the auditory brainstem
response of zebrafish „Danio rerio…. Maria Margaritis and Dennis
Higgs �Dept. of Biol., Univ. of Windsor, Windsor, ON, Canada N9B 3P4,
dhiggs@uwindsor.ca�

In mammals and birds it is well documented that stimulus parameters
have significant effects on auditory processing. However in fish, the effect
of different stimulus types remains unclear. Therefore it is difficult to
directly compare piscine auditory responses obtained by different investi-
gators, due to variability in testing methods. The current study uses ze-
brafish �Danio rerio� to evaluate the effects of stimulus type �800 Hz tone
bursts versus broadband stimuli from 100–4000 Hz� and stimulus duration
�1, 5, 10, or 20 ms� on the auditory brainstem response �ABR�. Threshold
was significantly lower (p�0.04) for broadband sounds than for tones,
but there was no effect on either latency or amplitude. There was a direct
and significant effect of duration on threshold (p�0.001), suggesting the
response was due to the offset rather than the onset of the stimulus. Du-
ration had no effect on either threshold or amplitude. The stimulus level
had no significant effect on latency, however amplitude significantly in-
creased as level increased (p�0.001). Thus, stimulus parameters can sig-
nificantly affect ABRs. The current findings show the need for a consistent
method of testing among investigators in order to reliably compare results.
�Work supported by NSERC.�

2:00

2pAB3. Auditory evoked potential measurements in elasmobranchs.
Brandon Casper and David Mann �Univ. of South Florida, College of
Marine Sci., 140 Seventh Ave. South, St. Petersburg, FL 33701�

Auditory evoked potentials �AEP� were first used to examine hearing
in elasmobranchs by Corwin and Bullock in the late 1970s and early
1980s, marking the first time AEPs had been measured in fishes. Results of
these experiments identified the regions of the ear and brain in which
sound is processed, though no actual hearing thresholds were measured.
Those initial experiments provided the ground work for future AEP ex-
periments to measure fish hearing abilities in a manner that is much faster
and more convenient than classical conditioning. Data will be presented
on recent experiments in which AEPs were used to measure the hearing
thresholds of two species of elasmobranchs: the nurse shark, Ginglymos-

toma cirratum, and the yellow stingray, Urobatis jamaicencis. Audiograms
were analyzed and compared to previously published audiograms obtained
using classical conditioning with results indicating that hearing thresholds
were similar for the two methods. These data suggest that AEP testing is a
viable option when measuring hearing in elasmobranchs and can increase
the speed in which future hearing measurements can be obtained.

2:15

2pAB4. Bottlenose dolphins audiogram dependence on azimuth:
Evoked potential study. Vladimir Popov �Inst. of Ecology and
Evolution, 33 Leninsky Prosp., 119071 Moscow, Russia�

ABR thresholds to tonal pips were measured in two bottlenose dol-
phins at different azimuthal positions of the sound source. The tested
frequency range was from 8 to 128 kHz. Azimuth varied within a limit of
90 degree relative to the animals’ longitudinal axis. This experimental
paradigm allowed us to obtain ABR audiograms at different locations of
the sound source. The zero-azimuth audiogram, at the sound source posi-
tion in front of the animal, was of a standard appearance �minimum
thresholds at frequencies of 38 90 kHz, steep threshold increase at higher
frequencies, and shallower increase at lower frequencies�. The audiograms
at lateralized sound-source positions looked in a different manner. With
the azimuth increase, high-frequency thresholds rose much higher than
low-frequency ones, so at azimuths of 6090, the threshold versus fre-
quency function was almost monotonous: the lowest threshold was ob-
served at the lowest frequency �8 kHz� and the highest threshold at the
highest frequency �128 kHz�. With monaural ABR recording, audiograms
contralateral to the sound source featured higher thresholds and steeper
threshold increase with frequency as compared to the ipsilateral ones.
�Work supported by the Russian Foundation for Basic Research.�
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2:30

2pAB5. Audiogram variability in normal bottlenose dolphins.
Mikhail B. Tarakanov, Mikhail G. Pletenko, Vladimir V. Popov, and
Alexander Ya. Supin �Inst. of Ecology and Evolution, 33 Leninsky
Prospect, 119071 Moscow, Russia�

Audiograms have been obtained in about a dozen of odontocete spe-
cies, but mostly in one or two individuals each. However, some inter-
individual difference in hearing sensitivity is inevitable. Therefore, a rep-
resentative number of animals should be investigated to get a normal
audiogram standard. In the present study, an attempt has been made to
estimate the audiogram scatter among normal bottlenose dolphins. Mea-
surements were made in dolphins captured in wild and kept in captivity 3
to 5 months, using auditory evoked potential technique �envelope follow-
ing response� to measure hearing thresholds in far acoustic field. Seven
subjects, 5 males and 2 females, provisionally from 3 to 15 years old, were
investigated during the summer season of 2004. Hearing thresholds were
measured at frequencies from 8 to 152 kHz with quarter-octave steps. All
the subjects had qualitatively similar audiograms. The best sensitivity was
from 38.9 dB re 1 uPa �at 32 kHz� to 51.9 dB �at 16 kHz�, with a mini-
mum of the averaged audiogram of 47.1 dB at 45 kHz. High-frequency
cut-off was 152 kHz at a level of 40 dB above the lowest threshold.
Standard deviation of threshold was from 4.1 to 10.3 dB. �Work supported
by RFBR and Russian President Grants.�

2:45

2pAB6. Auditory evoked potential „AEP… measurements in stranded
rough-toothed dolphins „Steno bredanensis…. Mandy L. H. Cook �USF
College of Marine Sci., 140 Seventh Ave. South, Saint Petersburg, FL
33701-5016, mhill@marine.usf.edu�, Charles A. Manire �Mote Marine
Lab., Sarasota, FL 34236�, and David A. Mann �USF College of Marine
Sci., Saint Petersburg, FL 33701-5016�

Thirty-six rough-toothed dolphins �Steno bredanensis� live-stranded
on Hutchinson Island, FL on August 6, 2004. Seven animals were trans-
ported to Mote Marine Laboratory for rehabilitation. Two auditory evoked
potential �AEP� measurements were performed on each of five of these
dolphins in air using a jawphone to present acoustic stimuli. Modulation

rate transfer functions �MRTFs� were measured to establish how well the
auditory system follows the temporal envelope of acoustic stimuli. A 40
kHz stimulus carrier was amplitude modulated �AM� with varying rates
ranging from 200 Hz to 1800 Hz, in 200 Hz steps. The best AM-rate from
the first dolphin tested was 1500 Hz. This AM rate was used in subsequent
AEP measurements to determine evoked-potential hearing thresholds be-
tween 5000 and 80 000 Hz. These findings show that rough-toothed dol-
phins can detect sounds between 5 and 80 kHz, and are most likely ca-
pable of detecting frequencies much higher than 80 kHz. MRTF data
suggest that rough-toothed dolphins have a high temporal resolution, simi-
lar to that of other cetaceans.

3:00

2pAB7. Stimulus-response characteristics of a harbor porpoise during
active echolocation and passive hearing studied with auditory brain
stem recordings „ABR…. Kristian Beedholm and Lee A. Miller �Inst. of
Biol., Univ. of Southern Denmark, Campusvej 55, DK-5230 Odense M,
Denmark, lee@biology.sdu..dk�

We evaluated the stimulus-response characteristics of hearing by a
harbor porpoise using narrow band pulses resembling the animal’s own
echolocation pulse �130 kHz, 100 us�, but shifted in frequency �80, 100,
125, 160 kHz�. Our animal was trained to accept two suction cup elec-
trodes and to station 1 m below the water surface. Stimuli could be pre-
sented either as simulated echoes at a fixed delay �5 ms� relative to the
animal’s echolocation signals, or at a constant rate chosen by the experi-
menter. Stimulus levels were varied between 90 and 150 dB re 1uPa and
the ABR responses were averaged �16 or more responses� at each level.
The relationship between input level �in dB� and ABR amplitude was
reasonably linear for simulated echo and constant rate experiments. Re-
gression lines were calculated to determine the level at which the response
met the noise, defining the ABR threshold. There was little difference in
the ABR threshold �100 to 110 dB re 1uPa� for the four frequencies. The
rate of growth of the ABR response with increasing stimulus level was
steepest at 125 kHz, which could well reflect a relatively denser popula-
tion of neurons tuned to this frequency area. �Work done at Fjord & Baelt,
Kerteminde, Denmark, and supported by ONR.�

TUESDAY AFTERNOON, 17 MAY 2005 PLAZA A, 1:30 TO 5:00 P.M.

Session 2pAO

Acoustical Oceanography and Underwater Acoustics: Geoacoustic Inversion Techniques

Michael J. Buckingham, Chair
Scripps Inst. of Oceanography, 8820 Shellback Way, La Jolla, CA 92093-0238

Contributed Papers

1:30

2pAO1. Seafloor classification using artificial neural network
architecture from central western continental shelf of India. Vasudev
Mahale, Bishwajit Chakraborty, Gajanan S. Navelkar, and R. G. Prabhu
Desai �Natl. Inst. of Oceanogr., Dona Paula, Goa: 403 004, India,
bishwajt@darya.nio.org�

Seafloor classification studies are carried out at the central western
continental shelf of India employing two frequency normal incidence
single beam echo-sounder backscatter data. Echo waveform data from
different seafloor sediment areas are utilized for present study. Three arti-

ficial neural network �ANN� architectures, e.g., Self-Organization Feature
Maps �SOFM�, Multi-Layer Perceptron �MLP�, and Learning Vector
Quantization �LVQ� are applied for seafloor classifications. In case of
MLP, features are extracted from the received echo signal, on the basis of
which, classification is carried out. In the case of the SOFM, a simple
moving average echo waveform pre-processing technique is found to yield
excellent classification results. Finally, LVQ, which is known as ANN of
hybrid architecture is found to be the efficient seafloor classifier especially
from the point of view of the real-time application. The simultaneously
acquired sediment sample, multi-beam bathymetry and side scan sonar and
echo waveform based seafloor classifications results are indicative of the
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depositional �inner shelf�, non-depositional or erosion �outer shelf� envi-
ronment and combination of both in the transition zone. �Work supported
by DIT.�

1:45

2pAO2. Geoacoustic parameters inversion by ambient noise in South
China Sea experiment of ASIAEX. Ruey-Chang Wei, Yao-Hsien Kuo,
Cheng-Hung Chen �Natl. Sun Yat-Sen Univ., No. 70, Lien-Hai Rd.,
Kaohsiung, Taiwan 804�, and Hsiang-Chih Chan �Natl. Taiwan Univ.,
Taipei, 106, Taiwan�

Knowing bottom geoacoustic parameters is of great importance for
using sonar systems effectively in shallow water. This study is based upon
the vertical line array �VLA� in South China Sea experiment of the Asian
Seas International Acoustic Experiment �ASIAEX�, dated from May 3,
2001 to May 16, 2001, in which the ambient noise was also measured in
shallow water. Beamforming is used to calculate the vertical directionality
of ambient noise, but limited by the array element spacing, the major
analysis frequency range is 100 to 400 Hz. Comparison between forward
modeling �normal mode code� and experimental results show the energy
ratio of up-looking and down-looking beams, which can be referred to the
energy reflection coefficient of the bottom-potentially a function of angle
and frequency. From the reflection coefficient, critical parameters of the
sediments such as sound speed, density, and attenuation coefficient can be
obtained. Finally, this result is verified by on-site chirp sonar surveys
during the experiment, and also by other inversion investigation in this
area using other sound source.

2:00

2pAO3. Single beam echosounding: Considerations of depth and
seabed slope. Ben R. Biffard, N. Ross Chapman, Steve F. Bloomer
�School of Earth and Ocean Sci., Univ. of Victoria, P.O. Box 3055,
Victoria, BC, Canada V8W 3P6�, and Jon M. Preston �Quester Tangent
Corp., Sidney, BC, Canada V8L 5Y8�

The topic of depth compensation of single beam echo time series for
seabed classification is fairly well studied. The effect of seabed slope has
not been publicized. In applications for seabed classification, seabed slope
is observed to be associated with classification inaccuracy and failure. In
cases of higher slope, single beam bathymetry also becomes inaccurate. A
survey of 2 fjords with extreme variation in slope is presented as a repre-
sentative example and testing bed for investigating slope. The direct effect
on seabed echoes is investigated and explained in reference to a simple
model of beam-echo geometry. Survey bathymetry is compensated for
slope; inaccuracies of up to 5% of depth are corrected, however bottom
picking accuracy is diminished in areas of slope and cannot be improved.
Surveys of a gas hydrate site and a river will also be presented as appli-
cations of these ideas. Early results from BORIS model studies of methods
for compensation of slope and depth may also be presented.

2:15

2pAO4. Estimating the uncertainty of geoacoustic parameters of a
range-dependent environment. Mark Fallat �Dept. of Earth and Ocean
Sci., Univ. of BC, Canada�, Stan Dosso �Univ. of Victoria, Canada�, and
Peter Nielsen �NATO Undersea Res. Ctr.�

In this study, data from a range-dependent environment are inverted to
obtain estimates of the geoacoustic properties and their uncertainties. The
technique consists of combining the results of a series of range-
independent inversions to produce a model of the range-dependent envi-
ronment. A rigorous uncertainty analysis provides a way of discerning
whether variations in the inversion results are due to range-dependent
features of the environment or simply due to uncertainty/variability in the
results. Broadband acoustic data from a track off the island of Sicily were
analyzed. Ground-truth information in the form of core measurements and
a high-resolution seismic profile were also collected and used for verifi-
cation of the results. The method of fast Gibbs sampling �FGS� was used
to estimate the uncertainties of the geoacoustic properties. FGS is based on
a Bayesian approach to inversion which samples the posterior probability

distribution to estimate marginal probability distributions and parameter
correlations. Marginal probability distributions were computed at various
points along the track and compared to the ground-truth information.
Overall, the analysis showed that the dominant range-dependent features
of the environment could be estimated.

2:30

2pAO5. A method for obtaining the geoacoustic properties of marine
sediments using sound generated by aircraft. Eric M. Giddens and
Michael J. Buckingham �Scripps Inst. of Oceanogr., La Jolla, CA
92093-0238�

A low-frequency geoacoustic inversion method has been developed for
an isovelocity waveguide using light-aircraft as a source of sound. The
high Doppler shift of the acoustic field facilitates the inversion, allowing
directional information to be gathered by a single, omnidirectional re-
ceiver. The inversion method has been applied to simulations and to field
experiments conducted in shallow water �14.4 m depth� off the coast of La
Jolla. The inversion results will be discussed along with an error analysis
using the Cramer-Rao Lower Bounds. �Work supported by ONR and the
ARCS Foundation.�

2:45

2pAO6. Uncertainty bounds for geoacoustic inversions due to sound
speed variations in water column. Ying-Tsong Lin and James F. Lynch
�Woods Hole Oceanogr. Inst., Woods Hole, MA 02543�

The uncertainty bounds for geoacoustic inversion results due to sound
speed variability in the water column perturbed by internal waves are
assessed. Our previous work showed that if the sound speed variations are
not taken account into the water column model, they will affect the accu-
racy of geoacoustic inversions. In this paper, we seek to quantify how well
the error bounds could be given under certain knowledge of the sound
speed variations. In doing so, the equivalent transform method derived
from the linear perturbation theory plays a role in error transferral from
water column to bottom. The water column variability is decomposed into
ocean dynamic modes or as empirical orthogonal function �EOF� modes.
Obtaining the ocean dynamic modes requires having the buoyancy fre-
quency profile, whereas obtaining the EOF modes requires having vertical
time series data. In general, it is difficult to assemble full statistics of the
sound speed variations, so we examine the uncertainty bounds of the in-
version results in the case where only partial statistics can be observed.

3:00

2pAO7. Geoacoustic inversion of broadband data by matched beam
processing. N. Ross Chapman and Yongmin Jiang �School of Earth and
Ocean Sci., Univ. of Victoria, P.O. Box 3055, Victoria, BC, Canada V8W
3P6�

This paper describes results of geoacoustic inversion using broadband
signals from an experiment carried out at a site near the South Florida
Ocean Measurement Centre in the Florida Straits. M-sequence coded pulse
trains at different center carrier frequencies from 100 to 3200 Hz were
transmitted in the acoustic experiment, and received by a tri-axial array at
a distance around 10 km. Geoacoustic inversion was carried out to deter-
mine the possibility of inverting the environmental parameters from this
long-range propagation experiment. The received signal at 100 Hz con-
sisted of a dominant water column signal and a secondary arrival delayed
by 0.4 s. The secondary signal was spatially filtered by beamforming the
array data, and the beam data were inverted by matched beam processing
combined with an adaptive simplex simulated annealing algorithm. The
estimated values of compressional wave speed and density were in good
agreement with ground truth values from sediment cores. The inverted
shear wave speed appears to be a sensitive parameter and consistent with
compressional wave speed. Range and water depth were also included as
inversion parameters, and the inversion results were close to the known
values within small uncertainties. �Work supported by ONR.�
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3:15

2pAO8. Matched-field geoacoustic inversion with correlated data
errors. Stan E. Dosso �School of Earth and Ocean Sci., Univ. of
Victoria, Victoria, BC, Canada�

Many approaches to geoacoustic inversion are based implicitly on the
assumption that data errors �including measurement and theory errors� are
uncorrelated. However, this assumption is often not valid, and can lead to
inefficient geoacoustic parameter estimates and an under-estimation of pa-
rameter uncertainties. This paper examines the effects of data error �re-
sidual� correlations in matched-field geoacoustic inversion. Statistical tests
for error correlations in both space and frequency are considered. An
inversion approach is developed based on an iterative, non-parametric
method of estimating the full error covariance matrix �assuming ergodic
residuals�, and including this covariance in the likelihood function of a
Bayesian formulation. The inversion approach is illustrated for broadband,
vertical-array data from the Mediterranean Sea.

3:30–3:45 Break

3:45

2pAO9. Bounding the error on bottom estimation for multi-angle
swath bathymetry sonar. Geoff K. Mullins and John S. Bird �School of
Eng. Sci., Simon Fraser Univ., 8888 University Dr., Burnaby, BC, Canada
V5A 1S6�

With the recent introduction of multi-angle swath bathymetry �MASB�
sonar to the commercial marketplace �e.g., Benthos Inc., C3D sonar,
2004�, additions must be made to the current sonar lexicon. The correct
interpretation of measurements made with MASB sonar, which uses filled
transducer arrays to compute angle-of-arrival information �AOA� from
backscattered signal, is essential not only for mapping, but for applications
such as statistical bottom classification. In this paper it is shown that aside
from uncorrelated channel to channel noise, there exists a tradeoff between
effects that govern the error bounds on bottom estimation for surfaces
having shallow grazing angle and surfaces distributed along a radial arc
centered at the transducer. In the first case, as the bottom aligns with the
radial direction to the receiver, footprint shift and shallow grazing angle
effects dominate the uncertainty in physical bottom position �surface
aligns along a single AOA�. Alternatively, if signal from a radial arc ar-
rives, a single AOA is usually estimated �not necessarily at the average
location of the surface�. Through theoretical treatment, simulation, and
field measurements, the aforementioned factors affecting MASB bottom
mapping are examined. �Work supported by NSERC.�

4:00

2pAO10. Posterior probability distributions for Biot parameters from
experimental data. Buye Xu, Traci Neilsen �Dept. of Phys. and Astron.,
Brigham Young Univ., N203 ESC, Provo, UT 84602,
bxu@email.byu.edu�, and Marcia Isakson �Univ. of Texas, Austin, TX
78712�

Reflectivity measurements can be used in inversion techniques to ob-
tain estimates of the physical characteristics of seabed sediments. In addi-
tion, computation of posterior probability distributions �PPDs� �S. E.
Dosso, J. Acoust. Soc. Am. 111, 129–142 �2002�� provide an uncertainty
of each parameter estimate obtained by a simulated annealing inversion. In
this work, PPDs are calculated for experimental reflection loss data to
evaluate the sensitivities associated with the parameters in the Biot-Stoll
poro-elastic model for sediments. The data comes from a lab tank experi-
ment in which reflection loss from a sandy sediment was measured as a
function of grazing angle for frequencies between 75 kHz and 150 kHz.
The sampling for the PPDs is based on the least-squares error between
simulated reflection coefficient data and values modeled with the reflec-
tion module of OASES. �H. Schmidt, ‘‘OASES Version 2.1 User Guide

and Reference Manual,’’ Department of Ocean Engineering, Massachu-
setts Institute of Technology, 1997.� The PPDs resulting from the lab data
are compared with those obtained for simulated data, and the effects of
experimental error on the results are explored.

4:15

2pAO11. Measurement of the bulk density gradient in the transition
layer of a sandÕwater interface using a diver deployed X-Ray
Attenuation Measurement System „XRAM…. Todd Hay and Marcia
Isakson �Appl. Res. Labs., Univ. of Texas, Austin, TX 78713�

The reflection coefficient is an important parameter for modeling
acoustic applications in littoral environments. However, a density gradient
in the transition layer of the interface can change the value of the reflec-
tion coefficient by 15 dB for high frequencies. Therefore, an accurate
measurement of the bulk density gradient is crucial to the interpretation of
reflection coefficient data. Previously, bulk density gradients have been
determined by coring which disrupts grain microstructure or by electrical
methods which do not measure the density directly. For this study, a novel
means of directly determining the density gradient in situ using x-ray
attenuation was developed. The system is small, lightweight, and diver
deployed allowing a greater flexibility in density measurements. Calibra-
tion measurements of materials with varying densities as well as measure-
ments of the transition layer of a sand/water interface will be presented.
�Work supported by ONR, Ocean Acoustics.�

4:30

2pAO12. Geoacoustic inversion for single paths of Haro Strait data.
A. Tolstoy �A. Tolstoy Sci., 1350 Beverly Rd., Ste. 115 PMB 293,
McLean, VA 22101�

This presentation will discuss efforts to date for the geoacoustic inver-
sion of selected, single, Haro Strait Source-Receiver �SR� paths. The pa-
rameters emphasized will include water depth, linear sound-speed profiles,
and the range between SR. The path will assume 3 segments: one segment
for the region at S, one for the region at R, and one for an average region
in between. The inversions will operate using the SUB-RIGS method
which is based on multiple frequencies where higher frequencies are most
sensitive to surficial geoacoustic properties while the lower frequencies
are most sensitive to the deeper properties. Some paths have already been
successfully inverted by earlier research efforts �Chapman et al.�. This
paper will demonstrate efforts on some of those paths as well as on other,
more problematic SR paths.

4:45

2pAO13. Classification of acoustic signals using the statistics of the
1-D wavelet transform coefficients. Michael I. Taroudakis �Dept. of
Mathematics, Univ. of Crete and FORTH/IACM, P.O. Box 1527, 711 10
Heraklion, Greece� and George Tzagkarakis �Univ. of Crete and FORTH/
ICS, Heraklion, Greece�

The representation of an acoustic signal in terms of the wavelet sub-
band coefficients is studied using their statistical features. This type of
representation is suggested as an alternative tool for tomographic or geoa-
coustic inversions. Using a set of representative shallow water environ-
ments, the variation of the statistical behavior of the sub-band coefficients
is associated with corresponding variations of the environmental param-
eters. Low frequency signals suitable for ocean acoustic tomography are
simulated. It is shown that the statistics of the sub-band coefficients are
best described using non-Gaussian heavy-tailed distributions such as those
of the alpha-stable family. The variations of the distribution parameters are
measured using special statistical similarity functions such as the
Kullback-Leibler divergence which has been adopted in the present study.
The distances between the statistical parameters of a given and reference
signals determined by these functions, can be used for subsequent non-
linear inversions aiming at the recovery of the environmental parameters.
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TUESDAY AFTERNOON, 17 MAY 2005 REGENCY A, 1:45 TO 4:15 P.M.

Session 2pBB

Biomedical UltrasoundÕBioresponse to Vibrational and Physical Acoustics: Ultrasound Imaging

Jeffrey A. Ketterling, Cochair
Riverside Research Inst., 156 William St., New York, NY 10038-2609

James C. Lacefield, Cochair
Dept. of Electrical and Computer Engineering, Univ. of Western Ontario, London, ON N6A 5B9, Canada

Chair’s Introduction—1:45

Contributed Papers

1:45

2pBB1. Computational synthesis of ultrasound breast images from a
three-dimensional anatomical model. Yi-Ting Shen and James C.
Lacefield �Univ. of Western Ontario and Robarts Res. Inst., London, ON,
Canada�

A three-dimensional breast anatomy model has been implemented us-
ing spline surfaces and fractal structures to represent the architecture of
the lactiferous ducts, mammary fat lobules, skin, and supporting connec-
tive tissues. The model randomly varies user-specified structural param-
eters to provide an unlimited number of realizations of the gross anatomy.
Cross-sectional views extracted by slicing through a realization of the
model are input to a two-dimensional k-space �i.e., spatial frequency do-
main� ultrasound propagation simulator. The k-space simulator iterates
pressure and particle velocity fields in 30-ns steps to compute scattering
from the structures defined by the anatomical model and small random
variations in compressibility that are added to generate speckle. A syn-
thetic aperture method is employed to simulate B-mode imaging with a 5
MHz, 192-element linear array operated using multiple transmit focal
zones and dynamic receive focusing. Simulated images of random-
scattering phantoms possess approximately Rayleigh speckle statistics.
The anatomical model is expected to yield images with speckle statistics
comparable to clinical breast images. The long-term objectives of these
simulations are to investigate sources of focus aberration in ultrasound
breast imaging and the impact of aberration on cancer detection. �Work
supported by an NSERC Discovery Grant.�

2:00

2pBB2. Tissue-type imaging „TTI… based on ultrasonic spectral and
clinical parameters for detecting, evaluating, and managing prostate
cancer. Ernest J. Feleppa, Jeffrey A. Ketterling, Shreedevi Dasgupta,
Andrew Kalisz, Sarayu Ramachandran �Biomed. Eng. Labs., Riverside
Res. Inst., 156 William St., New York, NY 10038, feleppa@rrinyc.org�,
and Christopher R. Porter �Virginia Mason Medical Ctr., Seattle, WA
98101�

This study seeks to develop more-sensitive and -specific ultrasonic
methods of imaging cancerous prostate tissue and thereby to improve
means of guiding biopsies and planning, targeting, and monitoring treat-
ment. Ultrasonic radio-frequency, echo-signal data, and clinical variables,
e.g., PSA, voiding function, etc., during biopsy examinations were ac-
quired. Spectra of the radio-frequency signals were computed in each
biopsied region, and used to train neural networks; biopsy results served as
the gold standard. A lookup table gave scores for cancer likelihood on a
pixel-by-pixel basis from locally computed spectral-parameter and global
clinical-parameter values. ROC curves used leave-one-patient- and leave-
one-biopsy-out approaches to minimize classification bias. Resulting
ROC-curve areas were 0.80�0.03 for neural-networks versus 0.66�0.03
for conventional classification. TTIs generated from data acquired pre-
surgically showed tumors that were unrecognized in conventional images

and during surgery. 3-D renderings of prostatectomy histology and TTIs
showed encouraging correlations, which shows promise for improving the
detection and management of prostate cancer, e.g., for biopsy guidance,
planning dose-escalation and tissue-sparing options for radiation or cryo-
therapy, and assessing the effects of treatment. Combining MRS param-
eters with US spectral parameters appears capable of further improving
prostate-cancer imaging. �Work supported by NIH.�

2:15

2pBB3. Bioheat Transfer Model „BHTE… based temperature
estimation technique for high intensity focused ultrasound therapy
monitoring. Peter J. Kaczkowski and Ajay Anand �Appl. Phys. Lab,
Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105�

The spatial distribution of tissue temperature is an essential indicator
of thermal therapy progress, treatment safety and efficacy. Here, it is
shown through in vitro experiments that temperature rise can be accurately
measured during therapy delivery and post-treatment cool down phases
using RF backscatter data collected with a modified ultrasound scanner.
RF data is acquired prior to, during, and after HIFU exposures, in tissue
mimicking phantoms and excised animal tissue. Through two calibration
experiments, initial estimates for key BHTE parameters �local thermal
diffusivity, and magnitude of the HIFU heat source� and the temperature
dependence of ultrasonic travel time are obtained prior to therapy. Tissue
heterogeneity over a larger targeted region of interest is modeled as a
change in the magnitude of the focal heat source. During therapy this
magnitude is updated using an iterative optimization technique that mini-
mizes the difference between predicted and measured travel time values.
Temperature and thermal dose maps are generated throughout therapy de-
livery and post-treatment cooling periods. The ultrasound derived esti-
mates are validated against independent thermocouple measurements close
to but not at the HIFU focus. This model-based technique permits nonin-
vasive temperature estimation throughout the entire therapeutic range, and
is thus a departure from previously reported techniques.

2:30

2pBB4. Comparison of three models at high frequency for ultrasound
tissue scattering. Michael Oelze, William O’Brien, Jr. �Dept. of Elec.
and Comput. Eng., Univ. of Illinois at Urbana-Champaign, Urbana, IL
61801�, and James Zachary �Univ. of Illinois at Urbana-Champaign�

A mammary carcinoma was grown in mice and imaged with an ultra-
sound transducer operating with a center frequency of 65 MHz. Quantita-
tive ultrasound �QUS� analysis was used to characterize the tumors using
the bandwidth of 30 to 85 MHz. Three models �Gaussian scatterer, fluid-
filled sphere, and a new cell scatterer� for scattering were examined and
scatterer property estimates were compared to real tissue morphology as
seen from optical microscope images of the tumors. The Gaussian scatter-
ing model did not fit the data well compared to the fluid-filled sphere and
new cell scatterer models. The fluid-filled sphere model fit the measure-
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ments better than any other model but did not yield scatterer property
estimates that resembled underlying structure. Using the fluid-filled sphere
model, the average estimated scatterer diameter was 25.5�0.14 �m. A
new cell scatterer model was developed, which was based on scattering
from a cell by incorporating the effects of the cytoskeleton and nucleus.
The new cell scatterer model yielded estimates that appeared to reflect
underlying structure more accurately. Using the new cell scatterer model,
the average estimated nuclear diameter was 15.6�2.2 �m compared with
13.2 �m as measured from optical microscope images.

2:45

2pBB5. Importance of local attenuation on the estimation of scatterer
size from ultrasound backscattered waveforms. Timothy A. Bigelow
and William D. O’Brien, Jr. �Univ. of Illinois, 405 N. Mathews Ave.,
Urbana, IL 61801, bigelow@uiuc.edu�

Estimating the characteristic size of the tissue microstructure from a
statistical analysis of the backscattered power spectrum could improve the
diagnostic capability of medical ultrasound. Previously, size estimates
were obtained for focused sources after compensating for source focusing,
the frequency-dependent attenuation along the propagation path �total at-
tenuation�, and the frequency-dependent attenuation in the region of inter-
est �local attenuation� given the attenuation values. In this study, the im-
portance of the local attenuation on the scatterer size estimate was
determined using computer simulations. The simulations used Gaussian
impedance distributions with an effective radius of 25 �m randomly po-
sitioned in a homogeneous half-space �attenuation from 0.05 to 1 dB/cm-
MHz) sonified by a spherically focused source ( f /1 to f /4). The total
attenuation and focusing were assumed known. The scatterer size was
estimated assuming that the local attenuation was zero, the local attenua-
tion was the mean value of the true attenuation over the frequency range
used to obtain the estimates, and the local attenuation was 0.5 dB/cm-
MHz. These three size estimates were then compared to estimates ob-
tained using the true local attenuation value as well as estimates obtained
when both focusing and local attenuation were not compensated.

3:00–3:15 Break

3:15

2pBB6. Non-invasive measurement of in situ thermal diffusivity and
local heat source using backscattered ultrasound for thermal therapy
planning and monitoring. Ajay Anand and Peter Kaczkowski �Univ. of
Washington, 1013 40th St NE, Seattle, WA 98105�

Bioheat transfer equation �BHTE� estimates of applied dose during
HIFU therapy typically use prior knowledge or assume standard values for
tissue properties that determine thermal diffusivity (K) and heat source
(Q). We have developed a novel signal-processing based technique to
noninvasively estimate these parameters in situ based on analysis of raw
backscattered RF data from two localized HIFU exposures, one at sub-
ablative intensities to determine K , and another at therapeutic intensities
to obtain Q . Both exposures are performed prior to therapy. To estimate
K , a short HIFU exposure is applied resulting in a temperature rise of less
than 15° C. The Gaussian radius of the temperature induced apparent
strain profile during cool down is estimated and fit to an approximate
analytical heat diffusion expression to obtain K . Independent estimates of
K derived using the transient hotwire technique validated the ultrasonic
measurements. To estimate Q , an audio range hydrophone was acousti-
cally coupled to the sample to detect the onset of boiling. The time re-
quired to bring the sample to boiling was used to estimate Q by iteration
of a numerical BHTE model. These results are validated against in situ
measured values using thermocouples and linear acoustic calculations.

3:30

2pBB7. Validation of high-frequency ultrasound measurements of
tissue layer thickness. Qiang Qiu, Joy Dunmore-Buyze, Derek R.
Boughner, and James C. Lacefield �Univ. of Western Ontario, Robarts
Res. Inst., and London Health Sci. Ctr., London, ON, Canada�

High-frequency ultrasound imaging enables nondestructive measure-
ment of layer thickness in tissue specimens. These measurements are valu-
able for mechanical testing of soft biomaterials. This paper demonstrates a
method for assessing the accuracy of high-resolution ultrasonic thickness
estimates. Three-dimensional images of six porcine aortic valve cusps
were acquired in vitro using a 40 MHz ultrasound system with 40�80
�80 �m3 spatial resolution. The cusps were then frozen in liquid nitro-
gen, sectioned into 10-�m slices, and micrographs of one slice from each
specimen were acquired at 4� magnification. The two-dimensional mi-
crographs were registered to the three-dimensional ultrasound images us-
ing a cross-correlation method. The boundaries of the fibrosa, spongiosa,
and ventricularis layers were segmented in both sets of images using an
active contour model. The average thicknesses of the tissue layers in the
registered images were estimated and the absolute differences of the opti-
cal and ultrasonic estimates were computed. The absolute differences were
55.8�22.6 �m �mean � standard deviation�, 23.5�14.3 �m, and 22.7
�17.2 �m for the fibrosa, spongiosa, and ventricularis, respectively. The
measurement differences are comparable to the axial resolution of the
ultrasound system and are not significant as determined by t-tests (p
�0.30 for each layer�.

3:45

2pBB8. Automatic 3D acoustic tissue models from histologic tissue
sections and application to ex vivo tissue characterization. Jonathan
Mamou, Michael L. Oelze, William D. O’Brien, Jr. �Dept. of Elec. and
Comput. Eng., Univ. of Illinois at Urbana-Champaign, 1406 W. Green St.,
Urbana, IL 61801, mamou@uiuc.edu�, and James F. Zachary �Univ. of
Illinois at Urbana-Champaign, Urbana, IL 61801�

Three-dimensional acoustic tissue models �3DATMs� can be used as
computational tools for ultrasonic imaging algorithm development and
analysis. 3DATMs are automatically constructed from digitized light mi-
croscope images of consecutive H&E-stained histologic tissue sections.
Construction necessitated contrast equalization, registration, and interpo-
lation of missing sections. The registered �with interpolated� sections yield
a 3D histologic volume �3DHV�. Acoustic properties are then assigned to
each tissue constituent of the 3DHV to obtain the 3DATM. A tissue char-
acterization technique was developed to obtain scatterer parameter esti-
mates �size and acoustic concentration� from a 3D impedance map
�3DZM� deduced from a 3DHV by assigning acoustic impedance values.
3DZMs were constructed for a rat fibroadenoma �FA�, a mouse mammary
tumor �MMT� and a mouse sarcoma �EHS�. From these 3 3DZMs esti-
mates, effective scatterer diameters of 91 �m, 31.5 �m, and 34.5 �m,
respectively, were determined. Independent ultrasonic measurements
yielded average scatterer diameters of 105 �m, 30 �m, and 33 �m, re-
spectively. The 3DZM estimation scheme showed results similar to those
obtained by the ultrasonic measurements. 3DATMs may therefore be a
useful tool for quantifying ultrasonic tissue properties. �Work supported by
the University of Illinois Research Board.�

4:00

2pBB9. Automated set of test simulations for non-ideal medical
ultrasound transducers using Monte-Carlo method. Hotaik Lee,
Nadine B. Smith �Grad. Program in Acoust., The Penn State Univ.,
University Park, PA 16802�, and Terry A. Kling �Sound Technol. Inc.,
State College, PA 16803�

Using Field II program and Monte-Carlo method, we developed new
design tools for medical ultrasound transducers with the automated set of
imaging simulations. This simulation environment is used to create and
assess the parametric specification of design factors affecting the quality
of medical ultrasound imaging. In order to obtain accurate and realistic
results, non-ideal transducers whose transfer functions vary either across
the transducer or within the transducer are considered. These variations
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include, but are not limited to: center frequency, bandwidth, sensitivity,
ringdown, angular response, time-of-flight, and lateral focus. By applying
random numbers within the tolerance range to the variations in input pa-
rameters, the automated set of simulations is performed. First, critical
input parameters for components of the transfer function are identified by
sensitivity analysis. Next, the statistical range of parameter values that

yield a transducer model with a certain performance level is determined
and the limit of variations in each factor for acceptable degradation of
images is set. Finally, the creation of many ‘‘what if’’ cases to predict yield
and statistical performance of a transducer and the imaging simulation are
performed based on Monte-Carlo method. �Work supported by Sound
Technology Inc.�

TUESDAY AFTERNOON, 17 MAY 2005 GEORGIA A, 1:00 TO 4:05 P.M.

Session 2pEA

Engineering Acoustics, Acoustical Oceanography and Underwater Acoustics: Underwater Acoustic
Sensor Technologies

Dehua Huang, Cochair
Naval Undersea Warfare Center, 1176 Howell St., Newport, RI 02841-1708

Thomas R. Howarth, Cochair
NAVSEA Newport, 1176 Howell St., Newport, RI 02841

Chair’s Introduction—1:00

Invited Papers

1:05

2pEA1. Injection-molded 1-3 piezocomposite sensor development: The last ten years. Kim C. Benjamin �Naval Sea Systems
Command Div. Newport, 1176 Howell St., Newport, RI 02841�

The past ten years have seen several interesting demonstrations of 1-3 piezocomposite when used as the active component in sonar
sensors. Initially considered receive only by most in the field, piezocomposite has evolved into a proven broadband transducer
material with both receive and transmit capability. From large aperture single element calibration transducers, to parametric mode
projectors, the material has surprised many experts with its power handling capability. Its polymer constituent provides an amazing
degree of versatility by allowing the thermoforming and shaping of transducer substrates for packaging into todays undersea vehicles.
This talk will review the last ten years of piezocomposite transducer and array development focusing on both the materials transmit
behavior and fabrication benefits for future sonar applications. �Work supported by the U.S. Navy.�

1:30

2pEA2. Engineering applications of limited diffraction beams. Jian-yu Lu �Ultrasound Lab, Dept. of Bioengineering, The Univ.
of Toledo, Toledo, OH 43606, jilu@eng.utoledo.edu�

Limited diffraction beams �LDBs� are non-divergence and non-dispersive solutions to isotropic-homogeneous wave equations.
These beams have a common characteristic of X-shaped branches and thus are also called X waves. Because of their highly directional
propagation property, they have potential applications in medicine, underwater acoustics, and nonlinear optics �Charles Day, Phys.
Today, October, 2004, pp. 25–26�. In this talk, an overview of the development of LDBs will be given. This includes the conversion
of any existing solutions to homogeneous or non-homogeneous wave equations to LDB solutions using Lorentz-related transforma-
tion, and a discussion of the orthogonal properties of the X wave transformation pair in representing any physically realizable waves.
Experiments on applications of LDBs using our newly developed general-purpose ultrasound system will also be reported. �The
system is capable of 128-channel simultaneous ultrasound data acquisitions at 12-bit/40 MHz rate and can hold real-time radio-
frequency �RF� data up to 64 GB in one acquisition operation. Arbitrary ultrasound waveforms can be simultaneously produced by
128 12-bit/40 MHz D/A converters and then be linearly amplified to drive 75-Ohm loads or an array transducer at about �150 V.�

1:55

2pEA3. Fiber optic acoustic sensor technology. James Cole, Clay Kirkendall, and Anthony Dandridge �Naval Res. Lab, 4555
Overlook Ave., SW, Washington, DC 20375�

Fiber optic sensor technology has been under development for over 25 years, recently a major milestone has been reached- the
introduction of the Fiber Optic Wide Aperture Array on the first Virginia class submarine. This paper will review the development of
this technology, outlining the principles of operation and the technological developments that led to fiber optic interferometric sensors
becoming viable for production in an advanced sonar system. The Fiber Optic Wide Aperture array is a large channel count planar
array mounted on the side of the submarine, but fiber sensor technology is also being developed for both towed arrays �as a
replacement for the Navy’s thin-line towed arrays� and for bottom mounted acoustic arrays for a number of Navy applications. This
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paper will describe the development of the fiber optic hydrophones for these applications as well as the optical interrogation
techniques. One of the key features of fiber optic sensor technology is the ability to passively multiplex many hydrophone channels
per fiber, several multiplexing techniques will also be described. Some of the issues and challenges of this technology, such as
coherent noise for large channel count systems will also be briefly discussed.

Contributed Papers

2:20

2pEA4. Twenty years of barrel-stave flextensional transducer
technology in Canada. Dennis F. Jones �Defence R&D Canada–
Atlantic, P.O. Box 1012, Dartmouth, NS, Canada B2Y 3Z7, dennis.jones@
drdc-rddc.gc.ca�

The barrel-stave flextensional transducer, a compact underwater sound
source, was conceived at DRDC Atlantic in 1986 �G. W. McMahon and D.
F. Jones, U.S. Patent No. 4,922,470 �1 May 1990�; Canadian Patent No.
1,285,646 �2 July 1991��. Over the years, five barrel-stave designs belong-
ing to three flextensional classes were built and tested at DRDC Atlantic.
Three Class I transducers with operating frequencies ranging from 800 to
1600 Hz were integrated into submarine communications buoys, low fre-
quency active horizontal projector arrays, and a broadband sonar towbody.
A high-power Class II and broadband �1–7 kHz� Class III transducer were
deployed under the ice in the Lincoln Sea for research related to rapidly
deployable surveillance systems. These barrel-stave flextensional trans-
ducers have also supported a variety of marine mammal studies including
vocal mimicry in long-finned pilot whales, coda dialects in sperm whales,
and the R&D of acoustic detection and tracking systems for endangered
northern right whales. In August 2004 a barrel-stave transducer was used
to lure a trapped juvenile humpback whale to the sluice gates of a tidal
generating station on the Annapolis River in Nova Scotia by transmitting
humpback whale calls underwater. The acoustic performance parameters
for all 5 transducers will be presented.

2:35–2:50 Break

2:50

2pEA5. Single crystal cylinder transducers for sonar applications.
Harold Robinson, Gerald Stevens, Martin Buffman �NUWC Div.
Newport, 1176 Howell St., Newport, RI 02841�, and James Powers �EDO
Corp., Salt Lake City, UT 84115�

A segmented cylinder transducer constructed of single crystal lead
magnesium niobate-lead titanate �PMN-PT� has been under development
at NUWC and EDO Corporation for several years. The purpose of this
development was to provide an extremely compact, high power broadband
source. By virtue of their extraordinary material properties, ferroelectric
single crystals are the ideal transduction material for developing such
compact broadband systems. This presentation shall review the evolution
of the transducer design as well as present the results of a successful
in-water test conducted at NUWC in October of 2003. It shall be shown
that design changes intended to eliminate spurious modes limiting the
transducer bandwidth first observed in 2002 were successful, resulting in a
transducer with a clean frequency response and an effective coupling fac-
tor of 0.85. The measured transducer admittance was in nearly exact
agreement with theoretical predictions. The NUWC in-water tests demon-
strated that the single crystal cylinder achieved an admittance bandwidth
�based on the Stansfield criterion� of over 100%, while the tuned power
factor was 0.8 or more over 2.5 octaves of frequency. Additionally, the
transducer produced 12 dB higher source levels than a similarly sized PZT
transducer. �Work sponsored by DARPA.�

3:05

2pEA6. Dipole projectors for conformal sonar system applications.
Michael D. Gray �Acoust. and Mech. Systems Div., Georgia Tech Res.
Inst., Atlanta, GA 30332-0810�, Peter H. Rogers, and Gregg D. Larson
�Georgia Inst. of Technol., Atlanta, GA 30332-0405�

Dipole projectors are being investigated for use in active sonar arrays
on compliantly coated, low input impedance hulls. When the projector
standoff d is acoustically small (k0d�1), the direct and hull-reflected
signals add in phase in the far field, leading to an increase in signal

strength on the order of 2 relative to a free field dipole. By contrast, the
direct and reflected signals for monopole transducer will have nearly op-
posite phase, and the monopole will have a reduction in total signal
strength on the order of 2k0d . Ideally, both transducer types have cosine
directivities in-situ, although the monopole transducer response can be
more strongly influenced by hull elastic contributions. Designs for two
simple realizations of a dipole projector will be presented, along with
beam pattern measurements made with prototype transducers at the Geor-
gia Tech water tank facility.

3:20

2pEA7. A novel underwater acoustic transmitter. Chung Chang and
Richard Coates �Schlumberger-Doll Res., 36 Old Quarry Rd., Ridgefield,
CT 06877�

A strong wide bandwidth low-frequency acoustic transmitter was de-
signed and built to operate in the high-pressure environment of 20 000 psi
and temperature over 200 °C inside an oil well. The same design idea can
be easily adapted to the naval application in order to use it in the deep
ocean environment. This transmitter is pressure balanced and does not use
conventional piezoelectric material. Therefore, there is no performance
degradation with changing pressure and temperature. This new transmitter
uses impact force onto an acoustic resonator to generate sound. The im-
pact force is generated by an electrical hammer. The design is simple,
robust and the radiated acoustic wave fields are as repeatable as the piezo-
electric source. In addition this new transmitter does not require an expen-
sive amplifier to operate. A video clip will be shown to demonstrate the
strength of the source. Further research was done to understand the impact
physics and its controlling parameters. Using signal deconvolution tech-
nique one can measure the impact force function. A peak impact force of
a few thousand pounds by the hammer was measured.

3:35

2pEA8. 3D spatial sampling with a cylindrical multibeam sonar
array. Daniel S. Brogan and Christian P. de Moustier �Ctr. for Coastal
and Ocean Mapping, Univ. of New Hampshire, 24 Colovos Rd., Durham,
NH 03824-3525, daniel.brogan@unh.edu�

Various beam pair combinations can be formed with cylindrical multi-
beam sonar arrays to obtain a 3D spatial sampling of a patch of seafloor
for each ping. This capability is explored with a 286 deg sector cylindrical
array transmitting a stepped FM pulse over a 243 deg vertical fan beam
centered on nadir and receiving with twenty-seven beam pairs, symmetri-
cally steered about nadir in the fore-aft direction and spaced at 7.16 deg
intervals across track. Conventional conjugate product techniques yield
two across-track profiles of 26 soundings each �52 phasors total� per ping.
However, by combining one or two phasors along-track and one, two or
three phasors across-track, soundings can be obtained at the spatial bisec-
tors of the angles between the 52 phasors. This yields three profiles con-
sisting of 51 soundings each, for a total of 153 soundings. This effectively
creates a 3D patch of detected seafloor for each ping, which may overlap
with the patches from adjacent pings depending on the sonars attitude
changes and altitude above the seafloor. �Work supported by NRL-SSC
grant N00173-00-1-G912 and NOAA grant NA170G228.�
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3:50

2pEA9. Techniques in piezoelectric transducer health monitoring.
Eli M. Hughes I, Karl M. Reichard, and Tom B. Gabrielson �Penn State
Appl. Res. Lab., 3075 Research Dr., CATO Park State College, PA 16801�

For many high intensity underwater applications, the piezoelectric
elements within a transducer can be placed under high thermal, electrical
and mechanical stress. One particular area of piezoelectric transducer re-
search that has received little attention is in-situ health monitoring and
failure prediction of the piezoelectric elements. While some studies have
been performed in the theoretical mechanics of fractures due to device
stress, there is a lack of practical information about piezoelectric health

monitoring and failure prediction. This study was directed at providing
practical information about a transducer’s electrical characteristics as it is
stressed such that failure predictions can be made. The two major failure
modes examined in this study were electro-mechanical stress and thermal
depolarization. A large part of this research was devoted to the develop-
ment of novel low-cost electronics that permit measurement of the broad
band electrical impedance of the device from 0 to 50 kHz in a small time
aperture. The new measurement techniques allow for a large amount of
visibility in how a transducer’s electrical impedance changes before and
during failure. This added visibility provides information that can be used
to accurately predict if a transducer is failing and what mechanism is
causing the failure.

TUESDAY AFTERNOON, 17 MAY 2005 REGENCY F, 1:00 TO 4:30 P.M.

Session 2pNS

Noise: Environmental Noise and Noise Criteria

John Erdreich, Chair
Ostergaard Acoustical Associates, 200 Executive Dr., West Orange, NJ 07052

Contributed Papers

1:00

2pNS1. Blast noise impacts on sleep. Edward T. Nykaza and Larry L.
Pater �Eng. Res. and Development Ctr., Construction Eng. Res. Lab.,
2902 Farber Dr., Champaign, IL 61822�

Firing large guns during the hours of darkness is essential to combat
readiness for the military. At the same time most people are particularly
sensitive to noise when sleeping or trying to fall asleep. Laboratory studies
done by Griefahn �J. Sound and Vib. 128, 109–119 �1989�� and Luz �see
Luz et al., ERDC/CERL, TR-04-26 �2004�� suggest that a time period at
night may exist where people are more tolerant to large weapon impulse
noise �blast noise� and therefore, are less likely to be awakened from noise
events. In the fall of 2004, a field study was conducted around a military
installation to determine if such a time period�s� exists. Noise monitors
were set up inside and outside of residents homes to record noise levels
from live military training activities and actimeters were worn by partici-
pants sleeping their natural environment to measure sleep disturbance and
awakening. The method and results of this study will be presented. �Work
supported by US Army Engineer Research and Development Center
CERL.�

1:15

2pNS2. Development of metrics to identify military impulse noise.
Jeffrey S. Vipperman �Dept. of Mech. Eng., Univ. of Pittsburgh, 648
Benedum Hall, Pittsburgh, PA 15261�

Urban encroachment of military bases continues to be a serious prob-
lem, affecting training exercises and overall military readiness. The mili-
tary currently performs noise monitoring around bases to ensure that en-
vironmental conditions are favorable for tests or exercises. Despite
refinements, current monitoring systems still suffer from occasional false
positives and rely heavily on human interpretation. The long range goal of
this work is to create a more accurate and autonomous noise classifier. The
specific aims of the work are to create a library of recorded military
impulse noise sources and to develop, test, and refine the noise classifier
algorithms. Representative, high quality field measurements of various
noise sources �25 mm and larger� will be conducted at a few military bases
under varying environmental conditions. Measurements of wind noise and
thunder will also be recorded. The software will be developed in MAT-
LAB and will employ several common impulse noise metrics used for
hearing conservation, including rise, peak, and fall times, crest factor, A-

and B-durations, Lpk and kurtosis, among others. A neural network will be
trained to discern between the recorded military noise sources and natu-
rally occuring noise based on these metrics. Preliminary results from the
measurements and analysis will be presented. �Work supported by
SERDP.�

1:30

2pNS3. Highway noise levels in a suburban environment under
inversion conditions. James Chambers �Dept. of Mech. Eng., Univ. of
Mississippi, University, MS 38677�, Hugh Saurenman �ATS Consultants
Inc., Los Angeles, CA 90017�, Robert Bronsdon, Louis Sutherland �Simi
Valley, CA 93063�, Ken Gilbert, Roger Waxler, and Carrick Talmadge
�The Univ. of Mississippi, University, MS 38677�

Noise levels were measured in Scottsdale, AZ during a two week
period in March, 2004 to identify the reasons for increased noise levels
near a major highway during early morning hours. The noise levels were
accompanied by meteorological measurements as well as traffic counts to
fully describe the problem. The noise levels were measured in one-third
octave bands and ranged 100 ft to 2620 ft �30–800 m� from the highway
and included data on both sides of the highway. The meteorological data
indicated inversion conditions or downward refraction during the times of
interest and model results from a Parabolic Equation �PE� calculation in-
dicated good results with the data. The data and model indicated an ap-
proximately 10–15 dB increase in levels during inversion conditions
which rapidly transitioned to neutral and lapsed conditions shortly after
sunrise. The results of the modeling effort as well as the data will be
presented. �Work supported by Arizona Dept. of Transportation.�

1:45

2pNS4. Determination of noise descriptors and criteria for
pyrotechnic noise sources. Weixiong Wu �AKRF, 117 East 29th St.,
New York, NY 10016�

A noise study was conducted to determine appropriate noise descrip-
tors and criteria for assessing pyrotechnic noise sources. The study was
carried out to support an environmental impact statement �EIS� that de-
fined sensitive land uses adjacent to reservoirs in New York City area,
where potential noise impacts from avian dispersion measures would oc-
cur. The pyrotechnic techniques defined as impulsive noise sources are
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among the avian dispersion measures that would be used at the reservoirs.
Determining appropriate noise descriptors and criteria was critical to the
EIS because of the distinctive sound characteristics of pyrotechnic impulse
noise sources, the lack of published literature on assessing them, and the
absence of corresponding noise regulations. Noise descriptors and criteria
used for EIS in the United States were investigated, and noise measure-
ments for pyrotechnic noise sources and some impulsive noise sources
were also performed. The study results demonstrate that C-weighted DNL
is an appropriate descriptor for assessing noise impacts from the pyrotech-
nics based on the U.S. Army Environmental Noise Management Program
criteria, and peak hour A-weighted Leq�1� is a suitable noise descriptor for
determining noise impacts for avian dispersion measures, including the
pyrotechnics, based on the New York City Environmental Quality Review
criteria.

2:00

2pNS5. A study of automobile exhaust noise preferences. Jay B.
Haire, Melinda J. Carney, and Dominique J. Cheenne �Dept. of Audio
Arts & Acoust., Columbia College Chicago, Chicago, IL 60605�

A study was conducted to investigate the relationship between prefer-
ences in automobile exhaust noise and the demographic factors of a lis-
tening jury. Noise samples of four different vehicles were recorded at idle
as well as at 3000 RPM, and 1/3 octave sound spectra were acquired
simultaneously. The recordings were presented to the jury using head-
phones and a preference survey was administered. Zwicker loudness was
computed for all samples. Demographic factors such as gender, age, cur-
rent and future vehicle ownership, were correlated to listening preferences,
and unforeseen results were found, especially in regards to sport utility
vehicles �SUV�.

2:15

2pNS6. Sound-quality analysis of sewing machines. James Chatterley,
Andrew Boone, Jonathan Blotter �Dept. of Mech. Eng., Brigham Young
Univ., 435 CTB, Provo, UT 84602�, and Scott Sommerfeldt �Brigham
Young Univ., Provo, UT 84602�

Sound quality analysis procedure and results for six sewing machines
ranging from entry level to professional grade will be presented. The pro-
cedure consisted of jury-based listening tests and quantification of sound
quality using standard metrics. The procedures and analysis of the jury
testing will be presented and discussed. The correlation between the quan-
titative metrics and the qualitative jury results will be presented. Sound
localization scans, using near field acoustic holography techniques with
accompanying results, performed in order to determine machine sound hot
spots and possible sources for undesired sounds, will also be presented.
Proposed modifications to machine structure in order to alter machine
sound signature into a more sensory pleasant sound will also be presented.

2:30

2pNS7. Criteria for multiple noises in residential buildings using
combined rating system. Jin Yong Jeon, Jong Kwan Ryu, and Young
Jeong �School of Architectural Eng., Hanyang Univ., Seoul 133-791,
Korea�

Multiple residential noises such as floor impact, air-borne, bathroom,
drainage, and traffic noises were classified using a combined rating system
developed from a social noise survey and auditory experiments. The effect
of individual noise perception on the evaluation of the overall noise envi-
ronment was investigated through a questionnaire survey on annoyance,
disturbance, and noise sensitivity. In addition, auditory experiments were
undertaken to determine the allowable sound pressure level for each resi-
dential noise source and the percent satisfaction for individual noise lev-
els. From the results of the survey and the auditory experiments, a com-
bined rating system was developed and annoyance criteria for multiple
residential noises were suggested.

2:45

2pNS8. Noise impact on community: A case study for power
generation facility. Yong Ma, Jonathan Chui, and Salem Hertil �ATCO
Noise Management, 1243 McKnight Blvd. NE, Calgary, AB, Canada�

Power generation plant will make noise impact on the surrounding
communities and cause noise complaints from the residences. Noise miti-
gation treatment for plant is required to achieve the specified noise regu-
lations. In this paper, a case study of the noise control design for a power
generation facility is presented. Major noise sources included five engines
and generators, five gas conditioning skids, five radiator coolers, and other
accessory equipment. The acoustic modeling software Cadna/A was used
to predict the noise contributions from sources and assess the noise impact
on the nearby communities. During the acoustic modeling, alternative
noise mitigation measures underwent two specific investigations before
they were chosen as a noise solution recommendation. The first was to
determine the technical feasibility of attenuating the source equipment.
The second was to perform a cost benefit analysis, necessary to find the
most cost-effective solution. For example, several acoustic wall and roof
assemblies were entered into the acoustic model and the acoustic perfor-
mance of the ventilation system was varied until we were able to achieve
the most economical acoustic solution.

3:00

2pNS9. Multi-channel active noise control on an axial fan using
variable loads. Connor Duke and Scott Sommerfeldt �Brigham Young
Univ., N283 ESC Provo, UT 84602�

A multi-channel active noise control system using a mock computer
enclosure has been shown to produce significant reduction in tonal noise
produced by an axial fan. The mock computer enclosure creates an imped-
ance which influences the fan operation. For this system to be used com-
mercially, it should be versatile enough to be used in a variety of enclo-
sures and environments. Various enclosures and environments can be
simulated using a fan plenum to create different back pressures on the
system. The effects of different loads seen by the system on the perfor-
mance of the system will be discussed. The performance of the system can
be characterized in either a reverberant or anechoic environment, and the
results so obtained will be presented.

3:15

2pNS10. Low-frequency noise and air vibration generated by a simple
cycle gas turbine installation. Chris Giesbrecht and Salem Hertil
�ATCO Noise Management, 1243 McKnight Blvd NE, Calgary, AB,
Canada T2E 5T1, Chris.Giesbrecht@atconoise.com�

Standard noise regulations, measurement techniques, and acoustic
treatments can fail to address energy emitted by certain problem gas tur-
bine installations in the form of low-frequency noise and air vibrations.
Survey and treatment of the entire acoustic environment is necessary to
diagnose and solve these annoyance problems. The presence of ground-
borne vibrations, infrasound, and noise in the lower octave bands compli-
cates environmental noise assessment and limits mitigation options. Vari-
ability in the perception, effects, and annoyance level of low-frequency
noise and air vibrations prevents this relatively common problem from
being well understood by industry. Particular attention must be paid to
propagation paths when the dynamic range of air-borne and ground-borne
vibrations overlaps. This paper is the case study of a 2002 analysis, by
ATCO Noise Management, of an installation consisting of 3–120 MW
combustion generator turbines causing such low-frequency noise and air
vibrations.

2p
T

U
E

.
P

M

2449 2449J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



3:30

2pNS11. Global active control of broadband noise from small axial
cooling fans. Matthew J. Green and Scott D. Sommerfeldt �Dept. of
Phys. and Astron., Brigham Young Univ., N-281 ESC, Provo, UT 84602,
green.mattgreen@gmail.com�

The filtered-x LMS algorithm has previously been used for feed-
forward control of the tonal noise of a small axial cooling fan. This system
consists of four actuator-sensor pairs surrounding the small fan. The ideal
placement of these elements has been previously determined by Gee and
Sommerfeldt �Gee and Sommerfeldt, J. Acoust. Soc. Am. 115, 228–236
�2004��. With success in reducing tonal noise to about the same level as
broadband noise it now becomes desirable to control the broadband noise
of the small axial cooling fan. This is accomplished with active feedback
control. The performance of the broadband control system will be re-
viewed, and the results of a hybrid �feed-forward and feedback� system for
overall reduction of cooling fan noise will be discussed. Ideal methods and
configurations for feedback control will also be discussed.

3:45

2pNS12. A predictive noise study regarding the proposed Cincinnati
Muncipal Airport expansion. Grant E. Limberg, Melinda J. Carney,
and Dominique J. Cheenne �Dept. of Audio Arts & Acoust., Columbia
College Chicago.�

A noise study was performed on the landing path of runway 21L of
Cincinnati Municipal Airport to determine the effect of the runway expan-
sion project set to begin in 2005. Sound pressure levels were acquired
along the landing path branches to evaluate the eight-hour Leq and the test
data were compared to those predicted by the Integrated Noise Model
�INM� software. The test data line up to the modeled results within 3.5 dB,
an amount that can be explained by weather patterns and other environ-
mental noise variables. The model shows that the 65 dB Day/Night Level
�DNL� contour area could negatively affect 46 residents near the airport.
Suggestions for the expansion plans include a detailed review of all rel-
evant noise issues using an appropriate computer model.

4:00

2pNS13. An outdoor noise propagation study to predict the effect of a
power plant expansion. Philip J. Brasovan, Melinda J. Carney, and
Dominique J. Cheenne �Dept. of Audio Arts & Acoust,. Columbia
College Chicago, 600 S. Michigan Ave., Chicago, IL 60605�

The results of an outdoor noise propagation model using CadnaA were
compared to test data obtained on-site. The subject property is the central
utility plant of a hospital located in Milwaukee, scheduled to be expanded
with the addition of cooling towers. The modeled area was 400 m squared
with a resolution grid of 2 m squared. The model was used to validate the
observed test data as well as to predict the anticipated noise levels at
completion of the expansion. A total of 11 points were investigated and the
predicted data were found to match the test values within 2 dB at many
locations. The data from the model show that the anticipated noise levels
at the East property line will exceed those mandated by local ordinances
by 3 dB. The model also predicts that the addition of a three meter ab-
sorbing barrier and the use of reduced noise fans for the six cell cooling
system will bring the overall noise level from the system into compliance.

4:15

2pNS14. Is Lighthill’s acoustic analogy still relevant? Werner Richarz
�Aercoustics Eng. Ltd., 50 Ronson Dr., Ste. 165, Toronto, ON, Canada
M9W 1B3�

More than fifty years after Lighthill’s seminal paper, the acoustic anal-
ogy appears to be out of favor, even though the theory has been able to
cope with all aspects of jet noise. This review examines the principal
features of Lighthill’s acoustic analogy through the lens of the self-and
shear noise theory �one of several possible formulations�, introduced by
Proudman and extended by Ribner and others. One to infer a great deal
about the sound field of a jet with a minimum of information about the
details of the flow. For example, the well-known U8 scaling law is readily
extended to predict the variation of the far-field power spectra of jet noise.
The validity has been demonstrated by applying the prediction algorithm
to measured jet noise data. Correlations of the source terms and the far-
field sound have been measured and shown to exhibit closure. Subtle
features such as two-point correlations of far-field sound pressures are
accurately described. Recently, Ribner has proposed a means by which the
elusive refraction due to flow and temperature gradients can be dealt with
in a consistent manner. Predictions based thereon agree quite well with
measurement, even for small angle from the jet axis.
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TUESDAY AFTERNOON, 17 MAY 2005 REGENCY B, 1:30 TO 4:30 P.M.

Session 2pPA

Physical Acoustics, Engineering Acoustics and Noise: Infrasound: A New Frontier in Monitoring
the Earth II

Wayne N. Edwards, Cochair
Dept. of Earth Sciences, Univ. of Western Ontario, 1151 Richmond St., London, ON N6A 5B7, Canada

David E. Norris, Cochair
BBN Technologies, 1300 North 17th St., Arlington, VA 22209

Contributed Papers

1:30

2pPA1. Assessment of atmospheric models for tele-infrasonic
propagation. Mihan McKenna �Dept. of Geological Sci., Southern
Methodist Univ., P.O. Box 750395, Dallas, TX 75275-0395, smckenna@
smu.edu� and Sylvia Hayek �Natural Resources, Canada�

Iron mines in Minnesota are ideally located to assess the accuracy of
available atmospheric profiles used in infrasound modeling. These mines
are located approximately 400 km away to the southeast �142� of the
Lac-Du-Bonnet infrasound station, IS-10. Infrasound data from June 1999
to March 2004 was analyzed to assess the effects of explosion size and
atmospheric conditions on observations. IS-10 recorded a suite of events
from this time period resulting in well constrained ground truth. This
ground truth allows for the comparison of ray trace and PE �Parabolic
Equation� modeling to the observed arrivals. The tele-infrasonic distance
�greater than 250 km� produces ray paths that turn in the upper atmo-
sphere, the thermosphere, at approximately 120 km to 140 km. Modeling
based upon MSIS/HWM �Mass Spectrometer Incoherent Scatter/
Horizontal Wind Model� and the NOGAPS �Navy Operational Global At-
mospheric Prediction System� and NRL-GS2 �Naval Research Laboratory
Ground to Space� augmented profiles are used to interpret the observed
arrivals.

1:45

2pPA2. Infrasound radiation of cyclones. Konstantin A. Naugolnykh
�NOAA/ETL/Zeltech, 325 Broadway, Boulder, CO 80305�

Tropical cyclones produce strong perturbations of atmosphere and the
ocean surface accompanied by acoustical radiation. Infrasonic signals in
the 0.1�0.5 frequency band can be observed at distances of thousands of
miles from the cyclone. The effect of infrasound radiation is connected
apparently to the interaction of the counter-propagating sea-surface waves
that produces a sound radiation of the doubled frequency of the surface
wave oscillation. This radiation has narrow-angle vertical directivity pat-
tern. The essential refraction of radiated infrasound in the atmosphere
perturbed by the cyclone leads to trapping of the infrasound by the hori-
zontal atmospheric wave-guide providing its long distance propagation.

2:00

2pPA3. Characteristics of infrasound signals from earthquakes. Paul
Mutschlecner and Rodney Whitaker �Los Alamos Natl. Lab., EES-2 MS
J577, LANL, Los Alamos, NM 87545�

Analysis of infrasound signals is presented for a set of 31 earthquakes
located mostly in the western United States and recorded at infrasound
arrays operated by the Los Alamos National Laboratory. By normalizing
measured amplitudes for the effects of propagation and distance, a
pressure-amplitude versus earthquake magnitude relation is derived. Fur-
ther analysis showed that the observed variance in this relation is likely
due to the variation in source ground motion and variation in upper atmo-
spheric winds. Signal durations can be tens of minutes and azimuth devia-

tions have a mean of three degrees �measured from array data compared to
great circle azimuths�. Other characteristics of the infrasound data will be
discussed. Our analysis of the observed data combined with surface
ground motion accelerations, led to estimates of the minimum surface
accelerations needed to generated infrasound signals measured at distant
arrays.

2:15

2pPA4. An analysis of seismic and acoustic signals from the June 3,
2004 Washington state bolide. Stephen Arrowsmith, Michael Hedlin
�IGPP, Scripps, Univ. of California, San Diego, La Jolla, CA 92093-0225�,
Lars Ceranna �BGR, Hannover 30625, Germany�, and Wayne Edwards
�Univ. of Western Ontario, Canada, N6A 3K7�

On June 3rd, 2004 a spectacular bolide was reported over British Co-
lumbia, Washington, Oregon and Idaho. In addition to eyewitness accounts
and video recordings, the event was recorded on a number of seismom-
eters in the Pacific Northwest Seismograph network and at infrasound
arrays in Washington State and California. Using the NRL-G2S atmo-
spheric model for the time of the event, source locations have been deter-
mined with seismic and acoustic signals separately. Estimates of the yield
and acoustic efficiency of the explosion have also been determined. By
simulating the propagation of infrasound through the atmosphere, the ar-
rival of discrete acoustic phases at the infrasound arrays has been mod-
eled.

2:30

2pPA5. Acoustic observations of large earthquakes and associated
phenomena. Catherine de Groot–Hedlin �Scripps Inst. of Oceanogr.,
UCSD, 9500 Gilman Dr., La Jolla, CA 92093-0225, chedlin@ucsd.edu�
and David McCormack �Geological Survey of Canada, Ottawa, ON,
Canada K1A 0Y3�

Recent global events have renewed interest in acoustic observations of
large earthquakes and associated phenomena such as landslides and tsu-
namis. In addition, the proliferation of global networks of atmospheric
acoustic �infrasound� and hydroacoustic observing systems mean that sig-
nals from such events are captured in close to real-time more frequently
and with better resolution than ever before. Such data provide a useful
complement to more traditional seismological observations of such events.
In this paper, recent acoustic and hydroacoustic observations from large
earthquake events are presented. As well as the scientific insights provided
by use of such monitoring systems, operational applications useful for
hazard mitigation or hazard alerting are considered. Current plans to de-
velop observing systems to perform systematic studies of areas susceptible
to earthquake and tsunami hazard offshore western Canada, and the use of
such proposed systems to make systematic studies of hydroacoustic sig-
nals from seismic events, underwater slumping and landslides are de-
scribed.
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2:45

2pPA6. High trace-velocity events associated with auroral activity in
Alaska. Charles R. Wilson and John V. Olson �Geophysical Inst., Univ.
of Alaska, Fairbanks, AK 99775�

Data from the CTBT/IMS station 153US at Fairbanks, AK covering
2003 and 2004 have been surveyed for high-correlation, high trace-
velocity events. Although such events have been detected at all times of
the day the distribution shows a strong maximum in the morning hours
�near 15UT� and a weaker maximum in the evening hours �near 5UT�.
Twenty intervals containing high trace-velocity events from 2003 and 37
intervals from 2004 have been studied in detail. The intervals containing
high trace-velocity events can last from a few hours up to 10 hours. All-
sky video records show that the high trace-velocity events are associated
with stable, pulsating auroral patches that occur during the recovery phase
of substorms. This talk will review the characteristics of the high trace-
velocity events and the associated auroral video where available.

3:00–3:30 Break

3:30

2pPA7. Source localization of non-stationary acoustic data using
time-frequency analysis. Jack Stoughton �NASA-Langley Res. Ctr.,
MS 488, Hampton, VA� and William Edmonson �Hampton Univ.,
Hampton, VA 23668�

An improvement in temporal locality of the generalized cross-
correlation �GCC� for angle of arrival �AOA� estimation can be achieved
by employing 2-D cross-correlation of infrasonic sensor data transformed
to its time-frequency �TF� representation. Intermediate to the AOA evalu-
ation is the time delay between pairs of sensors. The signal class of inter-
est includes far field sources which are partially coherent across the array,
nonstationary, and wideband. In addition, signals can occur as multiple
short bursts, for which TF representations may be more appropriate for
time delay estimation. The GCC tends to smooth out such temporal energy
bursts. Simulation and experimental results will demonstrate the improve-
ment in using a TF-based GCC, using the Cohen class, over the classic
GCC method. Comparative demonstration of the methods will be per-
formed on data captured on an infrasonic sensor array located at NASA
Langley Research Center �LaRC�. The infrasonic data sources include
Delta IV and Space Shuttle launches from Kennedy Space Center which
belong to the stated signal class. Of interest is to apply this method to the
AOA estimation of atmospheric turbulence. �Work supported by NASA
LaRC Creativity and Innovation project: Infrasonic Detection of Clear Air
Turbulence and Severe Storms.�

3:45

2pPA8. Multiparameter studies of surf infrasound. Milton Garces,
David Fee, Pierre Caron, Claus Hetzer �Infrasound Lab., Univ. of Hawaii,
Manoa, 73-4460 Queen Kaahumanu Hwy., #119, Kailua-Kona, HI
96740-2638�, Jerome Aucan, Mark Merrifield �Univ. of Hawaii, Manoa,
Honolulu, HI 96822�, Robert Gibson, and Joydeep Bhattacharyya �BBN
Technologies, Arlington, VA 22209�

Infrasound stations on islands or near coastlines routinely detect sig-
nals associated with breaking ocean waves. Although the source mecha-
nisms of these infrasonic surf signals are not well understood, they might
provide useful insight into coastal processes and permit an assessment of

wave energy distribution in the littoral zone. Near-shore infrasonic arrays,
ocean bottom sensors, an infrared imager, and a video camera were de-
ployed on rocky and sandy coastlines in Hawaii during the 2004–2005
Winter swell season, with the aim of establishing a relationship between
the directional ocean swell height and the infrasonic source distribution,
intensity, and spectral content. The cameras targeted acoustically active
regions for selected time periods to associate the timing of the infrasonic
signal arrivals with the breaking and dissipation of ocean wave sets. A
wide range of sea states and weather conditions were captured during two
separate deployments. The results of our multiparameter analyses and pre-
liminary comparisons of our observations with mesoscale ocean wave
model predictions will be presented. �Work supported by the Defense Ad-
vanced Research Projects Agency. Support of the State of Hawaii is ac-
knowledged.�

4:00

2pPA9. Multiple array infrasound observations in the Netherlands.
Läslo Evers and Hein Haak �Royal Netherlands Meteorological Inst.
�KNMI�, P.O. Box 201, 3730 AE De Bilt, The Netherlands,
evers@knmi.nl�

Infrasound in the Netherlands is observed with multiple arrays. The
current architecture consists of 4 arrays. These arrays vary in aperture
from 30 to 1500 m while the number of microbarometers ranges from 6 to
16 per array. Continuous observation of infrasound implies a huge number
of automatic detections per year. In other words, thousands of coherent
waves cross the arrays each year. Although a lot of sources can be iden-
tified, there are still unknown sources having a coherent infrasonic signa-
ture. Among the identified sources are: supersonic airplanes, bolides, se-
vere weather, oceanic waves, volcano explosions, and military activity.
Current efforts in source identification concentrate on the integration of
infrasonic and seismic data. Furthermore, atmospheric characteristics are
included such as the state of the boundary layer and propagation condi-
tions in the higher atmospheric, i.e., stratospheric winds and temperatures.
In this presentation the influence of the atmosphere on the detection capa-
bility will be shown. Furthermore, the detailed analysis of specific sources
shows the enormous potential of infrasound as atmospheric probe and
monitoring technique.

4:15

2pPA10. Status report on the establishment of the CTBTO IMS
infrasound network. Thomas L. Hoffmann �CTBTO IMS, Vienna Intl.
Ctr., P.O. Box 1200, A-1400 Vienna, Austria�

Steady progress has been made in the establishment of the CTBTO
IMS infrasound monitoring network. To date 86% of the site surveys for
60 infrasound stations in the network have been completed, 50% of the
stations are transmitting continuous data to Vienna, and 40% of the sta-
tions have been certified. While the global distribution pattern of infra-
sound stations transmitting data to Vienna is still disperse, regional net-
works begin to form in North and South America as well as in the
Australian and South African regions. This presentation will focus on an
overview of recent progress made in the establishment of the global infra-
sound network, and also present some of the challenges and difficulties
encountered in this program.
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TUESDAY AFTERNOON, 17 MAY 2005 REGENCY C, 1:00 TO 4:05 P.M.

Session 2pPP

Psychological and Physiological Acoustics: Psychoacoustics: In Memory of So”ren Buus

Bertram Scharf, Cochair
Northeastern Univ., Psychology, Boston, MA 02115-5096

Rhona P. Hellman, Cochair
Northeastern Univ., Speech Language Pathology and Audiology, 360 Huntington Ave., Boston, MA 02115

Chair’s Introduction—1:00

Invited Papers

1:05

2pPP1. So”ren Buus. Thirty years of psychoacoustic inspiration. Torben Poulsen �Oersted-DTU, Acoust. Technol., Tech. Univ. of
Denmark, DK 2800 Lyngby, Denmark, tp@oersted.dtu.dk�

So”ren Buus did his MSc at the Acoustics Laboratory, Technical University of Denmark �DTU�, in 1975 on the topic headphone
calibration. He showed the importance of reliable reference values for psychoacoustic research and So”ren was a great inspiration for
my work �Scand. Audiol. 20, 205–207 �1991�; 27, 105–112 �1998��. Already from the seventies, temporal integration of loudness has
been a major topic in the collaboration with So”ren �Buus et al., J. Acoust. Soc. Am. 105, 3464–3480 �1999�� and the measurements
of temporal integration over a wide range of presentation levels led to the important finding about the shape of the loudness function
�Buus et al., J. Acoust. Soc. Am. 100, 669–680 �1997��. So”ren talked about the importance of the psychophysical procedure and the
influence from the procedure on the results �Buus, Proceedings 19th Danavox Symposium �2001�, pp. 183–226�. The goal was to
obtain reliable, unbiased, and precise results. An overview of some of the above investigations will be presented together with recent
results from a MSc project on headphone calibration of short duration sounds for ABR measurements.

1:30

2pPP2. So”ren Buus’ contribution to speech intelligibility prediction. Hannes Müsch �Sound ID, Palo Alto, CA 94303,
hmuesch@soundid.com� and Mary Florentine �Northeastern Univ., Boston, MA 02115�

In addition to his work in psychoacoustics, So”ren Buus also contributed to the field of speech intelligibility prediction by
developing a model that predicts the results of speech recognition tests �H. Müsch and S. Buus, J. Acoust. Soc. Am. 109, 2896–2909
�2001��. The model was successful in test conditions that are outside the scope of the Articulation Index. It builds on Green and
Birdsall’s concept of describing a speech recognition task as selecting one of several response alternatives �in D. Green and J. Swets,
Signal Detection Theory �1966�, pp. 609–619�, and on Durlach et al.’s model for discriminating broadband sounds �J. Acoust. Soc.
Am. 80, 63–72 �1986��. Experimental evidence suggests that listeners can extract redundant, independent, or synergistic information
from spectrally distinct speech bands. One of the main accomplishments of the model is to reflect this ability. The model also provides
for a measure of linguistic entropy to enter the intelligibility prediction. Recent model development has focused on investigating
whether this measure, the cognitive noise, can account for the effects of semantic and syntactic context. This presentation will review
the model and present new model predictions. �Work supported by NIH grant R01DC00187.�

1:55

2pPP3. Borrowing a trick from So”ren Buus: Application of a simple quantitative model to data obtained from an impaired
population. Robert P. Carlyon �MRC Cognition and Brain Sci. Unit, 15 Chaucer Rd., Cambridge, CB2 2EF, England�

One of the many things that So”ren taught me was to apply a simple quantitative model to psychophysical data, even when studying
impaired populations, renowned for inter-listener variability. Here I present a recent application of this approach, applied to cochlear
implant patients’ detection thresholds for electrical stimulation. Most implants stimulate the nerve with trains of biphasic pulses, in
which a rectangular pulse of one polarity is followed, with a short inter-phase gap �IPG�, by an equal pulse of opposite polarity.
Together with van Wieringen and colleagues in Leuven, Belgium, we have shown that psychophysical thresholds in humans drop as
IPG increases to at least 2900 microseconds implying a much longer time constant than predicted from physiological studies on
animals. By applying a simple model, we showed that this long time constant is quantitatively consistent with the threshold drop
observed for electrical sinusoids as frequency is lowered to about 100 Hz. The model involves passing the electrical waveform
through a low-pass filter and calculating the RMS output. Despite its simplicity, the model successfully predicts the results of several
novel manipulations, and helps constrain explanations of the physiological basis of the observed time constants.
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2:20

2pPP4. Sequential grouping constraints on across-channel auditory processing. Andrew J. Oxenham �Res. Lab. of Electron.,
MIT, Cambridge, MA 02139, oxenham@mit.edu� and Torsten Dau �Tech. Univ. of Denmark, DK-2800 Lyngby, Denmark�

So”ren Buus was one of the pioneers in the study of across-channel auditory processing. His influential 1985 paper showed that
introducing slow fluctuations to a low-frequency masker could reduce the detection thresholds of a high-frequency signal by as much
as 25 dB �S. Buus, J. Acoust. Soc. Am. 78, 1958–1965 �1985��. So”ren explained this surprising result in terms of the spread of masker
excitation and across-channel processing of envelope fluctuations. A later study �S. Buus and C. Pan, J. Acoust. Soc. Am. 96,
1445–1457 �1994�� pioneered the use of the same stimuli in tasks where across-channel processing could either help or hinder
performance. In the present set of studies we also use paradigms in which across-channel processing can lead to either improvement
or deterioration in performance. We show that sequential grouping constraints can affect both types of paradigm. In particular, the
perceptual segregation of off-frequency from on-frequency components, using sound sequences preceding or following the target,
leads to results similar to those found in the absence of the off-frequency components. This suggests a high-level locus for some
across-channel effects, and may help provide a functional distinction between within- and across-channel mechanisms. �Work sup-
ported by NIH R01DC03909 and Danish Research Council.�

2:45–3:00 Break

3:00

2pPP5. Tone-burst otoacoustic emissions and loudness. Michael Epstein �Inst. of Hearing, Speech and Lang., Comm. Res. Lab,
and Comm. and DSP Ctr., ECE Dept. �440 DA�, Northeastern Univ., Boston, MA 02115, mepstein@ece.neu.edu� and Mary
Florentine �Northeastern Univ., Boston, MA 02115�

Several models of cochlear mechanics lead to the conclusion that the amplitude of tone-burst otoacoustic emissions �TBOAEs� is
proportional to basilar-membrane �BM� motion. Buus and Florentine �Fechner Day 2001 �Pabst, Berlin�, 236 �2001�� showed that the
square of loudness, derived from measurements of spectral and temporal integration, closely matched basilar-membrane velocity at the
best frequency. Buus et al. �Physiological and Psychophysical Bases of Auditory Function, 373 �2001�� examined the relationship
between distortion-product otoacoustic emissions �DPOAEs� and BM motion. Follow-up work by Epstein et al. �J. Acoust. Soc. Am.
117, 263 �2005�� showed in a direct comparison that TBOAEs and psychoacoustical measures, of loudness and of pulsation threshold,
on six subjects with normal hearing led to very similar estimations of basilar-membrane motion. These outcomes suggest that
otoacoustic emissions could serve as an excellent tool–one that is objective, non-invasive, and rapid–for estimating in subjects with
normal hearing both relative basilar-membrane motion and relative loudness. �Work supported by NIH/NIDCD Grant R01DC02241.�

3:25

2pPP6. Induced loudness reduction: A review. Bertram Scharf �Psychol. Dept., Northeastern Univ., Boston, MA 02115�, Eva
Wagner, and Bärbel Nieder �Northeastern Univ., Boston, MA 02115, scharf@neu.edu�

Under appropriate stimulus conditions, a tone may decline in loudness the equivalent of 10 dB and more when preceded by a
stronger tone. This induced loudness reduction or ILR was uncovered, indirectly, in a large number of studies by L. E. Marks and his
associates �e.g. Marks, J. Exp Psychol HPP 20, 382–396 �1994��. Those studies seemed to suggest that ILR required that tones be
presented at two widely separated frequencies over a relatively large range of SPLs. Although part of the measured loudness changes
seemed to stem from response biases, recent studies show unequivocally that the reduction in loudness is mostly sensory and that
tones need be presented at only a single frequency and at two levels some 10 to 20 dB apart. The present paper puts together what is
known about the dependence of ILR on signal frequency, level, duration, temporal relations, and hearing loss. The role of ILR in
various other psychoacoustical phenomena such as induced loudness adaptation and loudness enhancement is reviewed. Much of this
knowledge was obtained in direct and indirect collaboration with So”ren Buus. �Work supported by NIH/NIDCD Grant No. R01 DC
02241.�

Contributed Paper

3:50

2pPP7. Extension of So”ren Buus’s modeling to loudness growth at
high frequencies. Rhona P. Hellman �Dept. of Speech-Lang. Path. and
Audiol. and Inst. for Hearing., Speech, & Lang. �106A FR�, Northeastern
Univ., Boston, MA 02115, hellman@neu.edu�

Loudness matching between tones at different frequencies leads to
results that imply that loudness functions, which relate loudness to sound
pressure level �SPL� are parallel at frequencies from 1 to 10 kHz but not at
higher frequencies �Hellman et al., J. Acoust. Soc. Am. 109, 2349 �2001��.
Within the 12.5 to 16 kHz frequency range, the loudness-matching func-

tions are curvilinear in shape being steeper below 60 phons than at higher
loudness levels. The higher the frequency, the greater is the decrease in
slope above 60 phons. The slope reduction above 60 phons for frequencies
from 12.5 to 16 kHz is ascribed to the tone’s restricted excitation pattern.
A computer model by So”ren Buus described in part in Florentine et al.
�Modeling Sensorineural Hearing Loss �Erlbaum, 1997�, pp. 187–198�
provides a good account of the decrease in the mid-to-high level slope of
loudness functions derived at high frequencies from the matching data.
The agreement between the model predictions and the empirical results
further supports the notion that the rate of loudness growth at moderate-
to-high SPLs depends on the upward spread of excitation.
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TUESDAY AFTERNOON, 17 MAY 2005 PLAZA B, 2:30 TO 5:30 P.M.

Session 2pSA

Structural Acoustics and Vibration: General Vibration; Excitation, Radiation, and Dampening

Kenneth D. Frampton, Chair
Dept. of Mechanical Engineering, Vanderbilt Univ., Nashville, TN 37235-1592

Contributed Papers

2:30

2pSA1. Non-contact mode excitation of small structures in air using
ultrasound radiation force. Thomas M. Huber, John C. Purdham
�Dept. of Phys., Gustavus Adolphus College, 800 College Ave., St. Peter,
MN 56082, huber@gustavus.edu�, Mostafa Fatemi, Randall R. Kinnick,
and James F. Greenleaf �Mayo Clinic College of Medicine, Rochester,
MN 55905�

With the advent of MEMS, modal analysis of small structures is in-
creasingly important. However, conventional excitation techniques nor-
mally require contact, which may not be feasible for small objects. We
present a non-contact method that uses interference of ultrasound frequen-
cies in air to produce low-frequency excitation of structures. Objects stud-
ied included hard-drive HGA suspensions and MEMS devices. The vibra-
tion induced by the ultrasound radiation force was varied in a wide range
from 0 Hz to 50 kHz. Object motion was detected using a laser vibrome-
ter; measured frequencies agreed with expected values. Also demonstrated
was the unique capability to selectively enhance or suppress modes inde-
pendently. For example, the ratio of the vibrational amplitudes of the 175
Hz first-bending and 1.33 kHz torsional modes of a small cantilever could
be changed from in excess of 10:1 to less than 1:10 by shifting the ultra-
sound modulation phase 90 degrees. Similar changes were obtained for a
3 mm square MEMS mirror in the ratios of vibration amplitude around its
two separate axes. Torsional modes of a hard-drive suspension could be
selectively enhanced by over a factor of two by moving the ultrasound
focus point from near the center to near the edge of the suspension.

2:45

2pSA2. Direction selective structural-acoustic coupled radiator. Hee-
Seon Seo and Yang-Hann Kim �NOVIC, KAIST, 373-1 Sci. Town
Daejon-si, Korea�

This paper presents a method of designing a structural-acoustic
coupled radiator that can emit sound in the desired direction. The
structural-acoustic coupled system is consisted of acoustic spaces and
wall. The wall composes two plates and an opening, and the wall separates
one space that is highly reverberant and the other that is unbounded with-
out any reflection. An equation is developed that predicts energy distribu-
tion and energy flow in the two spaces separated by the wall, and its
computational examples are presented including near field acoustic char-
acteristics. To design the directional coupled radiator, Pareto optimization
method is adapted. An objective is selected to maximize radiation power
on a main axis and minimize a side lobe level and a subjective is selected
direction of the main axis and dimensions of the walls geometry. Pressure
and intensity distribution of the designed radiator is also presented.

3:00

2pSA3. Development of a directivity controlled piezoelectric
transducer for sound reproduction. Magella Bédard and Alain Berry
�G.A.U.S., Dept. of Mech. Eng., Université de Sherbrooke, 2500, boul. de
l’Université, Sherbrooke, Québec, Canada, J1K 2R1,
magella.bedard@usherbrooke.ca�

One of the inherent limitations of loudspeaker systems in audio repro-
duction is their inability to reproduce the possibly complex acoustic direc-
tivity patterns of real sound sources. For music reproduction for example,

it may be desirable to separate diffuse field and direct sound components
and project them with different directivity patterns. Because of their prop-
erties, poly �vinylidene fluoride� �PVDF� films offer lot of advantages for
the development of electroacoustic transducers. A system of piezoelectric
transducers made with PVDF that show a controllable directivity was
developed. A cylindrical omnidirectional piezoelectric transducer is used
to produce an ambient field, and a piezoelectric transducers system, con-
sisting of a series of curved sources placed around a cylinder frame, is
used to produce a sound field with a given directivity. To develop the
system, a numerical model was generated with ANSYS Multiphysics
TM8.1 and used to calculate the mechanical response of the piezoelectric
transducer. The acoustic radiation of the driver was then computed using
the Kirchoff-Helmoltz theorem. Numerical and experimental results of the
mechanical and acoustical response of the system will be shown.

3:15

2pSA4. Progress towards an electro-acoustic resonance technique for
determining quantitative material and geometrical properties in high
contrast multi-layer elastic structures.. Karl Fisher �7000 E. Ave,
Livermore, CA 94551�

High contrast multilayered elastic structures continue to be problem-
atic for ultrasonic inspection. Large acoustic material impedance mis-
matches, refraction, reverberation, multiple echoes, and high elastic at-
tenuations are just some of the issues one is faced with standard high
frequency �1–20 MHz� pulse echo detection and imaging methods. In this
presentation, we will present progress towards developing a low frequency
resonance technique that operates in the 20 to 70 kHz regime. The tech-
nique is based on a direct correlation between the electrical impedance of
a standard electro-acoustic transducer and the mechanical loading it expe-
riences when placed in contact with a layered elastic structure. Preliminary
experimental and theoretical results are in good agreement.

3:30

2pSA5. A simple model for coupled acoustic-structure resonance in
Stratospheric Observatory for Infrared Astronomy. Jerry H. Ginsberg
�G. W. Woodruff School of Mech. Eng., Georgia Inst. of Technol., Atlanta,
GA 30332-0405�

The Stratospheric Observatory For Infrared Astronomy �SOFIA� is a
joint project of NASA and the Deutsches Zentrum fur Luft- und Raum-
fahrt that has mounted a 2.5 m, 20 000 kg infrared telescope on a bulkhead
of a specially modified Boeing 747-SP. A large sliding door will expose
the observation bay to the exterior flow field at Mach 0.85 and 13 km
altitude. In the open configuration the interaction of turbulence vortices
generated at the leading and trailing edges of the opening has the possi-
bility of inducing a strong acoustic signal. A concern has been raised that
the peak frequencies of such a signal might coincide with the cavity reso-
nances. The present work examines the transfer function for a known
source in order to identify the cavity resonances. Simplistic reasoning
argues that the worst case would occur if the cavity resonant frequencies
are close to structural resonances. However, the structure’s impedance is
very low at its resonances, which means that the cavity resonant frequen-
cies are shifted from their nominal values. The present work uses a simple
one-dimensional waveguide model, in which one end is terminated by a
damped single-degree-of-freedom oscillator, to explain the coupled-fluid
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structure resonance. The characteristic equation and formulas for the pres-
sure and displacement transfer functions are derived. Analysis of these
results leads to some surprising insights regarding the role of a structure’s
stiffness and mass. �Work supported by the NASA.�

3:45–4:00 Break

4:00

2pSA6. Non-intrusive ground-contacting vibrometer for acousticÕ

seismic landmine detection. James S. Martin, Gregg D. Larson
�Georgia Inst. of Tech., Atlanta, GA 30332-0405�, and Waymond R. Scott,
Jr. �Georgia Inst. of Tech., Atlanta, GA 30332-0250�

The detection of buried landmines using seismic waves and full wave-
field measurements has been demonstrated. The technique requires a sen-
sor that is non-intrusive with sufficient fidelity, reproducibility, and noise
immunity for imaging processes. This has been accomplished in the past
with non-contact techniques. For reasons of cost and scalability in large
arrays, ground-contacting sensors are currently of interest as an alternative
to these. A ground-contacting sensor configuration was studied in which
an accelerometer was coupled to the ground through a viscoelastic layer
with a bias force provided by a soft coil spring. This sensor was found to
meet the noise, fidelity, and reproducibility requirements of a seismic land-
mine detection system operating in a laboratory experimental model. The
fidelity of this sensor was found to vary with the bias force because of the
nonlinear stiffness of the soil surrogate in the model. This dependence was
sufficiently weak that no feedback of the bias force was necessary to
reproducibly couple the sensor over a flat surface. The sensor offers the
potential benefit of information that was not available from non-contact
measurements regarding the in-plane motion of the soil surface. This data
may provide additional cues for the detection of buried mines. �Work
supported by ONR.�

4:15

2pSA7. Vibro-acoustic response of convected fluid loaded plates.
Kenneth Frampton �Dept. of Mech. Eng., Vanderbilt Univ., Nashville, TN
37235�

This work demonstrates the effects that fluid convection has on the
vibro-acoustic response of rectangular plates. The effects of fluid flow on
the vibration and stability of plates is reasonably well understood. These
effects include dramatic structural modal coupling along with static and
dynamic instabilities. However, the resulting effect on sound radiation is
not so well understood. The presentation will include a description of the
fundamental physics associated with a simply supported, vibrating, rect-
angular plate in an infinite baffle and radiating into a semi-infinite, con-
vected fluid. Then, simulation results will demonstrate the effects of flow-
induced modal coupling and acoustic radiation. It will be demonstrated
that convection can significantly increase the radiated sound power and
dramatically affect the vibro-acoustic response.

4:30

2pSA8. Behavior of the intermediate and exterior layers of a close
fitting enclosure surrounding a cylindrical fluid-loaded acoustic
source. Joseph Cuschieri �Lockheed Martin MS2, Perry Technologies,
100 East 17th street, Riviera Beach, FL 33404�

Previously, results for the Insertion Loss �IL� of a close fitting enclo-
sure surrounding a submerged �in water� cylindrical acoustic source �Cus-
chieri, J. Acoust. Soc. Am. 115, 2537 �2004�; 116, 2521 �2004�� were
presented for different intermediate layer materials, different characteris-
tics of the exterior cladding layer material and different source sizes. The
IL results were presented as a function of frequency and layer/cladding
characteristics. In this presentation, details on the behavior of the interme-
diate and outside layers enclosing the cylindrical source are presented
which demonstrate the coupling between the cylindrical source the exter-

nal acoustic �water� medium. These results help to explain the IL results
previously obtained and presented. Furthermore, the scattering character-
istics of the cylindrical source with and without the close fitting enclosure
are considered. �Work supported by ONR.�

4:45

2pSA9. A focused multi-layered spherical shell with guided wave
enhancements. John D. Smith �Dstl. Porton Down, Salisbury, SP4 0JQ,
UK� and Duncan P. Williams �Dstl. Winfrith, Dorchester DT2 8WX, UK�

There is a continued need for underwater reflective targets to be used
as relocation and navigational aids. Traditionally, fluid-filled thin spherical
shells have been used as passive reflectors, similar to cat’s eyes, and would
usually be filled with liquid chloroflourocarbons �CFC’s�. Other options
are needed now that the production of CFC’s has been restricted. This
paper looks at the relationship between a system of multi-layered concen-
tric elastic shells and their target strength in water. The problem is formu-
lated using the global matrix method and is applicable to any system with
an arbitrary number of layers. Results show that, by using certain combi-
nations of low loss elastic layers together, the target strength is higher than
it would be for any one of the materials used in isolation. This result is
explained by geometric focussing on the back surface of the sphere and
guided elastic waves that circumnavigate the outer layer or shell and en-
hance the focussing. The results are compared with calculations and ex-
isting experiments for a stainless steel shell filled with CFC.

5:00

2pSA10. Sound radiation of a plate excited by an impact. Physical
and perceptual comparisons between numerical and experimental
results. Dominique Habault, Florence Demirdjian, Sabine Meunier, and
Georges Canevet �CNRS-LMA, 13402 Marseille Cedex 20, France�

The study is concerned with the response of a thin elastic baffled plate,
immersed in a fluid, and excited by an impact force. An experiment was
run, in which a plate was struck by an impact hammer which provides
excitations of very short duration. Various shapes of excitation functions
were obtained by using different kinds of hammer heads �rubber, plastic,
metal�. The resulting acceleration on the plate and sound pressure radiated
in the fluid were measured, with an emphasis on the very first portion of
the signals �initial 30 ms�. The recorded signals were then compared, in
the time domain, with theoretical predictions based on expansions in reso-
nance modes of the fluid-loaded plate. These predictions provide a quite
accurate description of the experimental data. Auditory tests were also run,
to compare the signals obtained from the calculations and the recorded
sounds. Subjects were asked to evaluate the dissimilarity between test
sounds, using an analog scale graduated from 0 �very similar� to 6 �very
dissimilar�. The tests allowed to identify the perceptual criteria used by the
subjects. The aim of the study is to use these criteria to improve the
numerical method of prediction of the sound radiation.

5:15

2pSA11. A variational approach to modeling the vibration of timber
joist floors. Colin Fox and Hyuck Chung �Mathematics Dept., Univ. of
Auckland, PB 92019, Auckland, New Zealand, fox@math.auckland.ac.nz�

We present a comprehensive variational model for the vibration of
timber joist floors and a simple computer algorithm for finite, particularly
rectangular, floors. We allow for floor constructions that are typical in the
New Zealand context, consisting of edge-supported timber joists with
flooring material above, often a suspended ceiling below with absorptive
material in the cavity, and a range of joint types such as gluing or nailing.
The model and algorithm are structured in such a way that a component
can easily be either added to, or removed from, the structure. Hence the
configuration may be made progressively more complex from the simplest
floor-joists type to floor-joists-ceiling with cavity air and damper-spring
connectors.
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TUESDAY AFTERNOON, 17 MAY 2005 REGENCY D, 1:00 TO 4:30 P.M.

Session 2pSC

Speech Communication: Cross-Linguistic and Dialectical Studies „Poster Session…

Richard A. Wright, Chair
Dept. of Linguistics, Univ. of Washington, Seattle, WA 98195-4340

Contributed Papers

All posters will be on display from 1:00 p.m. to 4:30 p.m. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 1:00 p.m. to 2:15 p.m. and contributors of even-numbered papers will be at their
posters from 2:15 p.m. to 4:30 p.m.

2pSC1. Free choice task effects in cross-linguistic stop perception.
Alexei Kochetov �Dept. of Linguist., Simon Fraser Univ., 8888 Univ. Dr.,
Burnaby, BC, Canada V5A 1S6, alexei_kochetov@sfu.ca�

This paper examines the identification of stop place and secondary
articulation using a free choice task. Russian syllable-initial and syllable-
final stops /p pj t tj/ in nonsense utterances were presented to Russian and
Japanese listeners (N�30). Correct identification rates for place and sec-
ondary articulation of the target consonants were determined based on
written responses �in Cyrillic or Katakana�. Both groups of listeners
showed better identification of syllable-initial stops compared to syllable-
final stops. Among the consonants, /p/ was identified better, and /pj/ was
identified worse than the other stops. Native listeners performed better
than non-native listeners. The overall correct identification rates were
lower than �yet strongly correlated with� the rates previously obtained with
the same stimuli using a forced choice phoneme identification task. The
lower identification rates in the current study can be explained in part by
the errors involving the segmentation and syllabification of palatalized
stops. Thus, the palatal articulation of the syllable-final palatalized /pj/ was
often interpreted as independent of the stop �e.g., /tapj api/ rendered as /taj
papi/ or /tjap api/�. It is concluded that the free choice task can success-
fully complement the forced choice task, providing additional information
about the perception of secondary palatalization. �Supported by SSHRC.�

2pSC2. The preliminary study about neutral tone: Dialect effect
between North Official Mandarin speakers in China and Taiwan
Mandarin speakers. Jennifer Li �Dept. of English Lit., Natl. Chiao
Tung Univ., 1001 Ta Hsueh Rd., Hsinchu, Taiwan 300, Republic of China,
wahaha_jennifer@yahoo.com.tw�

According to general theories, neutral tone is not regarded as an inde-
pendent tone in Mandarin. Previous research shows that the most impor-
tant characteristic of the neutral tone is that it does not have a certain
target and pitch contour. �Lin and Yang, 1980� Namely, its pitch contour is
uncertain, and it is weak in perception level. However, those studies ignore
the variant between different dialects. Our study examined the features of
the neutral tone between two dialects of Mandarin speakers and aimed at
figuring out the dialect difference effect on the pronunciation of the neutral
tone. Our subjects were chosen form two groups of Mandarin speakers.
One group is from the North Mainland China, and the other is from Tai-
wan. The experiment was designed with a speak-it-out process. All sub-
jects read a randomized script written in Mandarin, and the whole process
was recorded spontaneously. The preliminary result shows that the dialect
difference effect actually matters. It shows a tendency that the neutral tone
has a certain target in Taiwan Mandarin speakers.

2pSC3. The phonetic rhythmÕsyntax headedness connection: Evidence
from Tagalog. Sonya Bird, Laurel Fais, and Janet Werker �Univ. of
Victoria and Univ. of British Columbia, Canada, sbird@uvic.ca�

Ramus, Nespor, and Mehler �Cognition �1999�� show that the rhythm
of a language �broadly: stress- versus syllable- versus mora-timing� results
from the proportion of vocalic material in an utterance �%V� and the
standard deviation of consonantal intervals �delta-C�. Based on 14 lan-
guages, Shukla, Nespor, and Mehler �submitted� further argue that rhythm
is correlated with syntactic headedness: low %V is correlated with head-
first languages �e.g., English�; high %V is correlated with head-final lan-
guages �e.g., Japanese�. Together, these proposals have important implica-
tions for language acquisition: infants can discriminate across rhythm
classes �Nazzi, Bertoncini, and Mehler, J. Exp. Psych: Human Perception
and Performance �1998��. If rhythm, as defined by %V and delta-C, can
predict headedness, then infants can potentially use rhythm information to
bootstrap into their languages syntactic structure. This paper reports on a
study analyzing rhythm in a language not yet considered: Tagalog. Results
support the Shukla et al. proposal in an interesting way: based on its %V
and delta-C, Tagalog falls between head-first and head-last languages,
slighty closer to the head-first group. This placement correlates well with
the fact that, although Tagalog is said to be primarily head-first syntacti-
cally, head-last phrases are permitted and common in the language.

2pSC4. A comparison of the acoustic characteristics of American
English and Cantonese vowels. Eric Zee �Dept. of CTL, City Univ. of
Hong Kong, 83 Tat Chee Ave., Hong Kong, ctlzee@cityu.edu.hk�

The study compares the formant frequencies of the American English
vowels �i, 	 , Ä, Å, u, I, U� �Peterson and Barney, 1952� and �i, 	 , a, Å, u, I,
U� in Cantonese �Zee, 2004�. Results of the comparison show that the
differences in formant values for the vowels between the two languages
vary according to vowel type and gender. Between male speakers of the
two languages, the differences in F-values are minimal for �i� and �Å�. For
�	 , u�, the difference between the two groups is mainly in F2, with �	�
having a larger F2 and �u� a smaller F2 for Cantonese speakers. �Ä� in
American English has smaller F1 and F2 than �a� in Cantonese. �I, U�
occupy the position in between the level of �i, u� and level of �	 , Å� in the
F1/F2 plane for American English speakers, and there is a noticeable
difference in F2 between �I� and �	� and between �U� and �Å�. For Can-
tonese speakers, �I, U� are on the same level of �	 , Å�, and the difference in
F2 is minimal between �I� and �	� and between �U� and �Å�. The differ-
ences between female speakers of the two languages will also be pre-
sented.
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2pSC5. Acoustic characteristics of Korean stops in Korean child-
directed speech. Minjung Kim and Carol Stoel-Gammon �Dept. of
Speech & Hearing Sci., Univ. of Washington, 1417 NE 42nd St., Seattle,
WA 98105-6246�

A variety of cross-linguistic studies have documented that the acoustic
properties of speech addressed to young children include exaggeration of
pitch contours and acoustically salient features of phonetic units. It has
been suggested that phonetic modifications of child-directed speech facili-
tate young children’s speech perception by providing detailed phonetic
information about the target word. While there are several studies report-
ing vowel modifications in speech to infants �i.e., hyper-articulated vow-
els�, there has been relatively little research about consonant modifications
in speech to young children �except for VOT�. The present study examines
acoustic properties of Korean stops in Korean mothers’ speech to their
children aged 29 to 38 months (N�6). Korean tense, lax, and aspirated
stops are all voiceless in word-initial position, and are perceptually differ-
entiated by several acoustic parameters including VOT, f 0 of the follow-
ing vowel, and the amplitude difference of the first and second harmonics
at the voice onset of the following vowel. This study compares values of
these parameters in Korean motherese to those in speech to adult Koreans
from same speakers. Results focus on the acoustic properties of Korean
stops in child-directed speech and how they are modified to help Korean
young children learn the three-way phonetic contrast.

2pSC6. Relationship between perceived politeness and spectral
characteristics of voice. Mika Ito �Dept. of Linguist., Univ. of
Edinburgh, 40 George Square, Edinburgh EH8 9LL, UK, itomika@
ucla.edu�

This study investigates the role of voice quality in perceiving polite-
ness under conditions of varying relative social status among Japanese
male speakers. The work focuses on four important methodological issues:
experimental control of sociolinguistic aspects, eliciting natural spontane-
ous speech, obtaining recording quality suitable for voice quality analysis,
and assessment of glottal characteristics through the use of non-invasive
direct measurements of the speech spectrum. To obtain natural, unscripted
utterances, the speech data were collected with a Map Task. This method-
ology allowed us to study the effect of manipulating relative social status
among participants in the same community. We then computed the relative
amplitudes of harmonics and formant peaks in spectra obtained from the
Map Task recordings. Finally, an experiment was conducted to observe the
alignment between acoustic measures and the perceived politeness of the
voice samples. The results suggest that listeners’ perceptions of politeness
are determined by spectral characteristics of speakers, in particular, spec-
tral tilts obtained by computing the difference in amplitude between the
first harmonic and the third formant.

2pSC7. Size-constraints on intonation groups in speech: Evidence of
an independent syllable-count principle. Annie C. Gilbert and Victor
J. Boucher �Univ. of Montreal, C.P. 6128 succ. Centre-ville, Montreal,
QC, Canada H3C 3J7�

This poster examines size-limits on intonation (F0) contours in spon-
taneous speech and presents the results of an experiment on a syllable-
count principle, which is seen to constitute, irrespective of syntax, a factor
restricting the length of F0 groups. Studies of various languages indicate
a general tendency to restrict stress-groups in speech to four syllables or
less. In languages were stress is not lexically coded �e.g., French�, syntax
is not a sufficient predictor of stress. The object was to determine whether
these aspects of stress patterning also apply to tonal groups. Statistics are
lacking with respect to the extent of F0 contours in speech. Pitch-
extracting software was used to analyze the speech of 15 native speakers
of French �20 minutes each�. Initial results suggest an eight-syllable limit
on tonal groups. Based on these statistics an experiment was conducted
where 40 Ss read and repeated visually presented sentences containing
major syntactic divisions �phrase boundaries� at different locations. There
are two central findings: �1� phrase boundaries placed at different points in

the sentence did not serve to predict tonal grouping; �2� even when the
sentence structure offered the possibility of creating large tonal groups, Ss
did not create contours exceeding an eight-syllable limit.

2pSC8. Sociological effects on vocal aging: Age related F0 effects in
two languages. Kyoko Nagao �Indiana Univ., Memorial Hall 406, 1021
3rd St., Bloomington, IN 47405-7005�

Listeners can estimate the age of a speaker fairly accurately from their
speech �Ptacek and Sander, 1966�. It is generally considered that this per-
ception is based on physiologically determined aspects of the speech.
However, the degree to which it is due to conventional sociolinguistic
aspects of speech is unknown. The current study examines the degree to
which fundamental frequency (F0) changes due to advanced aging across
two language groups of speakers. It also examines the degree to which the
speakers associate these changes with aging in a voice disguising task.
Thirty native speakers each of English and Japanese, taken from three age
groups, read a target phrase embedded in a carrier sentence in their native
language. Each speaker also read the sentence pretending to be 20-years
younger or 20-years older than their own age. Preliminary analysis of
eighteen Japanese speakers indicates that the mean and maximum F0
values increase when the speakers pretended to be younger than when they
pretended to be older. Some previous studies on age perception, however,
suggested that F0 has minor effects on listeners’ age estimation. The
acoustic results will also be discussed in conjunction with the results of the
listeners’ age estimation of the speakers.

2pSC9. Cues used for distinguishing African American and European
American voices. Erik R. Thomas �Dept. of English, Box 8105, North
Carolina State Univ., Raleigh, NC 27695-8105, ethomas@
social.chass.ncsu.edu� and Norman J. Lass �West Virginia Univ.,
Morgantown, WV 26506-6122�

Past studies have shown that listeners can distinguish most African
American and European American voices, but how they do so is poorly
understood. Three experiments were designed to investigate this problem.
Recordings of African American and European American college students
performing various reading tasks were used as the basis for stimuli in all
three. In the first experiment, stimuli were subjected to monotonization,
lowpass filtering at 660 Hz, and no modification. In the second, stimuli
featuring certain ethnically diagnostic vowels and control stimuli were
subjected to monotonization, conversion of vowels to schwa, or no modi-
fication. In the third, stimuli featuring diagnostic vowels and control
stimuli were modified so that the intonation of paired African American
and European American speakers was swapped. In all three experiments,
African American and European American listeners in North Carolina and
European American listeners in West Virginia identified the ethnicity of
the speaker of each stimulus. Vowel quality emerged as the most consis-
tent cue for identifications. However, listeners accessed other cues differ-
ently for male and female speakers. Breathiness was correlated with iden-
tifications of male speakers but not of female speakers. F0-related factors
proved more important for female speakers than for male speakers. �Work
supported by NSF.�

2pSC10. Effects of aspiration on fundamental frequency in Taiwanese
syllables. Yuwen Lai and Allard Jongman �Linguist. Dept., Blake Hall,
Univ. of Kansas, Lawrence, KS 66044�

The perturbation effect on vowel fundamental frequency (F0) by
voiceless aspirated and unaspirated prevocalic obstruents is investigated in
Taiwanese. It is well known that F0 is significantly higher after voiceless
than voiced stops. However, the perturbation effect caused by aspiration
has received much less attention. Twenty-eight minimal pairs contrasting
in prevocalic aspiration across three different places of articulation from
seven tonal categories in Taiwanese were recorded from two male and two
female speakers. An acoustic study was conducted on a total of 1120
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syllables. Onset, offset, and mean F0 as well as contours of the tones after
the aspirated and unaspirated obstruents were compared. Results indicate
that the onset and mean F0 are significantly higher when following aspi-
rated obstruents but no difference was found in offset F0. Tonal contour
comparison shows that the F0 raising effect triggered by aspirated ob-
struents disappears at 50–60 % of the tone. Higher larynx and faster air-
flow rate are posited as the major factors for the higher F0 after voiceless
aspirated obstruents. The present results warrant a reconsideration of the
traditional theory of aspiration-induced tonal split according to which a
tonal split resulted from the lowering of F0 due to aspiration.

2pSC11. Coarticulatory nasalization in modern Greek: Evidence for a
link between coarticulation and syllable structure. Evanthia
Diakoumakou �Oakland Univ., Linguist. Dept., Rochester, MI 48309�

An acoustic analysis of the temporal extent of vowel nasalization in
the productions of six native speakers of �Standard� Modern Greek
showed that the temporal extent of anticipatory vowel nasalization is lim-
ited in all contexts, although it is more extensive before tautosyllabic than
heterosyllabic nasals. �On average, in stressed syllables, heterosyllabic
anticipatory nasalization was 27 ms long, tautosyllabic anticipatory was 48
ms long, and carryover was 70 ms.� Modern Greek patterns in this aspect
with languages like Spanish, Italian, Ikalanga, which also show a tendency
toward open syllables, and obstruents are, in general, dispreferred as co-
das. It is hypothesized that there may be a link between a tendency for
open syllables in a language and limited extent of anticipatory nasalization
and it is suggested that investigation of the prosodic organization of lan-
guages may prove fruitful in determining the factors that lead to cross-
language coarticulatory differences regarding vowel nasalization.

2pSC12. Examination of voicing onset time during Mandarin tone
productions. Yang Chen �Dept. of Speech-Lang. Pathol., Duquesne
Univ., 600 Forbes Ave., Pittsburgh, PA 15282� and Manwa Ng �Long
Island Univ., Brookville, NY 11548-1300�

The voice onset time �VOT� of stop consonant is defined as the time
interval between the release of a stop and the onset of the following vowel
�Lisker and Abramson, 1964, 1970�. Previous studies indicated that VOT
could be used as a perceptual cue for identification of both voicing and
place of articulation of stops �Kewley-Port, 1983; Ladefoged, 2001�.
Abramson �1977� suggested VOT could be interpreted as interrelated
acoustic consequences of variation in the relative timing of glottal and oral
gestures. This study will attempt to extend the probe on this suggestion by
comparing the VOT values among different tones. Mandarin, which is a
tone language, where a change in the tone of a syllable leads to a change
in meaning, will be used in the study. There are four contrastive tones in
Mandarin, each of which is realized by changing the vocal pitch during the
course of the syllable production. The proposed study will determine if
VOT values for each of the six stop sounds (/p,b,t,d,k,g/) will vary with
the variation of different tones at which each of the following vowel
sounds is produced. The interrelationship between VOT and tone produc-
tion will be discussed.

2pSC13. A perceptual account of dissimilation. Anthony Brasher
�Dept. of Linguist., Univ. of Michigan, 4080 Frieze Bldg., 105 S. State St.,
Ann Arbor, MI 48109-1285�

Ohala �J. J. Ohala, CLS Parasession on Language and Behavior, 178,
203 �1981�� argues that long-distance dissimilation results from hypercor-
rection; when confronted with words with multiple similar segments, lis-
teners may be confused as to the origin of coarticulated features and at-
tribute cues to one, but not all, segments. The present study evaluates this
theory for a sound change involving dissimilation of breathy stops: in
sequences of two or more breathy stops, all but the last become modal. If
this pattern were reproduced in the laboratory then, when hearing a word
with multiple breathy stops, listeners would have trouble assigning the

source of the breathy voicing. In this study, Hindi speakers heard two
continua of disyllables, where the first syllable varied systematically in the
temporal extent of breathy voicing. The continua differed in that the sec-
ond syllable had a breathy stop in one continuum (dadhak�dhadhak) but
a non-breathy stop in the other (dadak�dhadak) (dh�breathy stop). Ini-
tial results for Hindi speakers responding in a four-choice identification
task support Ohala’s hypothesis. Listeners identified the first syllable reli-
ably when the second syllable is modal, but identified the first syllable
inconsistently when the second syllable is breathy.

2pSC14. Pacific northwest vowels: A Seattle neighborhood dialect
study. Jennifer K. Ingle, Richard Wright, and Alicia Wassink �Dept. of
Linguist., Univ. of Washington, Box 354340, Seattle, WA 98195-4340,
merywen@u.washington.edu�

According to current literature a large region encompassing nearly the
entire west half of the U.S. belongs to one dialect region referred to as
Western, which furthermore, according to Labov et al., ‘‘ . . . has devel-
oped a characteristic but not unique phonology.’’ �http://
www.ling.upenn.edu/phono_atlas/NationalMap/NationalMap.html� This
paper will describe the vowel space of a set of Pacific Northwest American
English speakers native to the Ballard neighborhood of Seattle, Wash.
based on the acoustical analysis of high-quality Marantz CDR 300 record-
ings. Characteristics, such as low back merger and �u� fronting will be
compared to findings by other studies. It is hoped that these recordings
will contribute to a growing number of corpora of North American English
dialects. All participants were born in Seattle and began their residence in
Ballard between ages 0–8. They were recorded in two styles of speech:
individually reading repetitions of a word list containing one token each of
10 vowels within carrier phrases, and in casual conversation for 40 min
with a partner matched in age, gender, and social mobility. The goal was to
create a compatible data set for comparison with current acoustic studies.
F1 and F2 and vowel duration from LPC spectral analysis will be pre-
sented.

2pSC15. Breathiness in Indic languages. Christina Esposito,
Sameeruddowla Khan, and Alex Hurst �Dept. of Linguist., UCLA, 3125
Campbell Hall Box 951543, LA, CA 90095-1543, esposito@
humnet.ucla.edu�

Previous work on breathiness in Indic languages has focused on the
acoustic properties of breathy oral stops in languages like Hindi ��bal� hair
versus �bhal� forehead� or Bengali ��baSa� house versus �bhaSa� lan-
guage�. However, breathiness in Indic languages often extends to nasals
�e.g., Marathi ��maar� beat versus �mhaar� a caste�. It is unclear if lan-
guages such as Hindi and Bengali have breathy nasals in addition to
breathy oral stops. This study addresses the following questions: �1� Are
breathy nasals �Nh� acoustically different from N�h sequences, both in
languages where they are phonemic and ones where they are not? �2� In
sequences of a breathy stop and a modal nasal �e.g., Hindi �udhmi�
naughty� where is the breathiness realized, if at all? To answer these ques-
tions, audio, aerodynamic, and electroglottographic recordings will be
made of Hindi, Bengali, and Marathi speakers. It is hypothesized that
acoustically breathy nasals in Hindi and Bengali will not be distinct from
sequences of N� h. We believe that this will also be true for the oral
stops. In addition, it is believed that in sequences of breathy oral stop
followed by a modal nasal �e.g., ChN�, the breathiness will be produced on
the nasal.
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2pSC16. Low vowels and transparency in Kinande vowel harmony.
Bryan Gick, Douglas Pulleyblank �Dept. of Linguist., Univ. of British
Columbia, E270-1866 Main Mall, Vancouver, BC, Canada V6T 1Z1,
gick@ interchange.ubc.ca�, Ngessimo Mutaka �Univ. of Yaounde 1,
Cameroon�, and Fiona Campbell �Univ. of British Columbia, Vancouver,
BC, Canada V6T 1Z1�

Transparency—in which a harmony effect passes over a segment with-
out affecting it phonetically or phonologically—has been a controversial
concept in previous literature on harmony systems. A typical case of so-
called transparency involves cross-height vowel harmony in Kinande, a
Bantu language �J.40�. Previous accounts have analyzed low vowels in
this system as being transparent to harmony �Schlindwein, NELS 17,
551–567 �1987��. Further, some analysts have considered low vowels
theoretically incapable of undergoing tongue root harmony. These claims
were tested in a single-subject field study using ultrasound imaging to
measure tongue root position in low vowels. Results indicate that �a� ad-
vanced versus retracted tongue root position �ATR� is a viable feature for
describing the phonological distinction in the vowel system; �b� there is a
phonetic difference between low vowels when adjacent to ATR triggering
vowels; �c� this distinction in low vowels does not decrease with distance
from trigger vowels, suggesting that these vowels are undergoing phono-
logical harmony rather than phonetic assimilation; and finally, �d� the ATR
distinction is phonetically categorical in high vowels, but shows crossover
in mid and low vowels. Implications for phonological theory and
phonetics-phonology interface will be discussed. �Work supported by
NSERC and SSHRC.�

2pSC17. The role of psychophysical difference in the discrimination
of non-native contrasts. James Harnsberger, Rahul Shrivastav �Dept.
Comm. Sci. and Disord., Univ. of Florida, Gainesville, FL 32611�, and
Mark Skowronski �Univ. of Florida, Gainesville, FL 32611�

Models of cross-language speech perception have shown only limited
success in predicting the discriminability of non-native contrasts. These
failures may be attributed partly to an inability to quantify the phonetic
similarities between non-native speech sounds and between non-native
speech sounds and native speech categories. This study represents an at-
tempt to quantify gross psychophysical differences between consonants
�e.g., the absolute difference between two consonants as represented in the
peripheral auditory system�. Two metrics were evaluated with a set of
nasal consonant place contrasts from Malayalam. The first focused only on
formant transitions at nasal-vowel boundaries �critical cue measure� while
the second compared the spectrum of temporal windows spanning the
entire length of both syllables that constituted a contrast �whole stimulus
measure�. The critical cue measure was presumed to have the advantage of
incorporating only perceptually relevant information, while the whole
stimulus measure was thought to be preferable if the relevant cues were
poorly understood and/or were distributed throughout the syllable. The
results showed a significant correlation (r�0.63) between the critical cue
measure and discrimination scores. The whole stimulus measure showed
only a weak correlation (r�0.35) unless a set of outliers �bilabial con-
trasts� was excluded (r�0.80).

2pSC18. Comparing listener preferences for text-level prosody in
English and French. Caroline Smith �Dept. of Linguist., Univ. of New
Mexico, MSC 03-2130, Albuquerque, NM 87131-1196�

Cross-language prosodic differences are well-known at the phrasal
level and below, and a few studies have shown language-dependent dif-
ferences in speakers’ prosody over a discourse or text �Fon �2002�, Smith
and Hogan �2003��. For comparison with the patterns found in production,
this study examines listeners’ preferences in text-level prosody.
Previously-analyzed recordings of one speaker of American English read-
ing aloud an English text, and one speaker of Parisian French reading a
comparable French text, were used as a basis. The discourse organization
of each text was analyzed by several native speakers who categorized each
sentence-to-sentence transition as a Topic Shift, Continuation or Elabora-

tion. The original recordings were manipulated in several ways to alter
rate, sentence-final lengthening and pause duration, and the manipulated
versions were presented to listeners. English listeners liked best those
versions where values for rate and lengthening matched the speakers’
means for each separate type of topic transition. French listeners preferred
the version where each prosodic variable kept the same mean value
throughout. These results are supported by acoustic measurements which
also point to a more salient role for rhythmic effects at the discourse level
in English than in French. �Work supported by NSF grant BCS-9983106.�

2pSC19. Identifying native Cantonese stops: Implication for native
speakers perception. Man Gao �Dept. of Linguist., Yale Univ., New
Haven, CT 06511�

A series of perception tasks were conducted to probe Cantonese speak-
ers ability to perceive their languages syllable-final unreleased stops.
Stimuli consisted of minimal sets of monosyllabic words with contrasting
codas produced by a speaker of Hong Kong Cantonese. Twelve Guang-
zhou Cantonese speakers and five Hong Kong Cantonese speakers per-
formed the perceptual tasks which included: matching stimuli with the
corresponding orthographic character; AXB discrimination; and identify-
ing word-final �p�, �t�, �k� and vowel explicitly. Five native speakers of
Mandarin �where final stops are not allowed� also took the AXB and
identification tasks. Both Guangzhou and Hong Kong speakers scored
high in matching task: 93 and 96 percent correct respectively; for AXB
task, subjects from Hong Kong �93%� did slightly better than those from
Guangzhou �85%�, and Mandarin speakers scored the lowest �78%�. The
most interesting findings were in the identification tasks, although subjects
from Hong Kong scored the highest �82%�, the accuracy of Guangzhou
Cantonese speakers was surprisingly low �49%�—even worse than Man-
darin speakers �69%�. Explanation for the observed discrepancy between
Guangzhou and Hong Kong subjects will be discussed with respect to
their different language education as well as their distinct language expe-
rience. Implications for phonological awareness will also be discussed.

2pSC20. Processing voiceless vowels in Japanese: Effects of language-
specific phonological knowledge. Naomi Ogasawara �Dept. of
Linguist., Univ. of Arizona, Douglass 200E, P.O. Box 210028, Tucson, AZ
85721�

There has been little research on processing allophonic variation in the
field of psycholinguistics. This study focuses on processing the voiced/
voiceless allophonic alternation of high vowels in Japanese. Three percep-
tion experiments were conducted to explore how listeners parse out vow-
els with the voicing alternation from other segments in the speech stream
and how the different voicing statuses of the vowel affect listeners’ word
recognition process. The results from the three experiments show that
listeners use phonological knowledge of their native language for pho-
neme processing and for word recognition. However, interactions of the
phonological and acoustic effects are observed to be different in each
process. The facilitatory phonological effect and the inhibitory acoustic
effect cancel out one another in phoneme processing; while in word rec-
ognition, the facilitatory phonological effect overrides the inhibitory
acoustic effect.

2pSC21. The influence of stress on some acoustic correlates to the
stop voicing distinction in French. Nassima Abdelli-Beruh �Dept. of
Speech-Lang. Pathol. and Audiol., New York Univ., 719 Broadway Ste.
200, New York, NY 10003 and Dept. of Speech and Hearing Sci., City
Univ. of New York, 365 Fifth Ave., New York, NY 10016� and Radhika
Aravamudhan �Post-Doc Res. Fellow at Boys Town Natl. Res. Hospital,
Omaha, NE�

This study examined how monolingual French speakers produced the
stop voicing distinction in stressed and unstressed syllable-initial stops.
Syllables were embedded in sentences. Voicing-related differences in du-
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rations of VOT, closure and vowel were calculated and analyzed as a
function of stress �stressed on the target syllable, stress on the syllable
preceding the target syllable�. Percentages of closures with voicing were
tallied as function of the voicing category of the stops and the stressed
condition. Results from ANOVA showed that the absolute durations were
smaller in the unstressed than in the stressed condition. The magnitude of
the voicing-conditioned related duration differences in VOT, closure and
vowel were also influenced by stress.

2pSC22. The effects of implosives and prenasalized stops on pitch in
Shona. Mario E. Chavez-Peon �Dept. of Linguist., Univ. of British
Columbia, E-270, 1866 Main Mall, Vancouver, BC, Canada V6T 1Z1 �

It is well known that F0 at vowel onset can be influenced by a pre-
ceding consonant. That influence varies significantly across languages and
consonant types, and may function as a perceptual signal to consonant
manner. It has further been suggested that tone languages may behave
differently from non-tone languages in this respect, with a shorter duration
of consonantal perturbation �Hombert, Studies in African Linguistics,
1977�. Previous studies include a limited range of consonant types, and
too few tone languages to test Hombert’s proposal. This study presents the
results of an acoustical investigation of the effects of implosives and pre-
nasalized stops on the F0 of a following vowel in Shona, a tone language.
It is found that implosives have a similar raising effect on F0 at vowel
onset than that of voiceless �aspirated� stops, contrary to expectations
based on previous studies �Wright and Shryock, Journal of the Phonetic
Association, 1993�. It is also found that prenasalized consonants behave as
nasals, having no effect on the F0 of the following vowel, again contrary
to expectation �cf. Trithart, Studies in Bantu Tonology, 1976; and
Hombert, Studies in Bantu Tonology, 1976�. Finally, duration results do
not support Hombert’s position regarding tone languages.

2pSC23. Revisiting the Canadian English vowel space. Robert
Hagiwara �Linguist. Dept., Univ. of Manitoba, Winnipeg, MB, Canada
R3T 5V5�

In order to fill a need for experimental-acoustic baseline measurements
of Canadian English vowels, a database is currently being constructed in
Winnipeg, Manitoba. The database derives from multiple repetitions of
fifteen English vowels �eleven standard monophthongs, syllabic /r/ and

three standard diphthongs� in /hVd/ and /hVt/ contexts, as spoken by mul-
tiple speakers. Frequencies of the first four formants are taken from three
timepoints in every vowel token �25, 50, and 75% of vowel duration�.
Preliminary results �from five men and five women� confirm some features
characteristic of Canadian English, but call others into question. For in-
stance the merger of low back vowels appears to be complete for these
speakers, but the result is a lower-mid and probably rounded vowel rather
than the low back unround vowel often described. With these data Cana-
dian Raising can be quantified as an average 200 Hz or 1.5 Bark down-
ward shift in the frequency of F1 before voiceless /t/. Analysis of the
database will lead to a more accurate picture of the Canadian English
vowel system, as well as provide a practical and up-to-date point of ref-
erence for further phonetic and sociophonetic comparisons.

2pSC24. Concurrent recognition of focus and question in Mandarin.
Fang Liu �Univ. of Chicago, Dept. of Linguist., 1010 E. 59th St.,
Chicago, IL 60637�

F0 has been shown to vary not only with lexical tones but also with
focus and sentence type �statement versus question� in Mandarin. This
study further investigates whether listeners can detect concurrent focus
and sentence type information in speech. 320 statements and unmarked
questions with initial, medial, final, or neutral focus produced by two
speakers were tested on 11 listeners. Results show that listeners can iden-
tify both sentence type and focus in most cases �89.1% and 88.7%, respec-
tively�, suggesting that F0 variations related to the two functions can be
simultaneously perceived. Meanwhile, the lowest rates were found for
identifying neutral focus in questions �71%� and for identifying statement
in sentences with final focus �78%�. In both cases the confusions seem to
arise from the conflicting F0 adjustments by sentence type and focus in
the sentence-final position �final F0 being raised for both question and
final focus, but not for statement�. Overall, the findings not only indicate
that F0 can concurrently encode both focus and sentence type in addition
to tonal information, but also demonstrate how delicate a balance is main-
tained between these communicative functions when they have to share
the same articulatory/acoustic parameter for their respective manifesta-
tions.

TUESDAY AFTERNOON, 17 MAY 2005 GEORGIA B, 1:30 TO 5:00 P.M.

Session 2pUW

Underwater Acoustics: Effects of Environmental Uncertainty

David R. Dowling, Chair
Dept. of Mechanical Engineering, Univ. of Michigan, 1231 Beal Ave., Ann Arbor, MI 48109-2133

Contributed Papers

1:30

2pUW1. Uncertainty propagation in ocean acoustic waveguides.
Steven Finette �Acoust. Div., Naval Res. Lab., Washington, DC 20375�

This presentation discusses a general method for representing uncer-
tainty in numerical models that describe acoustic field propagation within
partially specified ocean waveguide environments. The approach treats
uncertainty within a probabilistic framework, representing both the sound
speed distribution and acoustic field as stochastic processes. In this talk,
environmental uncertainty is linked to incomplete knowledge of the vol-

ume sound speed field and is directly incorporated into the mathematical
formulation for acoustic propagation in a stochastic ocean waveguide. As
an example, equations describing the propagation of uncertainty �Finette,
J. Acoust. Soc. Am �in press�� are solved analytically for the special case
of a point source in a random, but spatially uniform sound speed field
bounded by a pressure release surface and a rigid bottom. Results for the
first two moments of the acoustic field are calculated using this approach
and compared with an independent estimate of the same moments ob-
tained from Monte Carlo based realizations that are computed from a
deterministic parabolic wave equation. �Work supported by ONR.�
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1:45

2pUW2. Converting sound speed uncertainty to an effective
correlated noise term in array processing. Jit Sarkar, Bruce Cornuelle,
Philippe Roux, W. S. Hodgkiss, W. A. Kuperman �Scripps Inst. of
Oceanogr., UCSD, 9500 Gilman Dr., Mail Code 0238, La Jolla, CA
92093-0238, jit@mpl.ucsd.edu�, and Mark Stevenson �NATO SACLANT
Undersea Res. Ctr., La Spezia 19138, Italy�

The sensitivity of the received acoustic field at an array from a specific
source to perturbations of the sound speed field about a mean value can be
computed using a Born approximation formulation involving forward
model calculations. When this sensitivity map is appropriately combined
with a covariance of the uncertainty of the sound speed perturbations, one
obtains the resultant perturbation to the cross spectral density matrix
�CSDM� of the acoustic field. This additional term to the mean CSDM can
be thought of as a noise term resulting from the uncertainty in the sound
speed field. Computations indicate that this additional term is a form of
correlated noise that suggests the possibility of mitigating environmental
uncertainty with a robust array processing procedure.

2:00

2pUW3. Rapid acoustic field computations within environmental
uncertainty bounds. Kevin D. Heaney �OASIS, Inc., Falls Church, VA
22044�

Oceanographic and geo-acoustic variability in the shallow water can
dominate acoustic propagation. Often the environment is critically under-
sampled, compared to the sensitivity of the full-field propagation model
used �such as the Parabolic Equation �PE� model�. For regions with envi-
ronmental uncertainty �which is known from measurements or models�,
there will be a Minimum Achievable Uncertainty �MAU� in acoustic
propagation modeling �Transmission Loss�. Given this MAU, it is pro-
posed that field interpolation techniques be applied to speed up the acous-
tic propagation computation, consistent with keeping the interpolation er-
rors below the MAU. Techniques for estimating the uncertainty in TL and
speeding up the broadband range-dependent computation using the Navy
Standard PE model will be presented. For fully 3-D field computations in
a range-dependent environment, the speed up is expected to be several
orders of magnitude.

2:15

2pUW4. In-situ estimates of environmental uncertainty on sonar
performance prediction. Kevin D. Heaney �OASIS, Inc., Falls Church,
VA 22044�

Oceanographic and geo-acoustic variability in the shallow water can
dominate acoustic propagation. Sonar performance predictions using ar-
chival sound speed and geo-acoustic information do not contain any in-
formation about variability or uncertainty in the environment and its likely
impact on sonar performance prediction. Using measurements from the
NATO Undersea Research Centres BOUNDARY 2003 sea test, an ap-
proach is presented that estimates the uncertainty and transfers it through
the acoustic propagation and the sonar equation to sonar performance. The
sound speed field is characterized by an Empirical Orthogonal Function
decomposition of the measured profiles. The geo-acoustic uncertainty is
considered to be a normal distribution around the inverted geo-acoustic
parameters �from 4 separate inversions�. Dynamic ambient noise variabil-
ity is measured from the array beamformer output. Uncertainty in propa-
gation is quantified in terms of sound speed, geo-acoustic, and ambient
noise uncertainty. The uncertainty in sonar performance, due to environ-
mental uncertainty, is then displayed to the operator. �Work supported by
the ONR Capturing Uncertainty DRI.�

2:30

2pUW5. Performance of mode-based processing in the presence of
environmental uncertainty. Lisa Zurk �Elec. & Comput. Eng., Portland
State Univ., P.O. 751, Portland, OR 97207�

A critical limiting factor to the performance of many underwater sonar
detection and localization techniques is the typically high degree of uncer-
tainty regarding the ocean environment. Several researchers have pro-
posed mode-based processing methods for Matched Field Processing,
depth-dependent pre-filtering, and sub-array processing. Provided that an
appropriate modal decomposition can be applied, these methods are be-
lieved to provide processing that is less sensitive to environmental mis-
match, with the added potential advantage of computational efficiency. In
this paper, we attempt to quantify the performance of mode-based process-
ing in uncertain environments, and compare this performance to more
classic processing approaches. Results are presented from Monte Carlo
simulations of range-dependent environments in which the uncertainty is
varied parametrically. An analytical framework for describing the uncer-
tainty is presented and discussed.

2:45

2pUW6. A high frequency time reversal array deployment in a very
shallow water environment. Thomas Folegot �NATO Undersea Res.
Ctr., MILOC, Viale San Bartolomeo 400, 19138 La Spezia, Italy�,
Dominique Clorennec, Jean-Gabriel Minonzio, Julien de Rosny, Claire
Prada �Laboratoire Ondes et Acoustique, ESPCI, 75005 Paris, France�,
Mathias Fink �Laboratoire Ondes et Acoustique, ESPCI, 75005 Paris,
France�, Sidonie Hibral, and Lothar Berniere �Atlantide, Technopole
Brest Iroise, 29238 Brest Cedex 3, France�

A new rigid 24-element acoustic source receiver array in the 10 to 15
kHz frequency band has recently been developed �Folegot et al., submitted
to OCEANS2005-Europe�. Despite of a height of 10 m, it has been speci-
fied to be easily deployed from a pier and to allow low cost at-sea experi-
ments with water depth up to 12 m. The array has been deployed in a pool
of 50 m length and 10 m depth, where calibrated surface plane waves have
been generated. The objective of the trial was to undertake a first deploy-
ment of the system, to calibrate the instrument and provide some scientific
results based on time reversal in a very controlled experimental setup. The
Time Reversal Operator has been measured in several configurations. Sub-
sequently, its eigenvectors associated with target reflections have been
emitted by the mirror in order to focus separately on each target. The
sensitivity of the method against target depth, target type, emission basis,
and surface roughness has been investigated. The collected data will help
to improve the understanding of environmental factors affecting acoustic
propagation in the 10–15 kHz range and will make an important contri-
bution to the development of advanced acoustic communications methods
and tomographic capabilities.

3:00–3:15 Break

3:15

2pUW7. Improvement of time reversal communications in
underwater acoustic channels using adaptive equalizers. Heechun
Song, William S. Hodgkiss, William A. Kuperman, Philippe Roux �MPL/
SIO, UCSD, La Jolla, CA 92093�, Tuncay Akal �MPL/SIO, UCSD, La
Jolla, CA 92093�, and Mark Stevenson �NATO Undersea Res. Ctr., La
Sapezia, Italy�

The spatial and temporal focusing properties of time reversal methods
can be exploited for undersea acoustic communications. Spatial focusing
mitigates channel fading and produces a high signal-to-noise ratio at the
intended receivers along with a low probability of interception elsewhere.
While the temporal focusing �compression� reduces significantly intersym-
bol interference �ISI�, there always is some residual ISI depending upon
the number of transmitters and the complexity of the channel. Moreover, a
slight change in the environment over the two-way propagation interval
introduces additional ISI. Using shallow water experimental data, we dem-
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onstrate that the performance of multiple-input/multiple-output time rever-
sal communications can be improved significantly by cascading the re-
ceived time series with adaptive equalizers to remove the residual ISI.

3:30

2pUW8. Broadband source localization using matched correlation
processing. Gordon R. Ebbeson, Marie-Noël R. Matthews, Garry J.
Heard, Francine Desharnais �DRDC Atlantic, P.O. Box 1012, 9 Grove St.,
Dartmouth, NS, Canada B2Y 3Z7�, and David J. Thomson �Victoria, BC,
Canada V9C 4A4�

For many years, model-based signal processing algorithms using
Matched Field Processing �MFP� techniques have been analyzed with the
goal of improving the capability of passive sonar systems for localizing
quiet underwater sources. Recently, researchers at DRDC Atlantic have
been investigating Matched Correlation Processing �MCP� as a faster al-
ternative to MFP. In this method, the cross-correlations for a source as
measured with a pair of hydrophones in a horizontal array are matched
with those generated with a correlation model for many candidate ranges
and depths along a candidate bearing. These matches are carried out with
a number of hydrophone pairs to form many ambiguity surfaces. The
maximum on the average of these surfaces is assumed to yield the best
estimate of the source position. By carrying out this procedure over a
number of candidate bearings, a full 3-D search for the source location is
achieved. Since 2002, a number of localization trials have been carried out
east of Nova Scotia, Canada. During those trials, an array was deployed on
the sea floor and used to collect acoustic signals from various broadband
sources. In this paper, we describe the broadband MCP localization tech-
nique and show some localization results from those trials.

3:45

2pUW9. Broadband continuous wave source localization via pair-
wise, cochleagram processing. Eva-Marie Nosal and L. Neil Frazer
�Univ. of Hawaii at Manoa, 1680 East-West Rd., Post 813, Honolulu, HI
96822�

A pair-wise processor has been developed for the passive localization
of broadband continuous-wave underwater sources. The algorithm uses
sparse hydrophone arrays and does not require previous knowledge of the
source signature. It is applicable in multiple source situations. A
spectrogram/cochleagram version of the algorithm has been developed in
order to utilize higher frequencies at longer ranges where signal incoher-
ence, and limited computational resources, preclude the use of full wave-
forms. Simulations demonstrating the robustness of the algorithm with
respect to noise and environmental mismatch will be presented, together
with initial results from the analysis of humpback whale song recorded at
the Pacific Missile Range Facility off Kauai. �Work supported by MHPCC
and ONR.�

4:00

2pUW10. Modeling of forward sector adaptive matched field
processing. Jeffrey Dunne �Johns Hopkins Univ. Appl. Phys. Lab.,
11100 Johns Hopkins Rd., Laurel, MD 20723, Jeffrey.Dunne@jhuapl.edu�

A modeling study was undertaken to examine the potential benefit of
adaptive matched field processing �AMFP� to the forward sector capability
of single-line, twin-line, and volumetric arrays. Comparisons are made
with conventional MFP �CMFP� and plane-wave beamforming �PWB� in
order to assess the degree of ownship noise reduction obtainable and any
corresponding improvement to the signal-to-noise ratio �SNR�. A mini-
mum variance distortionless response beamformer using dominant mode
rejection was implemented, applied to both uniform and distorted array
shapes. Significant improvement over CMFP and PWB in tracking and
SNR was seen for modeled data in both cases, with the distorted array
showing, not surprisingly, better left-right rejection capability. A brief in-
vestigation of the effects of environmental mismatch was undertaken in
order to assess its potential impact on the value-added of AMFP. �Work
was supported by the Defense Advanced Research Projects Agency, Ad-
vanced Technology Office.�

4:15

2pUW11. An iso-deviant approach for acoustic computations using
efficient adaptive gridder for littoral environments. Erik R. Rike and
Donald R. DelBalzo �Neptune Sci. Div. of Planning Systems, Inc., 40201
Hwy 190 E, Slidell, LA 70461, delbalzo@neptunesci.com�

Transmission Loss �TL� computations in littoral areas require a dense
spatial and azimuthal grid to achieve acceptable accuracy and detail. The
computational cost of accurate predictions led to a new concept, OGRES
�Objective Grid/Radials using Environmentally-sensitive Selection�,
which produces sparse, irregular acoustic grids, with controlled accuracy.
Recent work to further increase accuracy and efficiency with better met-
rics and interpolation led to EAGLE �Efficient Adaptive Gridder for Lit-
toral Environments�. On each iteration, EAGLE produces grids with ap-
proximately constant spatial uncertainty �hence, iso-deviance�, yielding
predictions with ever-increasing resolution and accuracy. The EAGLE
point-selection mechanism is tested using the predictive error metric and
1-D synthetic data-sets created from combinations of simple signal func-
tions �e.g., polynomials, sines, cosines, exponentials�, along with white
and chromatic noise. The speed, efficiency, fidelity, and iso-deviance of
EAGLE are determined for each combination of signal, noise, and inter-
polator. The results show significant efficiency enhancements compared to
uniform grids of the same accuracy. �Work sponsored by ONR under the
LADC project.�

4:30

2pUW12. Adapting a truly nonlinear filter to the ocean acoustic
inverse problem. Andrew A. Ganse and Robert I. Odom �Appl. Phys.
Lab. �APL-UW�, 1013 NE 40th St., Seattle, WA 98105,
aganse@apl.washington.edu�

Nonlinear inverse problems including the ocean acoustic problem have
been solved by Monte Carlo, locally-linear, and filter based techniques
such as the Extended Kalman Filter �EKF�. While these techniques do
provide statistical information about the solution �e.g., mean and vari-
ance�, each suffers from inherent limitations in their approach to nonlinear
problems. Monte Carlo techniques are expensive to compute and do not
contribute to intuitive interpretation of a problem, and locally-linear tech-
niques �including the EKF� are limited by the multimodal objective land-
scape of nonlinear problems. A truly nonlinear filter, based on recent work
in nonlinear tracking, estimates state information for a nonlinear problem
in continual measurement updates and is adapted to solving nonlinear
inverse problems. Additional terms derived from the system’s state PDF
are added to the mean and covariance of the solution to address the non-
linearities of the problem, and overall the technique offers improved per-
formance in nonlinear inversion. �Work supported by ONR.�

4:45

2pUW13. A neural network for mode space source depth estimation.
William Lee and Yung Lee �Sci. Applications Intl. Corp., 1710 SAIC Dr.,
McLean, VA 22102�

A great deal of research in mode space source localization processing
exists. One technique proposed by Shang performs mode filtering of the
observed pressure field on a vertical line array, using the calculated mode
amplitude distributions and phase differences to estimate source location.
Ozard et al. proposed a feed forward neural network using input vectors
of mode energy distribution for source localization, a dedicated neuron for
each possible source location was employed in their study. Instead of
employing a dedicated neuron for each possible search location, the inter-
est of this study is to determine an efficient setup of neurons to properly
sample the search space. In MATLAB neural network toolbox, the self-
organizing-map function learns to classify input vectors according to how
they are grouped in the input space, specifically their distribution and
topology. We used this function to examine how input vectors of mode
energy distribution for signals at different depths are grouped to determine
the sampling grids of the search space in depth. We also compared the
neural network performance using input vectors of mode amplitude distri-
bution with those using input vectors of mode energy distribution.
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TUESDAY AFTERNOON, 17 MAY 2005 STANLEY ROOM, 1:45 TO 3:15 P.M.

Meeting of Accredited Standards Committee „ASC… S1 Acoustics

J. P. Seiler, Chair S1
U.S. Department of Labor, Mine Safety and Health Admin., P.O. Box 18233, Bldg. 38,

Cochrans Mill Road, Pittsburgh, PA 15236

G. S. K. Wong, Vice Chair S1
Institute for National Measurement Standards, National Research Council, Montreal Road, Bldg. M36,

Ottawa, Ontario K1A OR6, Canada

Accredited Standards Committee S1 on Acoustics. Working group chairs will report on the status of standards currently under
development in the areas of physical acoustics, electroacoustics, sonics, ultrasonics, and underwater sound, etc. Consideration will be
given to new standards that might be needed over the next few years. Open discussion of committee reports is encouraged.

People interested in attending the meeting of the TAGs for ISO/TC 43 Acoustics and IEC/TC 29 Electroacoustics, take note - those
meetings will be held in conjunction with the Standards Plenary meeting at 10:30 a.m. on Tuesday, 17 May 2005.

Scope of S1: Standards, specifications, methods of measurement and test, and terminology in the field of physical acoustics, including
architectural acoustics, electroacoustics, sonics and ultrasonics, and underwater sound, but excluding those aspects which pertain to
biological safety, tolerance and comfort.

TUESDAY AFTERNOON, 17 MAY 2005 STANLEY ROOM, 3:30 TO 5:00 P.M.

Meeting of Accredited Standards Committee „ASC… S12 Noise

R. D. Hellweg, Chair S12
Hewlett Packard Co., Acoustics Lab, MR01-1/P18, 200 Forest Street, Marlborough, MA 01752

R. D. Godfrey, Vice Chair S12
Owens Corning Science & Technology Center, 2790 Columbus Road, Route 16, Granville, OH 43023-1200

Accredited Standards Committee S12 on Noise. Working group chairs will report on the status of noise standards currently under
development. Consideration will be given to new standards that might be needed over the next few years. Open discussion of
committee reports is encouraged.

People interested in attending the meeting of the TAG for ISO/TC 43/SC 1 Noise, take note - that meeting will be held in conjunction
with the Standards Plenary meeting at 10:30 a.m. on Tuesday, 17 May 2005.

Scope of S12: Standards, specifications, and terminology in the field of acoustical noise pertaining to methods of measurement,
evaluatuion and control, including biological safety, tolerance and comfort and physical acoustics as related to environmental and
occupational noise.
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WEDNESDAY MORNING, 18 MAY 2005 REGENCY E, 8:30 TO 11:30 A.M.

Session 3aAA

Architectural Acoustics, Speech Communication and Psychological and Physiological Acoustics:
Possibilities and Problems with Auralizations of Classroom Acoustics

Robert C. Coffeen, Chair
Univ. of Kansas, School of Architectural and Urban Design, Lawrence, KS 66045

Chair’s Introduction—8:30

Invited Papers

8:35

3aAA1. Predicting and auralizing acoustics in classrooms. Claus Lynge Christensen �Odeon A/S c/o Acoust. Technol., Oersted
DTU, Bldg. 352, DK-2800 Lyngby, Denmark�

Although classrooms have fairly simple geometries, this type of room is known to cause problems when trying to predict their
acoustics using room acoustics computer modeling. Some typical features from a room acoustics point of view are: Parallel walls, low
ceilings �the rooms are flat�, uneven distribution of absorption, and most of the floor being covered with furniture which at long
distances act as scattering elements, and at short distance provide strong specular components. The importance of diffraction and
scattering is illustrated in numbers and by means of auralization, using ODEON 8 Beta.

8:55

3aAA2. Subjective evaluation of auralizations created from multi-channel anechoic recordings of a talker in motion. Michelle
C. Vigeant and Lily M. Wang �Architectural Engr. Prog., Univ. of Nebraska–Lincoln, Peter Kiewit Inst., 1110 S. 67th St., Omaha,
NE 68182-0681, mvigeant@unlnotes.unl.edu�

A high degree of speech intelligibility is very important in educational environments. When designing such spaces, like class-
rooms, auralizations can be used to subjectively assess the degree of speech intelligibility and clarity. Auralizations are most com-
monly made by convolving the impulse response �IR� of an omni-directional source with a single channel anechoic speech recording.
This paper explores the idea of using multi-channel recordings to create the auralizations, using a female talker in motion. An
omni-directional source is split into quadrants and the IR is calculated for each section. These IR’s are convolved with the appropriate
channel of the anechoic recording and then the four auralizations are mixed to create one final auralization. The auralizations were
made using four-channel anechoic recordings of a person walking on a platform while talking. Subjective tests were conducted to
determine the ease with which subjects could identify the direction of the movement of the source in rooms with varying amounts of
absorption. This method can be used to create more realistic classroom auralizations, as teachers typically move around the room as
they teach. �Work supported by the National Science Foundation.�

9:15

3aAA3. ClassTalk system for predicting and auralizing speech in noise with reverberation in classrooms. Murray Hodgson and
Daniel Graves �UBC Acoust. & Noise Res. Group, SOEH, 3rd Fl., 2206 East Mall, Vancouver, BC, Canada V6T 1Z3�

This paper discusses and demonstrates the ClassTalk system for predicting, visualizing and auralizing speech in noise with
reverberation in classrooms. The classroom can contain a speech-reinforcement system �SRS�. Male or female speech sources, SRS
loudspeakers and overhead, slide or digital projectors, or ventilation-noise sources, can have four output levels. Empirical models are
used to predict speech and noise levels, and Early Decay Times, from which Speech Transmission Index �STI� and Speech Intelligi-
bility �SI� are calculated. ClassTalk visualizes the floor-plan, speech- and noise-source positions, and the receiver position. The user
can walk through the room at will. In real time five quantities, background-noise level, speech level, signal-to-noise difference, STI
and SI, are displayed along with occupied and unoccupied reverberation times. The sound module auralizes male or female speech
mixed with the relevant noise signals, with predicted, frequency-varying reverberation superimposed using MaxxVerb. Technical
issues related to the development of the sound module are discussed. The potential of the systems auralization module for demon-
strating the effects of the acoustical environment and its control on speech is discussed and demonstrated.

9:35

3aAA4. Comparison of speech intelligibility scores for direct listening and headphone playback. John S. Bradley, Hiroshi Sato,
Bradford N. Gover, and Natalie York �Inst. for Res. in Construction, Natl. Res. Council, Montreal Rd., Ottawa, Canada K1A 0R6�

Speech recognition test scores from direct listening and headphone playback were compared to validate the use of headphone
playback for investigating the effects of varied room acoustics conditions. Varied acoustical conditions for direct listening, that were
representative of classrooms, were achieved using simulated sound fields in an anechoic room with an 8-channel electro-acoustic
simulation system. Eight conditions consisting of the combinations of 2 reverberation times and 4 signal-to-noise ratios were used. By
recording these conditions with an acoustical mannequin, headphone playback of the same conditions could be achieved and the
corresponding speech recognition scores compared. Two different approaches for correcting for the microphone and headphone
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responses were compared. Subjects also responded to a short questionnaire to describe the audible differences between direct playback
and headphone listening. Because spatial characteristics were frequently found to differ between the two listening modes, further
comparisons were carried out using sound fields with systematic differences in the locations of the speech and noise sources. Although
there were always some audible differences between the two playback modes, it was possible to obtain the same speech recognition
scores using headphone playback as with direct listening. �Work supported by CLLRnet.�

9:55

3aAA5. Auralizations and other computer model studies to predict qualitative and quantitative measures of speech
intelligibility in classrooms. Gary Siebein, Hyeong-seok Kim �Univ. of Florida School of Architecture, P.O. Box 115702,
Gainesville, FL 32607�, and Hyun Paek �Siebein Assoc., Inc., Consultants in Architectural Acoust., Gainesville, FL 32607�

Auralizations and other computer model studies were used to predict qualitative and quantitative measures of speech intelligibility
in classrooms under realistic conditions of background noise and reverberation. Speech intelligibility tests were given to college
students in two classrooms and one racquetball court at 5 signal-to-noise ratios. Auralizations of the speech intelligibility tests were
made from computer. Speech intelligibility tests were then administered in a sound booth using the auralized material. Fifteen
different acoustical measurements related to speech intelligibility were also made at multiple locations in the actual classrooms and in
the computer models of the classrooms. The scores on the speech intelligibility tests given in the actual rooms in the five noise
conditions were closely duplicated in the equivalent tests conducted in a sound booth using the simulated speech signals obtained in
the computer models. Both quantitative and qualitative measures of speech intelligibility in the actual rooms were accurately predicted
in the computer models. Correlations �R2� between acoustical measures made in the full size classrooms and the computer models of
the classrooms of 0.92 to 0.99 were found.

10:15–10:30 Break

10:30

3aAA6. Classroom auralizations using both speech and intruding noise. Robert C. Coffeen �School of Architecture and Urban
Design, Marvin Hall, The Univ. of Kansas, Lawrence, KS 66045�

Continuing work with computer auralizations for education spaces—Can realistic speech auralizations be obtained for classrooms
and similar spaces with disturbing ambient noise as produced by HVAC systems, noise from adjacent spaces, aircraft flyovers, and
other common noise sources? Several auralizations will be presented relating to these situations.

10:50

3aAA7. Classroom sound quality—a comparison of recordings to virtual auralization. Kenneth P. Roy and Sean D. Browne
�Armstrong Innovation Ctr., 2500 Columbia Ave., Lancaster, PA 17604�

Sound quality in classrooms is an important consequence of the architectural and mechanical systems design. And it is the primary
factor in determining the potential for speech intelligibility, which of course is also dependent on individual listening characteristic and
capabilities. So the question is ‘‘how do we assess the potential for good sound quality within the design phase of school construc-
tion?’’ An obvious solution is to use architectural modeling and auralization . . . but the question here is ‘‘how good are these virtual
techniques?’’ as with the use of EASE software. We will present 1st a sample of the modeling and auralization process showing the
capabilities via the generated sound files. Next we will listen to recordings made in an occupied classroom both before and after
architectural interventions. Then we will listen to a series of auralized classroom settings. And finally, we will compare recordings to
auralizations for the same classroom. One important aspect of ‘‘real room’’ sound quality is occupant generated noise �non-speech�,
which is not an easy aspect to include in virtual models.

11:10

3aAA8. Rapid Speech Transmission Index predictions and auralizations of unusual instructional spaces at MIT’s new Stata
Center. David A. Conant �McKay Conant Brook Inc., 5655 Lindero Canyon Rd., Westlake Village, CA 91326�

The Stata Center for Computer, Information and Intelligence Sciences, recently opened at the Massachusetts Institute of Technol-
ogy, includes a variety of oddly-shaped seminar rooms in addition to lecture spaces of somewhat more conventional form. The
architects design approach prohibited following conventional, well understood room-acoustical behavior yet MIT and the design team
were keenly interested in ensuring that these spaces functioned exceptionally well, acoustically. CATT-Acoustic room modeling was
employed to assess RASTI through multiple design iterations for all these spaces. Presented here are computational and descriptive
results achieved for these rooms which are highly-regarded by faculty. They all sound peculiarly good, given their unusual form. In
addition, binaural auralizations for selected spaces are provided.
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WEDNESDAY MORNING, 18 MAY 2005 PLAZA C, 7:55 TO 10:00 A.M.

Session 3aABa

Animal Bioacoustics: General Topics in Hearing and Auditory Systems

Whitlow W. L. Au, Chair
Hawaii Inst. of Marine Biology, P.O. Box 1106, Kailua, HI 96734

Chair’s Introduction—7:55

Contributed Papers

8:00

3aABa1. Hearing and the round goby: Understanding the auditory
system of the round goby „Neogobius melanostomus…. Andrea J.
Belanger and Dennis M. Higgs �Dept. of Biological Sci., Univ. of
Windsor ON, 401 Sunset Ave., Windsor, ON, N9B 3P4, Canada�

The round goby (Neogobius melanostomus), is an invasive species in
the Great Lakes watershed. Adult round gobies show behavioral responses
to conspecific vocalizations but physiological investigations have not yet
been conducted to quantify their hearing abilities. We have been examin-
ing the physiological and morphological development of the auditory sys-
tem in the round goby. Various frequencies �100 Hz to 800 Hz and con-
specific sounds�, at various intensities �120 dB to 170 dB re 1 Pa� were
presented to juveniles and adults and their auditory brain-stem responses
�ABR� were recorded. Round gobies only respond physiologically to tones
from 100–600 Hz, with threshold varying between 145 to 155 dB re 1 Pa.
The response threshold to conspecific sounds was 140 dB re 1 Pa. There
was no significant difference in auditory threshold between sizes of fish
for either tones or conspecific sounds. Saccular epithelia were stained
using phalloidin and there was a trend towards an increase in both hair cell
number and density with an increase in fish size. These results represent a
first attempt to quantify auditory abilities in this invasive species. This is
an important step in understanding their reproductive physiology, which
could potentially aid in their population control. �Funded by NSERC.�

8:15

3aABa2. Sound localization and auditory response capabilities in
round goby „Neogobius melanostomus…. Audrey K. Rollo and Dennis
M. Higgs �Dept. of Biol., Univ. of Windsor, Windsor, ON, Canada N9B
3P4, audrey-rollo@hotmail.com�

A fundamental role in vertebrate auditory systems is determining the
direction of a sound source. While fish show directional responses to
sound, sound localization remains in dispute. The species used in the
current study, Neogobius melanostomus �round goby� uses sound in repro-
ductive contexts, with both male and female gobies showing directed
movement towards a calling male. The two-choice laboratory experiment
was used �active versus quiet speaker� to analyze behavior of gobies in
response to sound stimuli. When conspecific male spawning sounds were
played, gobies moved in a direct path to the active speaker, suggesting true
localization to sound. Of the animals that responded to conspecific sounds,
85% of the females and 66% of the males moved directly to the sound
source. Auditory playback of natural and synthetic sounds showed differ-
ential behavioral specificity. Of gobies that responded, 89% were attracted
to the speaker playing Padogobius martensii sounds, 87% to 100 Hz tone,
62% to white noise, and 56% to Gobius niger sounds. Swimming speed,
as well as mean path angle to the speaker, will be presented during the
presentation. Results suggest a strong localization of the round goby to a
sound source, with some differential sound specificity.

8:30

3aABa3. Do laboratory rearing conditions affect auditory and
mechanosensory development of zebrafish „Danio rerio…? Kirsten R.
Poling, Eva Jaworski, Kristen R. Fantetti, and Dennis M. Higgs �Dept. of
Biol., Univ. of Windsor, Windsor, ON, Canada N9B 3P4,
kpoling@uwindsor.ca�

The effect of anthropogenic noise on the fish auditory system has
become of increasing concern due to possible detrimental effects of in-
tense sounds on auditory function and structures. This is especially prob-
lematic when raising fish in laboratory and aquaculture settings using fil-
tration and aeration, which increase sound levels. To assess the effects of
laboratory rearing conditions, one group of zebrafish �Danio rerio� em-
bryos �‘‘controls’’� were placed into aerated aquaria in a normal laboratory
rearing environment. A second set of embryos �‘‘quiet’’� were reared in
aquaria with no aeration or filtration in a sound-resistant room. The inten-
sity difference between the two sets of tanks was over 30 dB. Preliminary
data show that there was no affect of differential rearing environments on
saccular hair cell numbers or on hearing ability in fish up to 25 mm total
length. However, rearing environment did affect neuromast number.
‘‘Quiet’’ fish had higher numbers of both cephalic and trunk superficial
neuromasts, relative to controls. This difference was maintained up to 11
mm total length �the size at which canal formation begins�. This suggests
that acoustic environments normally found in the laboratory do not affect
development of hearing in zebrafish, although laboratory acoustics may
affect mechanosensory development.

8:45

3aABa4. The effect of sweep direction on avian auditory brainstem
responses. Elizabeth Brittan-Powell, Amanda Lauer, Julia Callahan,
Robert Dooling �Dept of Psych., Univ. of Maryland, College Park, MD
20742�, Marjorie Leek �Army Medical Ctr., Washington, DC 20307�, and
Otto Gleich �Univ. of Regensburg, 93042 Regensburg, Germany�

In mammals, brief rising frequency sweeps result in increased ampli-
tudes for both auditory brainstem response �ABR� and compound action
potential �CAP� recordings �Dau, 2000; Shore and Nuttall, 1985�. The
rising sweep is thought to result in increased synchronous activity. Chang-
ing the direction of the sweep exaggerated the delay of processing along
the basilar membrane and decreased synchrony of neural responses. Here
we recorded ABRs from budgerigars, canaries, and zebra finches to a
variety of stimulus parameters, including rising and falling sweeps with
different sweep rates, determined by changing duration and frequency
range. Both linear and nonlinear sweeps in frequency over time were
tested. Results show that rising sweeps produce larger peak amplitudes,
shorter latencies and changes in wave morphology such as a narrower
wave 1 width than falling sweeps, suggesting greater synchrony of re-
sponse to sweeps moving from low to high frequency. These data are
consistent with mammalian results, but with a different time scale related
to temporal characteristics of cochlear stimulation on the short basilar
papilla in birds. �Work supported by NIH DC00198, DC001372,
DC04664.�
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9:00

3aABa5. Novel technique for rapid screening of tinnitus in rats.
Jeremy G. Turner, Thomas J. Brozoski, Jennifer L. Parrish, Carol A.
Bauer, Larry F. Hughes, and Donald M. Caspary �Southern Illinois Univ.
School of Medicine, P.O. Box 19620, Springfield, IL 62794-9620,
jturner@siumed.edu�

Measuring tinnitus in laboratory animals is difficult, involving weeks
or months of operant training. Preliminary data suggest that rapid screen-
ing for tinnitus in rats can be accomplished using an unconditioned acous-
tic startle reflex. In control animals, a gap in an otherwise constant acous-
tic background inhibits a subsequent startle response to a sound impulse.
If, however, the background signal is qualitatively similar to the animal’s
tinnitus, poorer detection of the gap and less inhibition of the startle might
be expected. Fourteen animals with putative tinnitus at 10 kHz and 13
control animals were tested for gap detection using three different back-
ground signals: broadband noise, and filtered bandpass noise centered ei-
ther at 16 kHz �15.5–16.5 kHz� or at their suspected tinnitus locus of 10
kHz �9.5–10.5 kHz�. As predicted, animals with evidence of tinnitus ex-
hibited significantly worse gap detection at 10 kHz, and were not signifi-
cantly different than control animals at 16 kHz and broadband noise.
These results suggest a new methodology for rapidly detecting tinnitus in
individual animals. Equipment donated by Hamilton-Kinder Inc Behav-
ioral Testing Systems in the memory of SIU graduate Dorothy Jean Kinder
�Walker�. �Work supported by NIH grants AG023910-01 �JT�, DC4830
�TB & CB�, and DC00151 �DC�.�

9:15

3aABa6. Emotional learning modulates the rats sensitivity to
transient changes in correlation between sounds. Juan Huang, Liang
Li, Zhigang Yang, Junli Ping �Dept. of Psych., Natl. Key Lab. on
Machine Percept. Speech and Hearing Res. Ctr., Peking Univ., Beijing
100871, China�, Xian Liu, Yixin Chen, and Xihong Wu �Peking Univ.,
Beijing 100871, China�

Humans are sensitive to small discrepancies between two sounds, and
can detect a transient change in sound correlation. Here, prepulse inhibi-
tion of the startle reflex was used to examine rats sensitivity to transient
changes in correlation between two correlated broadband noises, which
were delivered by two spatially separated loudspeakers. The results show
that either an uncorrelated noise fragment �UCNF, a drop of inter-sound
correlation from 1.00 to 0 and then return to 1.00� or an anti-phase noise
fragment �APNF, a drop of inter-sound correlation from 1.00 to �1.00 and
then return to 1.00� could be detected by rats, since each of the changes in
correlation could act as a prepulse stimulus to inhibit the startle reflex. The
duration threshold for detecting the APNF was much lower than that for
the UCNF. The detection of each of the changes in correlation was im-
proved either by prolonged testing or by temporally pairing the UCNF or
APNF with footshock. Thus similar to humans, rats also have the sensi-
tivity to a sudden change in inter-sound correlation. Moreover, an increase
of the sensitivity can be induced in rats either by repeated exposure to the
change in correlation or by emotional learning.

9:30

3aABa7. The role of tragus on echolocating bat, Eptesicus fuscus.
Chen Chiu �Neurosci. and Cognit. Sci. Program, Univ. of Maryland,
College Park, MD 20742� and Cynthia Moss �Univ. of Maryland, College
Park, MD 20742�

Echolocating bats produce ultrasonic vocal signals and utilize the re-
turning echoes to detect, localize and track prey, and also to avoid ob-
stacles. The pinna and tragus, two major components of the bats external
ears, play important roles in filtering returning echoes. The tragus is gen-
erally believed to play a role in vertical sound localization. The purpose of
this study is to further examine how manipulation of the tragus affects a
free-flying bat’s prey capture and obstacle avoidance behavior. The first
part of this study involved a prey capture experiment, and the bat was
trained to catch the tethered mealworms in a large room. The second
experiment involved obstacle avoidance, and the bat’s task was to fly
through the largest opening from a horizontal wire array without touching
the wires. In both experiments, the bat performed the tasks under three
different conditions: with intact tragus, tragus-deflection and recovery
from tragus-deflection. Significantly lower performance was observed in
both experiments when tragi were glued down. However, the bat adjusted
quickly and returned to baseline performance a few days after the manipu-
lation. The results suggest that tragus-deflection does have effects on both
the prey capture and obstacle avoidance behavior. �Work supported by
NSF.�

9:45

3aABa8. Minimum audible angles for aerial pure tones in a northern
elephant seal „Mirounga angustirostris…. Marla M. Holt, Ronald J.
Schusterman �UC Santa Cruz Long Marine Lab., 100 Shaffer Rd, Santa
Cruz, CA 95060�, Brandon L. Southall �UCSC Long Marine Lab. and
NOAA Fisheries Acoust. Program, Silver Spring, MD 20910�, and David
Kastak �UC Santa Cruz Long Marine Lab., Santa Cruz, CA 95060�

Recent work has shown that several pinniped species localize aerial
broadband signals as accurately as some terrestrial carnivores. Addition-
ally, both harbor seals and California sea lions can better localize both the
lower and higher frequencies of their hearing range compared to perfor-
mance at intermediate frequencies. These results are congruent with the
duplex theory of sound localization which states that low frequencies are
localized by interaural time differences while high frequencies are local-
ized by interaural intensity differences. Northern elephant seals are land
breeding pinnipeds whose range of best hearing sensitivity is shifted to-
ward lower frequencies compared to other pinnipeds tested thus far. In this
study, we tested a female northern elephant seal in a hemi-anechoic cham-
ber at six frequencies ranging between 0.8 and 16 kHz that were presented
at levels approximately 25 dB above threshold. A left/right behavioral
procedure was used to measure minimum audible angles �MAAs� at 75
percent correct discrimination. MAAs ranged from approximately three to
fifteen degrees. Best performance occurred at the lower frequencies while
worse performance occurred at the two highest test frequencies. Unlike
sea lions and harbor seals, this subject showed a decreased ability to
utilize interaural intensity differences above 4 kHz.
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WEDNESDAY MORNING, 18 MAY 2005 PLAZA C, 10:15 A.M. TO 12:00 NOON

Session 3aABb

Animal Bioacoustics: Animal Acoustic Repertoires: Characterization and Classification

Volker Deecke, Chair
Univ. of British Columbia, Marine Mammal Research Unit, 6248 BioSciences Rd., Vancouver, BC V6T 1Z4, Canada

Contributed Papers

10:15

3aABb1. Variation in acoustic activity of North Atlantic right whales
in three critical habitat areas in 2004. Susan E. Parks and Christopher
W. Clark �Bioacoustics Res. Program, Cornell Univ., 159 Sapsucker
Woods Rd., Ithaca, NY 14850�

The North Atlantic right whale is a critically endangered species. Five
major habitat areas have been defined based on the presence of groups of
right whales during different seasons of the year. Autonomous seafloor
acoustic recorders, ‘‘pop-ups,’’ have been used over the past five years to
identify the presence/absence of right whales in Cape Cod Bay, Massa-
chusetts by detection of right whale contact calls. These recordings have
shown the effectiveness of using acoustics to monitor right whale behav-
ior. In 2004, multi-unit arrays of pop-ups were deployed in three critical
habitat areas; Cape Cod Bay �January–April�, Great South Channel
�May�, and the Bay of Fundy �August�. The presence/absence of right
whale calls within range of the array, estimates of the minimum number of
individuals calling, the types of calls recorded, and the diurnal patterns of
sound production were measured to compare the acoustic repertoire use of
right whales in these three habitats. These data were compared to visual
survey data in the Bay of Fundy. These results can be used to compare
diurnal and nocturnal behavioral patterns of the whales and provide infor-
mation on behavioral differences between these three critical habitat areas.

10:30

3aABb2. Variation in acoustic behavior of delphinids in the Pacific
Ocean based on school size and species composition. Shannon Rankin
and Jay Barlow �SWFSC/NOAA, 8604 La Jolla Shores Dr., La Jolla, CA
92037, shannon.rankin@noaa.gov�

Variation in acoustic behavior based on school size and species com-
position was examined for surveys in the eastern tropical Pacific �2000�,
along the U.S. West Coast �2001�, and in the U.S. EEZ surrounding Ha-
waii �2002�. Sounds were monitored using a towed hydrophone array, and
vocal schools were defined as those producing any combination of
whistles, burst pulses, and/or echolocation clicks. Delphinid schools con-
taining mixed species were consistently more vocal than single species
schools. Vocal schools of Stenella attenuata, S. longirostris, Delphinus
delphis, and Lissodelphis borealis were significantly larger than non-vocal
schools. Vocal schools of Tursiops truncatus and Grampus griseus were
somewhat larger than non-vocal schools, although this relationship was
not significant. There was no relationship between group size and vocal
activity for S. coeruleoalba, Steno bredanensis, and Globicephala spp. For
species without a strong group size effect, all but T. truncatus were more
vocal in the Hawaiian waters. The ability to use acoustic techniques in
dolphin population estimation depends on their effectiveness in consis-
tently detecting dolphin schools. This study suggests that small single-
species schools of S. attenuata, S. longirostris, D. delphis, and L. borealis
are more likely to be missed during acoustic monitoring in these regions.

10:45

3aABb3. Long term stability and individual distinctiveness in captive
orca vocalizations. Michael Noonan and Malini Suchak �Canisius
College, Buffalo, NY 14208, noonan@canisius.edu�

With focus on the question of signature calling in killer whales, re-
cordings from five captive orcas �of Icelandic origin� held at Marineland
of Canada were compared. For the present analysis, samples of three dif-
ferent call syllables were selected from recordings made five years apart
and from instances in which the identity of the calling whale was unam-
biguous due to temporary isolation, concomitant bubbling, and/or head
nodding. The Raven software package was used to ascertain the frequency
range, frequency �max�, duration, and timing of maximum and minimum
power within each sample. For two of the three call syllables, statistically
significant differences were found among the five whales for call length
and for the timing of maximums and minimums (p�0.01�0.001). This
similarly proved true for nearly all pairwise comparisons between whales,
including mother-offspring dyads. By contrast, for three of four whales for
which we had sufficient samples, no significant differences were found on
any measure between samples taken from the same whales five years
apart. These findings therefore support the notion that the voices of indi-
vidual orcas are distinct from one another in ways that are stable over the
course of multiple years.

11:00

3aABb4. The acoustic repertoire of bottlenose dolphins „Tursiops
truncatus… from the southern Gulf of Mexico. Carmen Bazua-Duran
�Lab. Acustica, Facultad de Ciencias, UNAM, Cd. Universitaria, 04510
Mexico DF, Mexico�

Bottlenose dolphins live in a variety of habitats of the world’s oceans
using their acoustic repertoire to communicate and inspect their environ-
ment. This work investigates the acoustic repertoire of bottlenose dolphins
that inhabit a coastal lagoon of the southern Gulf of Mexico, the Laguna
de Terminos and how it may relate to the dolphins’ general behavioral
state and herd size, and to the general characteristics of the habitat, such as
visibility, depth, and sea state. Preliminary results show that bottlenose
dolphins produce by far more clicks than whistles in all behavioral states
�feeding, resting, social, and travel� and herd sizes, which may correlate
with the decreased visibility and shallow depth of the Laguna de Termi-
nos. Additionally, silence was found during all behavioral states, but very
seldom in herds of large size. These preliminary results suggest that bottle-
nose dolphins are choosing when and where to produce their phonations.
Therefore, more detailed studies are needed to understand how these ani-
mals are using their acoustic sense to communicate and inspect their en-
vironment. �Work supported by CONACyT-Gobierno Edo. de Campeche
and PAPIIT, UNAM.�
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11:15

3aABb5. Automated categorization of bioacoustic signals: Avoiding
perceptual pitfalls. Volker B. Deecke �Marine Mammal Res. Unit,
Univ. of British Columbia, 6248 Biosciences Rd., Vancouver, BC, Canada
V6T 1Z4� and Vincent M. Janik �Univ. of St. Andrews, St. Andrews, Fife
KY16 8LB, Scotland, UK�

Dividing a species acoustic repertoire into biologically relevant cat-
egories presents a widespread problem in the study of animal sound com-
munication. Such categorization is fundamental to any attempt to compare
repertoires between contexts, individuals, populations or species. Auto-
mated procedures allow rapid, repeatable and objective categorization,
however, in the past they have often performed poorly at detecting bio-
logically meaningful sound classes. Arguably this is because automated
methods have often failed to address the nonlinearities of animal sound
perception and a method that incorporates dynamic time warping and an
adaptive resonance theory �ART� neural network to avoid some of the
problems is presented here. The method was tested on 104 randomly cho-
sen whistles recorded from four captive bottlenose dolphins �Tursiops
truncatus�. This data set includes known biologically meaningful catego-
ries in the form of 42 distinctive stereotyped whistles produced when each
individual was kept in isolation. The automated procedure correctly
grouped all but two of the stereotyped whistles into their respective cat-
egories, and thus performed as good as human observers. However, com-
pared to humans, the automated system provided finer categorization of
the remaining non-stereotyped whistles. These results suggest that this
methodology provides a repeatable and objective means of splitting bioa-
coustic signals into biologically meaningful categories.

11:30

3aABb6. Unsupervised classification of beluga whale vocalizations.
Patrick J. Clemins and Michael T. Johnson �Marquette Univ., P.O. Box
1881, Milwaukee, WI 53201, patrick@clemins.name�

Unsupervised classification techniques are designed to discover natural
groupings in a collection of data. For instance, unsupervised classification
methods can be used to help define a repertoire for a species by grouping
similar vocalizations together. The vocalizations grouped together are then
defined as a single call type in the repertoire. There are a number of

difficulties in applying these algorithms to vocalizations including quanti-
fying the vocalization into a set of features and accounting for temporal
variations in the vocalizations. Using generalized perceptual linear predi-
cation coefficients and a set of hidden Markov models to overcome these
difficulties, beluga whale vocalizations are classified using K-means unsu-
pervised classification. These classifications are then compared to labels
assigned by human experts in order to determine the reliability of the
classification system. The underlying goal of this research is to establish a
generalized framework that can be used to analyze and classify the vocal-
izations of a number of species. �Work supported by the National Science
Foundation under the Dr. Dolittle Project.�

11:45

3aABb7. Whale song analyses using bioinformatics sequence analysis
approaches. Yian A. Chen, Jonas S. Almeida �Dept. of Biostatistics,
Bioinformatics, and Epidemiology, 135 Cannon St., Medical Univ. of
South Carolina, Charleston, SC 29425�, and Lien-siang Chou �Inst. of
Ecology & Evolutionary Biol., NTU, Taipei, Taiwan�

Animal songs are frequently analyzed using discrete hierarchical units,
such as units, themes and songs. Because animal songs and bio-sequences
may be understood as analogous, bioinformatics analysis tools DNA/
protein sequence alignment and alignment-free methods are proposed to
quantify the theme similarities of the songs of false killer whales recorded
off northeast Taiwan. The eighteen themes with discrete units that were
identified in an earlier study �Y. A. Chen, masters thesis, University of
Charleston, 2001� were compared quantitatively using several distance
metrics. These metrics included the scores calculated using the Smith-
Waterman algorithm with the repeated procedure; the standardized Euclid-
ian distance and the angle metrics based on word frequencies. The theme
classifications based on different metrics were summarized and compared
in dendrograms using cluster analyses. The results agree with earlier clas-
sifications derived by human observation qualitatively. These methods fur-
ther quantify the similarities among themes. These methods could be ap-
plied to the analyses of other animal songs on a larger scale. For instance,
these techniques could be used to investigate song evolution and cultural
transmission quantifying the dissimilarities of humpback whale songs
across different seasons, years, populations, and geographic regions.
�Work supported by SC Sea Grant, and Ilan County Government, Taiwan.�

WEDNESDAY MORNING, 18 MAY 2005 PLAZA A, 9:00 TO 11:15 A.M.

Session 3aAO

Acoustical Oceanography, Underwater Acoustics and Animal Bioacoustics: Acoustics and Ocean
Observatories II

James H. Miller, Chair
Dept. of Ocean Engineering, Univ. of Rhode Island, Narragansett Bay Campus, Narragansett, RI 02882

Invited Papers

9:00

3aAO1. Long-term variability in hydrothermal vent flow and temperature fluctuations by acoustic scintillation. Daniela Di
Iorio �Dept. of Marine Sci., Univ. of Georgia, Athens, GA 30605�

An acoustical scintillation instrument is described that has been used to measure flow and temperature fluctuations at a hydro-
thermal vent plume. The vertical buoyancy driven flow together with the root-mean-square temperature fluctuations are obtained for
vent structure 8F of the Main Endeavour vent field on the Endeavour segment of the Juan de Fuca Ridge. Long term �71 days�
measurements are obtained and an estimate of the heat flux density which is of the order 0.06 MW m�2 is calculated. Measurements
also show oscillations in the log-amplitude variance that result from either plume advection or increased entrainment of ambient fluids
by the ambient tidal currents, thus demonstrating the need for a long time series measurement of simultaneous horizontal and vertical
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flow. Future measurements in the Main Endeavour vent field, with possible integration into the NEPTUNE seafloor observatory, will
be over extended periods of time so that comparisons of these processes can be made with independent seismic data collected by
NOAA/PMEL SOSUS array.

9:20

3aAO2. Real-time observations and predictions of scour burial at the Martha’s Vineyard Coastal Observatory. Michael D.
Richardson �Marine Geosciences Div., Naval Res. Lab., Stennis Space Center, MS 39520, mrichardson@nrlssc.navy.mil�, Peter
Traykovski, Arthur C. Trembanis �Woods Hole Oceanogr. Inst., Woods Hole, MA 02543�, and Carl T. Friedrichs �Virginia Inst. of
Marine Sci., Gloucester Point, VA 23062�

Mine burial by scour was measured in real-time using cylindrical instrumented mines and rotary and two-axis pencil beam sonar.
Two mines and the sonar were connected to a shore-based facility at the Martha’s Vineyard Coastal Observatory. Data on mine
movement �heading, pitch, and roll�, scour pit geometry, percent burial, and environmental processes responsible for scour burial
including significant wave height, period, and tidal height were analyzed daily and presented on a mine burial web site. Sonar images
show scour pits developing around the mines in response to storm generated significant wave heights greater than 2.0 m. Mines pitch,
change heading as they roll into scour pits. A comparison of the observed mine burial and real-time predictions using a modified
version of the Whitehouse equations for wave-induced scour model exhibited good agreement suggesting mine burial by scour in
similar sandy environments is predictable from bathymetry, sediment type, and measured or predicted surface wave conditions. The
Coastal Observatory at Martha’s Vineyard provided a unique opportunity for real-time data collection and analysis of both sediment
transport events and seafloor-object interactions during storms. �Work supported by ONR.�

9:40

3aAO3. Autonomous and ship-cabled, bottom mounted sonar systems—Development, uses and issues associated with
transitioning to ocean observatories. Kevin L. Williams, Russell D. Light, and Vernon W. Miller �Appl. Phys. Lab., Univ. of
Washington, 1013 NE 40th St., Seattle, WA 98105, williams@apl.washington.edu�

Three bottom mounted sonar systems will be described that were built over a span of fifteen years. The complexity of deployment
and sophistication of the tasks performed increased with each system. The first system is an autonomous tower with rotating sonar
designed to examine backscattering from an area within 50 m radius of the tower. The second is a ship-cabled system that includes a
diver movable tower and separate buried array for examining both backscattering and acoustic penetration into sediments. The last is
a ship-cabled rail/tower system designed to carry out forward scattering and synthetic aperture backscattering measurements. All three
systems are designed to remain deployed for time periods up to a couple of months. After describing the systems, their deployment
and some example results, recent efforts will be described that are aimed at transitioning these types of systems to cabled ocean
observatories. The overall goal of the talk is to indicate both the level of complexity that can be envisioned for bottom mounted
systems as well as the new issues that must be addressed in moving to cabled ocean observatories. �Work supported by ONR.�

10:00–10:15 Break

Contributed Papers

10:15

3aAO4. Development of interactive digital scientific acoustic systems
for monitoring and assessment of physical and biological variables
from ocean observatory platforms. Robert McClure, Tim Acker, James
Dawson, and Assad E. K. Ebrahim �BioSonics, Inc., 4027 Leary Way
NW, Seattle, WA 98107�

Scientific echosounders are in regular use for measurement of fish and
plankton distribution and abundance, fish behavior, submersed aquatic
vegetation, bottom sediment classification and water mass interface char-
acteristics. Both fixed-aspect and mobile acoustic data are commonly col-
lected from surface-deployed echosounders. Advancements in digital sci-
entific echosounder technology and integration of other technologies has
moved the capabilities of advanced echosounder systems into the realm of
new applications and deployment possibilities. These advancements make
possible the deployment of a new generation of integrated and interactive
sensors which can provide high resolution, continuous, extended duration,
recording, intelligent processing, and reliable monitoring and assessment
of both biological and physical parameters of the ocean environment. De-
ployments from cabled observatories, moored and drifting buoys, manned
and unmanned mobile platforms, and fully autonomous installations are all
now reality. The deployment of these quality scientific instrument suites
hold unlimited potential for research, resource management, and educa-
tion. Existing and planned implementation of advanced digital scientific

echosounder applications on observatories as well as considerations in
design, deployment, and integration with other observatory and oceanic
acoustic activities are discussed.

10:30

3aAO5. Passive acoustic detection of fish sound production: The
promise of ocean observatories. David Mann �USF College of Marine
Sci., 140 7th Ave. S., St. Petersburg, FL 33701, dmann@marine.usf.edu�

Many fishes make species-specific sounds during courtship and spawn-
ing. These sounds can be recorded and quantified to study the temporal
and spatial dynamics of spawning. Fish sounds typically range in fre-
quency from 20–1500 Hz, and are usually inversely related to fish size.
Time series of fish sound production recorded with autonomous recorders
from Tampa Bay, Florida, and the mid-Atlantic bight, New Jersey illus-
trate how passive acoustics can be used to determine diel and seasonal
timing of spawning. The great promise of ocean observatories is that they
will not only provide unprecedented data on fish sound production, but
that these data will be coupled with physical data on the same time and
space scales. Ocean observatories will be powerful tools in studying the
role of physical factors in driving variability in spawning and recruitment
of fishes.
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10:45

3aAO6. Basin Acoustic Seamount Scattering Experiment „BASSEX
’04… III. Array performance. Kyle M. Becker �Penn. State Univ., Appl.
Res. Lab., State College, PA 16804�, Arthur B. Baggeroer �MIT,
Cambridge, MA 02090�, Kevin D. Heaney �Ocean Acoust. Services and
Instrumentation Systems, Inc., Lexington, MA�, Edward K. Scheer, and
Keith von der Heydt �Woods Hole Oceanogr. Inst., Woods Hole, MA�

The ONR Five-Octave Research Array �FORA� was employed as the
acoustic receiving system during the Basin Acoustic Seamount Scattering
Experiment �BASSEX04�. The array was primarily used in a towed con-
figuration with receptions recorded for source/receiver separation dis-
tances ranging from 500–3200 km. Measurements made in proximity to
the 75 Hz source moored near Kauai used a vertical array configuration.
This paper presents array capabilities and performance during this first
deep-water application of the FORA. Both acoustic and non-acoustic array
performance during the BASSEX will be examined. In particular, array
attitude and stability will be reviewed for different tow conditions, and for
the array vertically deployed. Flow noise over the array will be examined
for different tow speeds. Own-ship noise contamination will be presented
for the array deployed vertically. Acoustic data will be presented as both
individual channel measurements and beamformed output for a variety of
source/receiver geometries and propagation conditions. Data quality will
be assessed as it pertains to the stated objectives of a particular measure-

ment. Based on both acoustic and non-acoustic performance characteris-
tics the advantages and/or deficiencies of the FORA will be discussed for
its use in future low-frequency long-range acoustic propagation research.
�Work supported by ONR Ocean Acoustics Program.�

11:00

3aAO7. Remote acoustic observations from a real-time observing
system of the response of a shallow coastal embayment to hurricane
forcing. Douglas J. Schillinger and Alex E. Hay �Dept. of Oceanogr.,
Dalhousie Univ., Halifax, NS, Canada B3H 4J1�

Results are presented from the acoustic remote sensing component of
Dalhousie University’s interdisciplinary Coastal Ocean Observatory in
Lunenburg Bay, Nova Scotia, operational since June 2002 �www.cmep.ca/
bay�. Remote acoustic measurements of water column velocity and back-
scatter are made from bottom-mounted instruments hard-wired to surface
buoys. The data are telemetered in near real-time to a shore station via
wireless Ethernet, and to Dalhousie over the Internet. The fixed-point mea-
surements from the bottom pods are augmented by a vessel-mounted pro-
filing system, and by opportunistic deployments of internally-recording
instruments. Highlights from the first three years of the observing system
operation will be presented, including sediment suspension from the sea-
bed and bubble penetration from the surface during Hurricane Juan.

WEDNESDAY MORNING, 18 MAY 2005 REGENCY A, 8:00 TO 9:45 A.M.

Session 3aBBa

Biomedical UltrasoundÕBioresponse to Vibration: Gene Therapy and Molecular Imaging

Michalakis A. Averkiou, Chair
Philips Ultrasound, 22100 Bothell-Everett Hwy., Bothell, WA 98041-3003

Chair’s Introduction—8:00

Invited Papers

8:05

3aBBa1. Augmented and selective delivery of liquid perfluorocarbon nanoparticles to melanoma cells with ultrasound.
Michael S. Hughes, Kathryn C. Crowder, Gregory M. Lanza, and Samuel A. Wickline �322 Yalem, 216 S. Kings Hwy., Washington
Univ. Med. School, St. Louis, MO 63110, msh@cvu.wustl.edu�

Previous work has demonstrated the ability of liquid perfluorocarbon �PFC� nanoparticles to deliver therapeutic agents to cells
selectively by binding to specific cellular epitopes, and confirmed the ability to simultaneously image these targeted nanoparticles with
ultrasound. In this study, enhanced delivery of targeted PFC nanoparticles to cells expressing the integrin avb3 using clinical levels of
ultrasound energy were studied. Nanoparticles complexed with ligands targeted to avb3 were incubated with cells �C32 melanoma�
that expressed avb3 in culture. Control nanoparticles were produced that carried no ligand targeted to avb3. A custom specimen holder
permitted simultaneous microscopic visualization of cell interactions during exposure to calibrated levels of ultrasound energy. After
nanoparticle binding to cells and application of ultrasound, a roughly 2-fold increase in PFC content of the cells was observed. For
control �nonbinding� nanoparticles, ultrasound exposure also increased PFC deposition, but the overall level was substantially less.
Videodensitometric data show that nanoparticles were not destroyed by ultrasound exposure. Moreover, the alignment of nanoparticles
relative to incident acoustic field demonstrate conclusively that acoustic radiation forces influence the nanoparticles and implicate
these forces as participates in the enhanced delivery.

8:25

3aBBa2. The application of acoustic radiation force for molecular imaging and drug delivery. Paul A. Dayton and Katherine
W. Ferrara �UC Davis Biomed. Eng., 1 Shields Ave., Davis, CA 95616�

Acoustic radiation force is exerted on objects in an acoustic field. By optimizing acoustic parameters to maximize this force,
ultrasound contrast agents can be manipulated and concentrated with an acoustic field. This technique can be used to enhance
molecular imaging and drug delivery. Ultrasonic molecular imaging employs contrast agents such as microbubbles, nanoparticles, or
liposomes coated with ligands specific for receptors expressed on cells at sites of angiogenesis, inflammation, or thrombus. Concen-
tration of these highly echogenic contrast agents at a target site enhances the ultrasound signal received from that site, promoting
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ultrasonic detection and analysis of disease states. It is demonstrated that acoustic radiation force can be used to displace targeted
contrast agents to a vessel wall, greatly increasing the number of agents binding to available surface receptors. Radiation force can
also be used for microparticle-carrier based drug delivery. Acoustically active drug-carrier vehicles can be concentrated with radiation
force, and then disrupted with high-intensity ultrasound bursts, resulting in local delivery of the therapeutic agent. This talk will
discuss simulations and experimental results demonstrating these applications.

Contributed Papers

8:45

3aBBa3. A new targeted drug delivery method using ultrasound and
acoustically active lipospheres. Michaelann Shortencarier, Susannah
Bloch, Paul Dayton, Kathy Ferrara �Dept. of Biomed. Eng., UC Davis,
451 East Health Sci. Dr., Davis, CA 95616�, Terry Matsunaga, Rachel
Labell, and Patricia Schumann �ImaRx Therapeutics, Inc., Tucson, AZ
85719�

The goal is to create a strategy for localized drug delivery using engi-
neered delivery vehicles and ultrasound energy. These drug delivery ve-
hicles, referred to as acoustically active lipospheres �AALs�, consist of
small gas bubbles surrounded by thick oil shells �where drugs can be
carried� and are enclosed by an outermost lipid layer. Ultrasound radiation
force can be used to displace these vehicles near the blood vessel wall,
after which a higher intensity pulse can fragment the vehicle and transfer
its contents to the endothelium. Blood velocity ranges from 1 to 10 mm/s
in the microvasculature. Therefore, agents in capillaries insonified by a
transducer with a 1 mm focal beam width for 0.1 to 1 seconds can be
displaced of 1 to 2 mm. Delivery vehicles containing various fluorescent
dyes within the oil layer are exposed to ultrasound in cell chambers or
flowing vessels. Fluorescence intensity increases more than 10-fold with
application of radiation force and fragmentation, both over no exposure
and over fragmentation pulses alone �both P�0.001). This implies radia-
tion force is necessary to bring AALs into proximity of the cell monolayer
before their destruction in order for drug delivery to occur.

9:00

3aBBa4. Delivery of anticancer drugs and antibodies into cells using
ultrasound. Junru Wu, Jason Pepe �Dept. of Phys., Univ. of Vermont,
Burlington, VT 05405�, and Mercedes Rincon �Univ. of Vermont,
Burlington, VT 05405�

It has been shown experimentally in cell suspensions that pulsed ul-
trasound �2.0 MHz� could be used to deliver an anti-cancer drug �Adria-
mycin hydrochloride� into Jurkat lymphocytes and antibodies �goat anti
rabbit IgG and anti mouse IgD� into human peripheral blood mononuclear
�PBMC� cells and Jurkat lymphocytes assisted by encapsulated mi-
crobubbles �Optison�. When Adriamycin hydrochloride �ADR� was deliv-
ered, the delivery efficiency reached 4.80% and control baseline �no ultra-
sound and no ADR� was 0.17%. When anti-rabbit IgD was delivered, the
efficiencies were 34.90% �control baseline was 1.33%� and 32.50% �con-
trol baseline was 1.66%� respectively for Jurkat cells and PBMC. When
goat anti rabbit IgG was delivered, the efficiencies were 78.60% �control
baseline was 1.60%� and 57.50% �control baseline was 11.30%� respec-
tively for Jurkat cells and PBMC.

9:15

3aBBa5. 1 kHz vibration increases proteoglycan production in
ATDC5 chondrocytes. Heather M. Argadine, Randall R. Kinnick, James
F. Greenleaf �Dept. of Physio. and Biomed. Eng., Mayo Clinic College of
Medicine, 200 First St. SW, Rochester, MN 55905,
argadine.heather@mayo.edu�, and Mark E. Bolander �Mayo Clinic
College of Medicine, Rochester, MN 55905�

In vitro studies have shown that treatment with 1.5 MHz ultrasound
signal (160 mW/cm2) at a 200 �s tone burst repeating at 1 kHz increases
proteoglycan synthesis in chondrocytes �J. Parvisi et al., J. Orthop. Res.
17, 488–494 �1999��. It was hypothesized that a continuous 1 kHz signal
would be similar to the pulsed 1.5 MHz signal in stimulating chondrocytes
to produce proteoglycan, which may cause accelerated fracture healing. In
vitro experiments were performed with ATDC5 cells, a chondrogenic
clonal cell line, plated in 6-well plates for 3 to 7 days before receiving
ultrasound treatments. Cells were treated with either 1.5 MHz pulsed sig-
nal or 1 kHz signal for 20 minutes per day for 9 to 11 days. The signals
were calibrated so that the bottom of the 6-well plate moved 10 nm for
each condition. After the final treatment, cell layers were stained with
Alcian blue, which stains cartilage nodules providing a measure of chon-
drogenesis. Both 1.5 MHz and 1 kHz led to a highly significant increase in
chondrogenesis compared to control. Quantitative image analysis of
stained wells showed that treatments with either signal increased number
of nodules 2.3-fold (p�0.02) and total area of nodules 3-fold (p�0.02)
compared to controls.

9:30

3aBBa6. A theoretical study of the feasibility of acoustical tweezer:
Ray acoustics approach. Jungwoo Lee and Kirk Shung �Dept. of
Biomed. Eng., Univ. of Southern California, DRB132, Los Angeles, CA
90089, jungwool@usc.edu�

Optical tweezer has been found to have many biomedical applications
in trapping macromolecules and cells. For the trapping mechanism, there
has to be a sharp spatial change in axial optical intensity and the particle
size must be much greater than the wavelength. Similar phenomenon may
exist in acoustics. This work was undertaken to demonstrate theoretically
that it is possible to acoustically trap particles near the focal point if
certain conditions are met. Acoustic force exerted on fat tissue in ultra-
sonic fields is analyzed in ray acoustics regime where the wavelength of
acoustic beam is much smaller than the size of the particle. In this paper,
the analysis is therefore based on the field pattern produced by a strongly
focused 100 MHz ultrasonic transducer with Gaussian intensity distribu-
tion. The magnitude of force and Fresnel coefficients at various positions
are calculated. According to the simulation results, acoustical tweezer
works particularly when the beam width at focus is one wavelength and
the tolerance of acoustic impedance mismatch between two media lies
within 6.7%. �Work supported by NIH Grant P41-EB2182.�
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WEDNESDAY MORNING, 18 MAY 2005 REGENCY A, 10:15 A.M. TO 12:00 NOON

Session 3aBBb

Biomedical UltrasoundÕBioresponse to Vibration: Contrast Agents and Cavitation

Paul A. Dayton, Chair
Univ. of California, Biomedical Engineering, 1 Shields Ave., Davis, CA 95616

Contributed Papers

10:15

3aBBb1. Cavitation effects of therapeutic ultrasound. Kenneth Bader
and Karen Gipson �Grand Valley State Univ., Allendale, MI 49401-9403�

In order to model possible effects of cavitation on bone structure, the
formation of cavitation along an acoustically reflective PVC surface was
studied. The bubbles were generated by a commerical therapeutic trans-
ducer �1 MHz�, for both water and agar gel mediums. Bubble formation
and activity were monitored using light scattering techniques: a HeNe
laser was directed through the medium, and the transmitted light was
detected using an optical power meter. The data show a decline in cavita-
tion activity further from the surface and offer suggestive evidence of a
boundary layer. Temporal saturation is also evident in both mediums,
though an anomalous increase in transmitted light for the agar medium
suggests the possibility of pressure variations due to microstreaming.
Analysis of the microstreaming pattern was subsequently performed at
lower frequencies in order to allow visualization with a standard labora-
tory microscope.

10:30

3aBBb2. Interacting bubble dynamics in Hamiltonian mechanics.
Yurii A. Ilinskii, Mark F. Hamilton, and Evgenia A. Zabolotskaya �ARL,
Univ. of Texas, 10000 Burnet Rd., Austin, TX 78758-4423�

A Hamiltonian formulation of the equations of motion is presented for
the oscillation and 3D translation of N interacting spherical bubbles. Ex-
isting alternative formulations contain second derivatives of both the
bubble radius and the three coordinates of the position vector. For two or
three bubbles the systems may be reduced analytically to explicit first-
order equations that can be solved with standard numerical algorithms. For
large N , the equations cannot realistically be recast in explicit first-order
form, and the leading derivatives must be evaluated by matrix inversion at
each time step. The inversions introduce substantial errors for large N . We
avoid the inversions by using Hamiltonian mechanics to derive a system
of explicit first-order equations for all N , and which includes the influence
of an applied sound field. For large N , the approach based on Hamiltonian
mechanics results in both increased numerical accuracy and reduced com-
putation time. The Hamiltonian system is validated by comparison with
solutions obtained by alternate means. Examples are presented demon-
strating various effects of bubble interaction. Although developed for
modeling cavitation in shock-wave lithotripsy, the model is also applicable
to bubble clouds in the ocean. �Work supported by NIH Grant EB004047
and ARL IR&D funds.�

10:45

3aBBb3. Modeling of initial bubble growth rates during
high-intensity focused ultrasound. Wayne Kreider, Michael R. Bailey,
and Lawrence A. Crum �Appl. Phys. Lab, Univ. of Washington, 1013 NE
40th St., Seattle, WA 98105, wkreider@u.washington.edu�

In therapeutic applications of biomedical ultrasound, it is important to
understand the behavior of cavitation bubbles. For applications that use
high-intensity focused ultrasound �HIFU�, both large negative acoustic
pressures and heating can independently lead to bubble formation. Al-
though neglected previously, heating during HIFU is expected to affect the
growth and dissolution of bubbles by both raising the vapor pressure and

promoting outgassing from gas-saturated tissues. Herein, the dynamics of
a single, spherical bubble in water have been modeled using the Gilmore
equation closed with an energy balance on bubble contents for calculation
of pressures inside the bubble. Moreover, heat and mass transfer at the
bubble wall are incorporated using the Eller-Flynn zeroth-order approxi-
mation for gas diffusion, an estimation of non-equilibrium phase change
based on the kinetic theory of gases, and assumed shapes for the spatial
temperature distribution in the surrounding liquid �Yasui, J. Phys. Soc.
Jpn. 65, 2830–2840 �1996��. This model allows explicit coupling of the
ambient heating during HIFU to the thermodynamic state of an oscillating
bubble and is currently being used to explore the growth rates of initially
small, undetectable bubbles exposed to various HIFU treatment protocols.
�Work supported by NIH T32-EB-001650, NIH DK43881, and NSBRI
SMS00203.�

11:00

3aBBb4. Microbubble dynamics in contrast agent shell rupture.
Azzdine Y. Ammi, S. Lori Bridal �CNRS UMR 7623, Université Pierre et
Marie Curie, 15 rue de lécole de médecine, 75006 Paris, France,
ammi@lip.bhdc.jussieu.fr�, Robin O. Cleveland �Boston Univ., Boston,
MA 02215�, Jonathan Mamou, Grace I. Wang, and William D. O’Brien,
Jr. �Univ. of Illinois, Urbana, IL 61801�

A passive cavitation detector �PCD� was used to study the features of
insonified contrast agent microbubble rupture. When Optison mi-
crobubbles ruptured, the PCD signal received from single microbubbles
showed the presence of post-excitation echoes identified as inertial cavi-
tation and rebounds. Using these signals, the collapse threshold was evalu-
ated as a function of insonation frequency, pulse duration, and pressure
amplitude. For each excitation signal, 128 received time traces were re-
corded �200 MHz sampling, 12-bit�, and frequency-domain analysis of the
received signals was performed to characterize microbubble collapse. The
peak rarefactional pressure threshold for detection of these emissions in-
creased with frequency �e.g., 0.53, 0.87, and 0.99 MPa for 0.9, 2.8, and 4.6
MHz, respectively; 5-cycle pulse duration� and decreased with pulse du-
ration. The modified Herring equation was used to model the bubble re-
sponse at experimentally determined threshold conditions. These predicted
microbubble dynamics were used to determine microbubble rupture indi-
ces based on: radial strain, peak velocity, and peak acceleration. This work
provides a clearer understanding of the role of contrast agent dynamics in
bubble destruction. �Work supported by the cooperative project for bio-
medical engineering between the University of Illinois at Urbana-
Champaign, USA and the Centre National de la Recherche Scientifique,
France.�

11:15

3aBBb5. The effect of size on the acoustic response of polymer-shelled
ultrasound microbubble contrast agents. Susannah H. Bloch,
Katherine W. Ferrara �Dept. of Biomed. Eng., Univ. of California Davis,
Davis, CA 95616, kwferrara@ucdavis.edu�, and Erik R. Wisner �Univ. of
California Davis, Davis, CA 95616�

Hard-shelled microbubble contrast agents differ from lipid-shelled
agents in that the extra stability provided by their shell prevents dissolu-
tion of small gas bubbles: consequently, stable agents can be manufactured
with diameters below 1 �m. Near-micron and submicron-sized contrast
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agents may enable new biomedical applications because they can traverse
narrow barriers such as the lymphatic endothelium and the permeable
vascular endothelium found in actively growing solid tumors. However,
several studies have suggested fundamental differences in the mechanisms
of acoustic response of ‘‘soft’’ lipid-shelled ultrasound microbubble con-
trast agents and ‘‘hard’’ albumin- or polymer-shelled agents. In particular,
hard-shelled contrast agents exhibit strong echoes only after the shell is
damaged and the enclosed gas is allowed to oscillate freely. Here three
polymer-shelled agents with mean diameters of 0.74 �m, 0.91 �m, and
1.33 �m �POINT Biomedical Corp.� are investigated. Significant differ-
ences among the agents exist in the probability of response to acoustic
interrogation, but not the amplitude or frequency of their acoustic re-
sponse. These results are explained by a hypothesis of a pressure-
dependent threshold diameter above which single hard-shelled agents re-
spond to acoustic interrogation. The implications of this hypothesis for the
design of imaging methods and clinical protocols using these agents will
be presented.

11:30

3aBBb6. Contrast-enhanced detection of arterial bleeding. Wenbo
Luo, Vesna Zderic, Frank Starr, Marla Paun �Appl. Phys. Lab., Univ. of
Washington, Box 355640, 1013 NE 40th St., Seattle, WA 98105,
wenbo@u.washington.edu�, and Shahram Vaezy �Univ. of Washington,
Seattle, WA 98105�

The purpose of this study was to determine the feasibility and useful-
ness of contrast agent to detect internal bleeding. In a model of acute
femoral artery injury, bleeding sites were produced percutaneously in 9
rabbits, using an 18 G needle guided by Doppler and B-mode ultrasound.
Imaging was performed pre- and post-injury and after i.v. injection of
contrast agent �Optison� using B-mode, Color Doppler �CD�, and Pulse
Inversion. Gross and histological examination �light microscopy� of the
injured blood vessel and the surrounding tissue were performed. Experi-
ments with similar procedure were achieved in a pulsatile phantom with
carotid arteries as targeted blood vessels in vitro. Bleeding sites could not
be located in non-contrast B-mode sonography. After administration of
contrast agent, injuries could be detected by the increased echogenicity of

the extravasated blood flow. The resulted hematoma appeared as inhomo-
geneous hyper-echo region. Color mosaic patterns were observed in the
surrounding tissue with CD. Cluster of cavities were found within he-
matoma upon microscopy, which may be due to aggregated microbubbles.
Bleeding sites were recognized in all contrast studies by CD; compared
with only 11% in non-contrast control. Contrast-enhanced sonography is a
promising tool in detection and evaluation of internal bleeding.

11:45

3aBBb7. Ultrasound contrast agents for bleeding detection and
acoustic hemostasis. Vesna Zderic, Wenbo Luo, Andrew Brayman,
Lawrence Crum �Appl. Phys. Lab. and Bioengineering, Univ. of
Washington, 1013 NE 40th St., Seattle, WA 98105, vesna@
u.washington.edu�, and Shahram Vaezy �Univ. of Washington, Seattle,
WA 98105�

Objective: To investigate the application of ultrasound contrast agents
�UCA� in improving both therapeutic and diagnostic aspects of
ultrasound-guided High Intensity Focused Ultrasound �HIFU� therapy.
Methods: Incisions �3 cm long, 0.5 cm deep� were made in rabbit livers �in
anterior surface for HIFU treatment, or posterior surface for bleeding de-
tection�. UCA Optison (�0.1 ml/kg) was injected into mesenteric vein or
ear vein. A HIFU applicator �5.5 MHz, 6400 W/cm2) was scanned manu-
ally over the incision until hemostasis was achieved. Occult bleeding was
monitored with Doppler ultrasound. Results: The presence of Optison pro-
duced 37% reduction in hemostasis times normalized to initial bleeding
rates. Gross and histological observations showed similar appearance of
HIFU lesions produced in the presence of Optison and control HIFU le-
sions. The temperature reached 100°C in both HIFU only and HIFU
�UCA treatments. Tension strength of hemostatic liver incisions was
0.9�0.5 N. Almost no bleeding could be detected before Optison injec-
tion. First appearance of contrast enhancement localized at the bleeding
site was 15 s after Optison injection, and lasted for �50 s. Conclusion:
The presence of UCA during HIFU treatment of liver incisions resulted in
shortening of HIFU application times and better visualization of bleeding
sites.

WEDNESDAY MORNING, 18 MAY 2005 BALMORAL, 8:00 A.M. TO 12:00 NOON

Session 3aMU

Musical Acoustics: General Topics in Musical Acoustics „LectureÕPoster Session…

Gary P. Scavone, Cochair
McGill Univ., Music Technology, Faculty of Music, Montreal, QC H3A, 1E3, Canada

R. Dean Ayers, Cochair
Southern Oregon Univ., 1250 Siskiyou Blvd., Ashland, OR 97520

Contributed Papers

8:00

3aMU1. Phase preservation in musical signals. V. Vijayakumar and C.
Eswaran �Multimedia Univ., Jalan Air Keroh Lama, 75450 Melaka,
Malaysia�

The intensity variations of the harmonics of musical instruments in the
frequency domain can be interpreted to store phase information. The mo-
tivation for this arises by considering the similarity of the timbre of in-

struments to that obtained through a diffraction model proposed here. The
intensity modifications of an input spectrum of discrete frequencies of unit
intensity into the known spectra of different musical instruments have
been found to match that of known instruments. According to diffraction
theory, the modifying envelope encodes phase information. By consider-
ing the similarity, it is proposed that musical instrument timbre store phase
information. It is suggested that timbre itself could have diffraction ori-
gins. Specific examples of musical instruments are considered to illustrate
this intepretation.
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8:15

3aMU2. Practical system for recording spatially lifelike 5.1 surround
sound and 3D fully periphonic reproduction. Robert E. �Robin� Miller
III �FilmakerTechnol., 606 W. Broad St., Bethlehem, PA 18018�

In acoustic spaces that are played as extensions of musical instru-
ments, tonality is a major contributor to the experience of reality. Tonality
is described as a process of integration in our consciousness over the
reverberation time of the room of many sonic arrivals in three dimensions,
each directionally coded in a learned response by the listeners unique
head-related transfer function �HRTF�. Preserving this complex 3D direc-
tionality is key to lifelike reproduction of a recording. Conventional tech-
niques such as stereo or 5.1-channel surround sound position the listener at
the apex of a triangle or the center of a circle, not the center of the sphere
of lifelike hearing. A periphonic reproduction system for music and movie
entertainment, Virtual Reality, and Training Simulation termed PerAmbio
3D/2D �Pat. pending� is described in theory and subjective tests that cap-
ture the 3D sound field with a microphone array and transform the peri-
phonic signals into ordinary 6-channel media for either decoderless 2D
replay on 5.1 systems, or lossless 3D replay with decoder and five addi-
tional speakers. PerAmbio 3D/2D is described as a practical approach to
preserving the spatial perception of reality, where the listening room and
speakers disappear, leaving the acoustical impression of the original
venue.

8:30

3aMU3. The glissando illusion: A spatial illusory contour in hearing.
Diana Deutsch, Kamil Hamaoui �Dept. of Psych., Univ. of California, San
Diego, La Jolla, CA 92093, ddeutsch@ucsd.edu�, and Trevor Henthorn
�Univ. of California, San Diego, La Jolla, CA 92093�

In the glissando illusion �originally demonstrated by Deutsch, 1995� a
synthesized oboe tone of constant pitch is played together with a sine
wave whose pitch repeatedly glides up and down. These are presented
through two loudspeakers, placed to the listeners left and right, and are
repeatedly switched between loudspeakers, such that when the oboe tone
emanates from one, a segment of the sine wave emanates from the other.
The oboe tone is perceived correctly as switching between loudspeakers;
however the segments of the sine wave appear to be joined together seam-
lessly, such that a single, continuous tone is heard, which appears to ema-
nate from a source that moves slowly around in space in accordance with
its pitch motion. In the present experiment, righthanders (n�22) tended
strongly to hear the glissando move between left and right, and also be-
tween low and high in space, as its pitch moved between low and high. It
was therefore frequently heard as tracing an elliptical path aligned diago-
nally between a position low and to the left when its pitch was lowest, and
high and to the right when its pitch was highest. Nonrighthanders (n
�42) perceived the illusion in statistically different ways.

8:45

3aMU4. Effect of critical-band smoothing of musical instrument
spectral data. James W. Beauchamp �School of Music and Dept. of
Elec. and Computer Eng., Univ. of Illinois at Urbana-Champaign, Urbana,
IL 61801, jwbeauch@uiuc.edu� and Andrew B. Horner �Hong Kong
Univ. of Sci. and Technol., Clear Water Bay, Kowloon, Hong Kong�

It has been found that second-order harmonic smoothing of musical
instrument spectral data can have a significant effect on timbral percep-
tion, depending on the instrument tested �McAdams et al., J. Acoust. Soc.
Am. 102, 882–897 �1999��. With critical-band smoothing, the lower har-
monics, since they are in different critical bands, retain their individual
amplitudes and temporal envelopes. Thus, it is hypothesized that critical-
band smoothing has a lesser perceptual effect on most instrument tones
than harmonic smoothing. On the other hand, upper critical bands consist
of groups of harmonics. It is hypothesized that it is difficult to hear out
individual harmonics within critical bands. Thus, for each band the inde-
pendent harmonic temporal envelopes can be replaced by a composite
rms-amplitude envelope. Spectra within bands can be replaced by time-
averaged spectra. Alternatively, time-dependent amplitude versus Bark-

frequency spectral envelopes can be smoothed for each individual analysis
frame. Further, amplitudes can be averaged in dB or linear units. Results
for various processing combinations and various musical instrument
sounds will be given and demonstrated.

9:00

3aMU5. An improvisation on the Middle-Eastern mijwiz; auditory
roughness profiles and tensionÕrelease patterns. Pantelis N. Vassilakis
�DePaul Univ., School of Music, 804 W. Belden Ave., Chicago, IL
60614-3250, pantelis@acousticslab.com�

Within western musical tradition, auditory roughness constitutes one
of the principle perceptual correlates of dissonance. A previous study �P.
N. Vassilakis, Selected Reports in Ethnomusicology, Vol. 12 �in press��
addressed the musical significance of auditory roughness within western
as well as three non-western musical traditions. It introduced a new rough-
ness estimation model that predicts successfully roughness ratings of syn-
thesized complex diatonic dyads. For the present study, an application was
created that uses the aforementioned model to estimate the roughness of
natural signals with arbitrary spectra, as well as roughness profiles of short
musical pieces. The application was used to examine if and how the pat-
tern of tension and release within a stylized improvisation on the Middle
Eastern mijwiz �double clarinet� relates to roughness changes. Tension/
release patterns were indicated by the Lebanese improviser and expert
mijwiz player �Dr. A. J. Racy� and were also obtained by both musicians
and non-musicians �American-raised� in a perceptual experiment. The re-
sults suggest that auditory roughness is a good predictor of the tension/
release pattern indicated by the improviser. The patterns obtained by the
subjects, although not very consistent, appear to be different overall, sug-
gesting that musical tension and release may be culture-specific concepts.

9:15

3aMU6. Visual feedback for retuning to just intonation intervals. R.
Dean Ayers �Phys. Dept., Southern Oregon Univ., 1250 Siskiyou Blvd.,
Ashland, OR 97520�, Peter R. Nordquist, and Justin S. Corn �Southern
Oregon Univ., Ashland, OR 97520�

Musicians become used to equal temperament pitch intervals due to
their widespread use in tuning pianos and other fixed-pitch instruments.
For unaccompanied singing and some other performance situations, a
more harmonious blending of sounds can be achieved by shifting to just
intonation intervals. Lissajous figures provide immediate and striking vi-
sual feedback that emphasizes the frequency ratios and pitch intervals
found among the first few members of a single harmonic series.
Spirograph patterns �hypotrochoids� are also especially simple for ratios of
small whole numbers, and their use for providing feedback to singers has
been suggested previously �G. W. Barton, Jr., Am. J. Phys. 44�6�, 593–594
�1976��. A hybrid mixture of these methods for comparing two frequencies
generates what appears to be a three dimensional Lissajous figure—a cy-
lindrical wire mesh that rotates about its tilted vertical axis, with zero tilt
yielding the familiar Lissajous figure. Sine wave inputs work best, but the
sounds of flute, recorder, whistling, and a sung ‘‘oo’’ are good enough
approximations to work well. This initial study compares the three modes
of presentation in terms of the ease with which a singer can obtain a
desired pattern and recognize its shape.

9:30

3aMU7. Directivity measurements of the violin during performance.
Jean-François Hardy and Jean-Gabriel Migneron �Laboratoire
d’acoustique de l’Université Laval, 1 Côte de la Fabrique, Québec, PQ,
Canada G1K 7P4, jean-francois.hardy.1@ulaval.ca�

Many studies have shown that directivity of musical instruments is
significant for the perceived sound within the hall and for performer’s ease
of hearing each other. The directivity patterns explain in part the differ-
ences between many common or special orchestral stage plots. Measure-
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ments of the violin’s directivity have been performed using an acoustical
intensimetry procedure. The precise directivity characteristics of isolated
tones have been compared with the mean directivity resulting from per-
formance of four extracts chosen among the orchestral repertoire. Results,
which were measured in both horizontal and vertical planes, show inter-
esting differences between the average directivity of each test. They lead
to links with few important distinctions in the traditional violin’s positions
inside the orchestra.

9:45

3aMU8. Application of cochlear analysis techniques to percussion in
electro-acoustic music. John Mills III �ECE Dept, The Univ. of Texas,
1 Univ. Station 0803, Austin, TX 78712, nodog@mail.utexas.edu�

This presentation is focused upon the audio analysis involved in the
creation of a ‘‘pseudo-score’’ for electro-acoustic music. This research was
undertaken because the lack of an objective visual representation prevents
music theorists from being able to easily discuss electro-acoustic music in
written form. The ‘‘holy grail’’ of automatic computer music analysis has
most often been the translation of a continuous pressure variation into
traditional Western musical notation. Since electro-acoustic music is rarely
able to be transcribed into this type of notation, the automatic analysis of
electro-acoustic music confounds many previous algorithms. A top-down
approach is suggested in order to extract acoustic and musical information
from recordings of electro-acoustic music. Because humans are the best
known system for translating a continuous pressure variation into useful
acoustic information, a cochlear model, Patterson’s Auditory Image Model
�AIM�, is used as a front end. The audio property of self-similarity of
percussion has been chosen for initial study. This self-similarity property
requires first that the audio property of percussion is quantified. The nu-
ances of using AIM to determine percussion will be discussed. Models of
self-similarity of percussion for varying time-scales will then be discussed.

10:00–10:15 Break

10:15

3aMU9. Fractal dimension analysis of complexity in Ligeti piano
pieces. Rolf Bader �Inst. of Musicology, Univ. of Hamburg, Neue
Rabenstr. 13, 20354 Hamburg, Germany�

Fractal correlation dimensional analysis has been performed with
whole solo piano pieces by Gyrgy Ligeti at every 50ms interval of the
pieces. The resulting curves of development of complexity represented by
the fractal dimension showed up a very reasonable correlation with the
perceptional density of events during these pieces. The seventh piece of
Ligeti’s ‘‘Musica ricercata’’ was used as a test case. Here, each new part of
the piece was followed by an increase of the fractal dimension because of
the increase of information at the part changes. The second piece ‘‘Galamb
borong,’’ number seven of the piano Etudes was used, because Ligeti
wrote these Etudes after studying fractal geometry. Although the piece is
not fractal in the strict mathematical sense, the overall structure of the
psychoacoustic event-density as well as the detailed event development is
represented by the fractal dimension plot.

10:30

3aMU10. Attack transients on lip reed instruments. Murray
Campbell, Seona Bromage �School of Phys., Univ. of Edinburgh,
Edinburgh EH9 3JZ, UK, d.m.campbell@ed.ac.uk�, and John Chick
�Univ. of Edinburgh, Edinburgh EH9 3JL, UK�

The generation of sound in a lip reed �brass� instrument relies on a
non-linear coupling between two vibrating systems: the lips of the player,
and the air column contained by the walls of the instrument. The nature of
this coupling has been studied by filming the motion of the lips of a
number of players using a specially constructed transparent mouthpiece,
while simultaneously recording the pressure in the mouthpiece and at the
bell of the instrument. Attention has been focused on the attack transient,
and the way in which its duration and evolution depend on the extent to
which the air column modes are harmonically related. For this reason the
instrument chosen was the serpent; on this instrument certain fingerings
give air column modes whose relationship is close to harmonic, while
other fingerings give strikingly inharmonic air column modes. The rela-
tionship between measurements of transient character and judgements of
the playability or responsiveness of the instrument will be discussed.

10:45–10:50 Break

All posters will be on display and authors will be at their posters from 10:50 a.m. to 12:00 noon.

3aMU11. Microrhythmic characteristics of musical instrument initial
transients. Rolf Bader �Inst. of Musicology, Univ. of Hamburg, Neue
Rabenstr. 13, 20354 Hamburg, Germany�

A microrhythmic analysis of initial transients of the violin, the guitar,
the saxophone, the clarinet, and percussion instruments has been per-
formed. They show characteristic patterns between instrument families,
concerning the derivation of microrhythmic intervals within the tonal fre-
quency range compared to psychoacoustic discrimination tasks by listen-
ers. Microrhythm here is defined as the temporal distance between two
amplitude peaks. As initial transients are a crucial part of the sound in
terms of identification of instruments and the initial is just in the range of
the second integration time of the ear, where frequency components can
just be identified, these microrhythmic patterns could be a possibility for
listeners to identify the instrument families. This is because microrhythmic
intervals are instantaneously present and do not need an integration time
span.

3aMU12. Signal-to-background-ratio preferences of normal-hearing
listeners as a function of music. Jillian G. Barrett �Dept. of
Communicative Sci. and Dis., California State Univ. Hayward, 25800
Carlos Bee Blvd., Hayward, CA 94542�

The primary purpose of speech is to convey a message. Many factors
affect the listener’s overall reception, several of which have little to do
with the linguistic content itself, but rather with the delivery �e.g., prosody,
intonation patterns, pragmatics, paralinguistic cues�. Music, however, may
convey a message either with or without linguistic content. In instances in
which music has lyrics, one cannot assume verbal content will take pre-
cedence over sonic properties. Lyric emphasis over other aspects of music
cannot be assumed. Singing introduces distortion of the vowel-consonant
temporal ratio of speech, emphasizing vowels and de-emphasizing conso-
nants. The phonemic production alterations of singing make it difficult for
even those with normal hearing to understand the singer. This investiga-
tion was designed to identify singer-to-background-ratio �SBR� prefer-
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ences for normal hearing adult listeners �as opposed to SBR levels maxi-
mizing speech discrimination ability�. Stimuli were derived from three
different original songs, each produced in two different genres and sung
by six different singers. Singer and genre were the two primary contribu-
tors to significant differences in SBR preferences, though results clearly
indicate genre, style and singer interact in different combinations for each
song, each singer, and for each subject in an unpredictable manner.

3aMU13. Normal-hearing listener preferences of music as a function
of signal-to-noise-ratio. Jillian G. Barrett �Dept. of Communicative Sci.
and Dis., California State Univ. Hayward, 25800 Carlos Bee Blvd.,
Hayward, CA 94542�

Optimal signal-to-noise ratios �SNR� for speech discrimination are
well-known, well-documented phenomena. Discrimination preferences
and functions have been studied for both normal-hearing and hard-of-
hearing populations, and information from these studies has provided
clearer indices on additional factors affecting speech discrimination ability
and SNR preferences. This knowledge lends itself to improvements in
hearing aids and amplification devices, telephones, television and radio
transmissions, and a wide arena of recorded media such as movies and
music. This investigation was designed to identify the preferred signal-to-
background ratio �SBR� of normal-hearing listeners in a musical setting.
The signal was the singer’s voice, and music was considered the back-
ground. Subjects listened to an unfamiliar ballad with a female singer, and
rated seven different SBR treatments. When listening to melodic motifs
with linguistic content, results indicated subjects preferred SBRs similar to
those in conventional speech discrimination applications. However, unlike
traditional speech discrimination studies, subjects did not prefer increased
levels of SBR. Additionally, subjects had a much larger acceptable range
of SBR in melodic motifs where the singer’s voice was not intended to
communicate via linguistic means, but by the pseudo-paralinguistic means
of vocal timbre and harmonic arrangements. Results indicate further stud-
ies investigating perception of singing are warranted.

3aMU14. Soprano and source: A laryngographic analysis. Laura
Anne Bateman �Canadian College of Performing Arts, 1701 Elgin Rd.,
Victoria, BC, Canada�

Popular music in the 21st century uses a particular singing quality for
female voice that is quite different from the trained classical singing qual-
ity. Classical quality has been the subject of a vast body of research,
whereas research that deals with non-classical qualities is limited. In order
to learn more about these issues, the author chose to do research on sing-
ing qualities using a variety of standard voice quality tests. This paper
looks at voice qualities found in various different styles of singing: Clas-
sical, Belt, Legit, R&B, Jazz, Country, and Pop. The data was elicited
from a professional soprano and the voice qualities reflect industry stan-

dards. The data set for this paper is limited to samples using the vowel �i�.
Laryngographic �LGG� data was generated simultaneously with the audio
samples. This paper will focus on the results of the LGG analysis; how-
ever, an audio analysis was also performed using Spectrogram, LPC, and
FFT. Data from the LGG is used to calculate the contact quotient, speed
quotient, and ascending slope. The LGG waveform is also visually as-
sessed. The LGG analysis gives insights into the source vibration for the
different singing styles.

3aMU15. Optimized interpolations and nonlinearity in numerical
studies of woodwind instruments. Apostolos Skouroupathis �Dept. of
Phys., Univ. of Cyprus, P.O. Box 20537, Nicosia CY-1678, Cyprus,
php4as01@ucy.ac.cy�

The impedance spectra of woodwind instruments with arbitrary axi-
symmetric geometry are studied. Piecewise interpolations of the instru-
ments’ profile are performed, using interpolating functions amenable to
analytic solutions of the Webster equation. Our algorithm optimizes on the
choice of such functions, while ensuring compatibility of wave-fronts at
the joining points. Employing a standard mathematical model of a single-
reed mouthpiece, as well as the time-domain reflection function which is
derived from our impedance results, the Schumacher equation is solved
for the pressure evolution in time. Analytic checks are made to verify that,
despite the nonlinearity in the reed model and in the evolution equation,
solutions are unique and singularity-free.

3aMU16. An alternative solution for positioning sound sources in
loudspeaker-based virtual environments. Jonas Braasch �CIRMMT,
McGill Univ., Montreal, QC, Canada H3A 1E3, jb@music.mcgill.ca�

In auditory virtual environments it is often required to position an
anechoic point source in three-dimensional space. When sources in such
applications are to be displayed using multichannel loudspeaker reproduc-
tion systems, the processing is typically based upon simple amplitude-
panning laws. This paper describes an alternative approach based on an
array of virtual microphones. The aim of the system architecture design
was to comply with the expectations of audio engineers and to create
sound imagery similar to those associated with standard sound recording
practice. In the newly designed environment, the microphones, with ad-
justable directivity patterns and axis orientations, can be spatially placed
as desired. This way, time-delay panning can be included by simulating a
non-coincident microphone array. By the use of omnidirectional micro-
phones the panning is almost solely based on time-delay panning and thus
performance can take advantage of the precedence effect. Also, the pro-
posed architecture is flexible enough to include classic amplitude panning
laws by translating the requested panning law into physically non-existing
microphone directivity patterns. Moreover, the virtual directivity patterns
do not have to be rotationally symmetrical. �Work supported by VRQ.�
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WEDNESDAY MORNING, 18 MAY 2005 REGENCY F, 8:00 TO 11:40 A.M.

Session 3aNS

Noise: Progress in Managing Occupational Noise

Hugh Davies, Cochair
Univ. of British Columbia, School of Occupational and Environmental Hygiene, 2206 East Mall,

Vancouver, BC V6T 1Z3, Canada

Murray R. Hodgson, Cochair
Univ. of British Columbia, School of Occupational and Environmental Hygiene, 2206 East Mail,

Vancouver, BC V6T 1Z3, Canada

Chair’s Introduction—8:00

Invited Papers

8:05

3aNS1. Hearing conservation practices in eight noisy industries. William E. Daniell, Susan S. Swan, Janice Camp, Martin Cohen
�Dept. of Environ. and Occupational Health Sci., Univ. of Washington, Box 357234, Seattle, WA 98195�, Mary M. McDaniel �Pacific
Hearing Conservation, Seattle, WA 98117�, John Stebbins �Dept of Labor & Industries, Olympia, WA 98504�, and Robert Leo �Dept
of Labor & Industries, Seattle, WA 98104�

This study evaluated noise exposures and hearing conservation practices at 76 companies in eight industries with high rates of
workers’ compensation claims for hearing loss. Nearly all companies had exposures that required a hearing conservation program, and
more than half had exposures that required consideration of noise controls. The use of noise measurements and consideration of
controls was low in all industries. The completeness of hearing conservation programs was strongly associated with the extent of
exposure in an industry, although practices varied widely within industries. Most companies had substantial deficiencies. More than
one-third did not conduct annual training, and training had shortcomings at many others. One-third had not conducted audiometry.
Hearing protection was commonly underused. Reported use was highest at companies with relatively complete programs, and in
industries where exposure was most prevalent and least intermittent. Many employees had difficulty estimating how often, and
presumably when, their exposure was excessive. There is a need for new strategies to promote and maintain hearing conservation
efforts in noisy industries. The industries with greatest margin for improvement are not the noisiest industries but those where
exposure is moderate or intermittent. �Work supported by the National Institute for Occupational Safety and Health.�

8:25

3aNS2. Effectiveness of the hearing conservation program: Change in hearing threshold shift incidence among industrial
workers, 1978 to 2003. Hugh Davies �UBC School of Occupational and Environ. Hygiene, 2206 East Mall, Vancouver, BC, Canada
V6T 1Z3, hugh.davies@ubc.ca�

Hearing conservation programs �HCP� are widely employed in preventing noise-induced hearing loss, but studies of their effec-
tiveness have been rare. The impact of the implementation of hearing conservation programs was assessed in a large group of highly
noise-exposed blue-collar workers by investigating time-trends in hearing-threshold shift incidence. Serial annual audiograms for
employees of 14 British Columbia lumber mills for the period 1978 to 2003 were obtained from local regulatory-agency archives.
Audiograms and concomitant otological medical histories were linked to subjects’ work histories and noise exposure data. Multivari-
able Cox proportional hazard models were used to model the incidence of hearing threshold shift while controlling for age, baseline
level of hearing loss, and other potential confounders. A total of 109 257 audiograms were associated with 10 590 subjects. Mean
noise exposure in this group was 91.4 dBA�A�. Mean interval between hearing tests was 566 days and mean age at first threshold shift
was 44. Forty-six percent of subjects had at least one OSHA significant threshold shift during follow up. Preliminary analyses
indicated a trend toward lower incidence of threshold shifts over the study period, with incidence in 5 approximately equal 5-year
periods from 1978 to 2003 being 3.2%, 6.6%, 4.9%, 4.3% and 2.4%, respectively.

8:45

3aNS3. Use and effectiveness of hearing protection in construction. Richard Neitzel and Noah Seixas �Dept. of Env. and Occup.
Health Sci., Univ. of Washington, 4225 Roosevelt Way NE #100, Seattle, WA 98105, rneitzel@u.washington.edu�

This paper presents an analysis of data on noise exposure and hearing protection device �HPD� use among construction workers
drawn from several large datasets covering nine construction trades. A unique combination of one-minute dosimetry noise exposure
level and simultaneous self-reported HPD use data were evaluated, as were occupational and non-occupational HPD use data collected
by questionnaire as part of a longitudinal noise and hearing loss study among apprentices. Direct HPD attenuation measurements were
also made on workers at their worksite. Workers reported using HPDs less than one-quarter of the time they were exposed above 85
dBA, the NIOSH Recommended Exposure Limit. Workers who reported always using HPDs in high noise were found to wear them
only one-third of the time their exposures exceeded 85 dBA. Direct attenuation measurements indicated that workers achieved more
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than 50% of the rated attenuation of their HPD on average, but that the variability in achieved attenuation was large. Lastly, when the
measured HPD attenuation level and use time data were combined, the effective protection afforded by HPDs was less than 3 dB on
average, though there was substantial variation among the different trades. These results demonstrate the need for better hearing
conservation programs in construction.

9:05

3aNS4. Alternative noise exposure metrics among construction workers. Noah Seixas, Rick Neitzel, Lianne Sheppard, and
Bryan Goldman �DEOHS, Univ. of Washington, Box 357234, Seattle, WA 98195-7234�

There continues to be some uncertainty in the choice of noise exposure metrics for assessing the risk of hearing damage. In
particular, the Leq, based on a 3 dB exchange rate �ER� and the Lavg, which uses a 5 dB ER are both in use, as are various metrics
representing exposure peaks. This paper presents an analysis of a large database of noise exposures among construction workers,
comparing several noise metrics, and their application to a cohort of construction workers, followed audiometrically over a three year
period. Metrics examined were the Lavg, Leq, and Lmax, expressing average levels. Two novel metrics were derived from these
monitored metrics, Leq/Lavg, and Lmax/Leq, as measures of exposure variability and peakiness. A total of 730 workshifts, including
data on 361 492 min of exposure to workers in 9 trades were examined. Correlations between average metrics �Leq, Lavg, Lmax� are
generally very high, while the variability metrics are poorly correlated with average levels and with each other, indicating that they
characterize different aspects of exposure. The task-specific estimates of individual exposure, using the various metrics, were applied
to the cohorts work history and their effects on changes in hearing were assessed.

9:25

3aNS5. Special issues in hearing loss prevention in the Canadian military environment. Christian Giguère and Chantal Laroche
�Univ. of Ottawa, 451 Smyth Rd., Ottawa, ON, Canada K1H 8M5�

Noise can be particularly noxious to hearing in the military. The personnel regularly face a wide range of noise-hazardous
situations, many of which are seldom encountered in other work environments. High noise levels are associated with the operation of
small arms and large caliber weapons, combat vehicles, aircrafts, ships and vessels, and industrial equipment. This can induce
permanent and temporary hearing loss, compromise speech communication, interfere with the detection and localization of sound
sources and warning sounds and thus, can jeopardize life or safety of the personnel. This paper will review the essential elements of
a hearing loss prevention program proposed for the Canadian Armed Forces. The ultimate goal is to preserve hearing health as well
as all hearing abilities necessary for effective operations. The program has been designed to meet the noise measurement and hazard
investigation procedures, limits on noise exposure, use of hearing protection and other regulatory measures contained in the Canadian
Occupational Health and Safety �COHS� Regulations �Part VII: Levels of Sound�, while addressing the particular nature of the
military environment. The paper will focus on issues that are not typically found in other occupational environments �variable work
schedules, excessive impulse noise, extended exposures, communication devices�.

9:45

3aNS6. In-situ personal assessment of hearing protector performance–recommendations for an updated standard. Jérémie
Voix, Frédéric Laville �École de technologie supérieure, Université du Québec, Montreal �PQ�, Canada H3C 1K3�, and Jean Zeidan
�Sonomax Hearing Healthcare Inc., Montreal �PQ�, Canada H4P 2E2�

Standardized method currently used to assess Hearing Protection Devices �HPD� performance have little correspondence with
protection achieved by users in practice. To overcome this problem new measurement method are being proposed. They no longer rely
on statistically-based, population-based estimate, such as the Noise Reduction Rating �NRR�, but on an individual assessment of the
performance of the HPD. These new methods are highly beneficial for effective Hearing Conservation Programs as they provide
individual attenuation values for noise-exposed workers in lieu of the statistically-based laboratory performance estimate, but their
implementation will necessitate complete revision of existing standards. Among the issues to be addressed, are the aspect of the
accuracy of the measurements performed by those methods and associated devices and also the replacement of any single number
rating of HPD �such as the NRR� in existing standards. Solutions to address theses issues and some general guidelines for an updated
standard will be presented.

10:05–10:20 Break

10:20

3aNS7. Active hearing protectors: Prospects for improving speech intelligibility while maintaining noise reduction and
audibility of warning alarms. Anthony J. Brammer, Donald R. Peterson, Martin G. Cherniack, and Subhash Gullapalli �Ergonomic
Technol. Ctr., Univ. of Connecticut Health Ctr., 263 Farmington Ave., Farmington, CT 06030, anthonybrammer@hotmail.com�

Users of hearing protection devices �HPDs�, including the communication headsets and helmets commonly worn by aircraft air
and ground crews, emergency responders, military personnel, and persons in industry working in hostile environments, have long
complained that HPDs interfere with their ability to communicate and to hear warning alarms. There thus appears to be a need for
additional specialized HPDs designed specifically for these situations. The technology of active noise control together with signal
processing applied to the communication channel of the HPD may provide a potential solution. The combination could improve noise
reduction at low frequencies and enhance the intelligibility of speech reproduced by the communication channel, while maintaining
the overall noise reduction within occupational exposure requirements, and assisting the perception of external warning alarms. A
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strategy for achieving these goals using an active circumaural earmuff equipped with sub-band processing will be described, in which
parallel controllers optimize the speech signal-to-noise ratio in bands that contribute most to intelligibility. The perception of a tonal
alarm is assisted by binaural feed through to the earphones, within the constraints imposed by occupational exposure limits, and by
sub-band processing to reduce the upward spread of masking.

Contributed Papers

10:40

3aNS8. The combined effect of noise and carbon monoxide on hearing
thresholds of exposed workers. Adriana Lacerda, Tony Leroux, and
Jean-Pierre Gagn �Univ. of Montreal, C.P.2168, succursale centre-ville,
H3C 3J7, Montreal, Canada, Adriana.lacerda@umontreal.ca�

Animal models have been used to demonstrate the potentiation of
noise-induced hearing loss �NIHL� by carbon monoxide. It has been
shown that the addition of carbon monoxide to otherwise safe noise expo-
sure levels produces significant NIHL in rats. However, the effects of
chronic exposure to low level of carbon monoxide in a noisy work envi-
ronment are still unknown. The aim of this study was to compare the
hearing thresholds of a group of workers exposed to noise and carbon
monoxide �Group 1� to another group of workers where carbon monoxide
exposure is absent or negligible �Group 2�. The analysis was based on
9396 audiograms collected by the Quebec National Public Health Institute
between 1983 and 1996. The results show significantly poorer hearing
thresholds at high frequencies �3, 4, and 6 kHz� for the carbon monoxide
exposed group (p�0.001). The potentiation effect also varied according
to years of exposure in work place; a larger effect is observed for workers
with between 15 to 20 years of exposure (p�0.001). This study provides
the first demonstration of a potentiation effect of NIHL by carbon monox-
ide in humans.

10:55

3aNS9. Derivation of an analytic expression for the error associated
with the noise reduction rating. William J. Murphy �Hearing Loss
Prevention Team, NIOSH 4676 Columbia Pkwy., MS C-27, Cincinnati,
OH 45226-1998�

Hearing protection devices are assessed using the Real Ear Attenuation
at Threshold �REAT� measurement procedure for the purpose of estimat-
ing the amount of noise reduction provided when worn by a subject. The
rating number provided on the protector label is a function of the mean
and standard deviation of the REAT results achieved by the test subjects. If
a group of subjects have a large variance, then it follows that the certainty
of the rating should be correspondingly lower. No estimate of the error of
a protector’s rating is given by existing standards or regulations. Propaga-
tion of errors was applied to the Noise Reduction Rating to develop an
analytic expression for the hearing protector rating error term. Comparison
of the analytic expression for the error to the standard deviation estimated
from Monte Carlo simulation of subject attenuations yielded a linear rela-
tionship across several protector types and assumptions for the variance of
the attenuations.

11:10–11:40
Panel Discussion

WEDNESDAY MORNING, 18 MAY 2005 REGENCY B, 8:30 A.M. TO 12:00 NOON

Session 3aPA

Physical Acoustics, Structural Acoustics and Vibration and Underwater Acoustics: Scattering From
Non-Canonical Objects

Steven G. Kargl, Chair
Applied Physics Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105-6698

Invited Papers

8:30

3aPA1. Intermediate scale measurement system for underwater acoustic measurements. Jan M. Niemiec, Paul C. Shang
�NSWCCD, 9500 MacArthur Blvd., West Bethesda, MD 20817, niemiecjm@nswccd.navy.mil�, and Stephan Schreppler �ONR, Code
334, Arlington, VA 22217�

The Intermediate Scale Measurement System �ISMS� provides high quality acoustic measurements on large-scale submarine
models and other underwater structures in a controlled environment. Development and implementation of advanced marine technol-
ogy designs require a thorough understanding of structural acoustic response mechanisms. The only practical and cost effective
approach to developing this understanding is through the use of a combination of numerical models and large-scale physical models.
The ISMS provides an affordable, unique capability of making precision acoustic measurements on models large enough to contain
the structural detail and the instrumentation required to understand structural acoustic mechanisms and to confirm and guide the use
of numerical models. This is a key element for prediction of full-scale performance and integration of advanced submarine technolo-
gies into operational systems.
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8:55

3aPA2. Scattering by truncated targets with and without boundary interactions. Philip L. Marston, Kyungmin Baik, Aubrey
Espana, Curtis F. Osterhoudt �Phys. Dept., Washington State Univ., Pullman, WA 99164-2814, marston@wsu.edu�, Scot F. Morse
�Western Oregon Univ., Monmouth, OR 97361�, Brian T. Hefner �Univ. of Washington, Seattle, WA 98105�, and Florian J. Blonigen
�Northeastern Univ., Boston, MA 02115�

Ray methods have been applied to the scattering of various truncated targets having wavenumber-radius products as small as 10
�F. J. Blonigen and P. L. Marston, J. Acoust. Soc. Am. 107, 689–698 �2000�; S. F. Morse and P. L. Marston, ibid. 112, 1318–1326
�2002�; B. T. Hefner and P. L. Marston, ARLO 2, 55–60 �2001��. Recent work emphasizes the exploration of scattering enhancements
for other situations including plastic cylinders having curved ends, truncated plastic cones, partially exposed cylinders, and objects in
simulated conditions for burial in a seabed. Enhanced scattering is often associated with a locally flat outgoing wavefront. For plastic
targets it has been helpful to examine the time dependence of the backscattered envelope as a function of target tilt for targets
illuminated by short tone bursts. For partially exposed objects it is helpful to examine the backscattering as a function of the target
exposure. For simulated buried targets, it has been helpful to excite target resonances. �Work supported by the Office of Naval
Research.�

9:20

3aPA3. Finite-element modeling of acoustic scattering from realistic elastic structures. David S. Burnett �Naval Surface Warfare
Ctr., Code R21, 110 Vernon Ave., Panama City, FL 32407, david.s.burnett@navy.mil�

Over the last twenty years the author has developed several finite-element codes for modeling acoustic scattering from complicated
elastic structures. All the codes have employed 3-D continuum mechanics throughout the computational domain. Thin structural
components, such as plates and shells, are modeled with 3-D elasticity rather than plate or shell theories. The codes are therefore fully
3-D, i.e., in both physics and geometry. The talk will first explain the rationale for this approach and touch briefly on essential aspects
of previous codes. It will then focus in more detail on the current code under development, which employs relatively inexpensive
commercial software well-suited for this fully 3-D approach.

Contributed Papers

9:45

3aPA4. Acoustic scattering from an obstacle in a homogeneous non-
uniform moving medium via the ray method. Tatiana Semenova
�Natl. Res. Council Postdoctoral Res. Associate, NASA Langley Res. Ctr.,
Hampton, VA 23666�

For an accurate noise prediction for aircraft in forward flight, scatter-
ing of engine noise from airframe must be included into the description of
the sound field. A realistic model of acoustic scattering by airframe in
flight must account for the effects of the background flow. We consider
acoustic scattering from an obstacle in the presence of a time-independent
background flow at low Mach number and we neglect all other effects of
the variation of the medium on sound propagation. The model is based on
a convected Helmholtz equation with coefficients dependent on the back-
ground flow, which can be given either analytically or by CFD. A high-
frequency solution is sought by the ray acoustics with a simple method
based on the Fresnel volumes of the rays employed to determine the caus-
tic zones and the field on the caustics. The weaker effects of a tip or
smooth-body diffraction are neglected and only the reflection and edge
diffraction are taken into account. The source of noise is modeled as a
point source. The upstream shielding effect of a boundary layer is inves-
tigated as an example and uniform versus non-uniform flow effects are
illustrated. Other numerical examples will be considered. �Work supported
by NRC.�

10:00–10:30 Break

10:30

3aPA5. Scattering by tilted plastic cylinders having curved ends and
truncated plastic cones. Aubrey Espana, Kyungmin Baik, and Philip L.
Marston �Phys. Dept., Washington State Univ., Pullman, WA 99164-2814,
marston@wsu.edu�

In prior research an acoustic backscattering enhancement was demon-
strated for a bluntly truncated plastic cylinder caused by a merged caustic
�F. J. Blonigen and P. L. Marston, J. Acoust. Soc. Am. 107, 689–698
�2000��. This was confirmed with analogous light scattering experiments
�P. L. Marston, Y. B. Zhang, and D. B. Thiessen, Appl. Opt. 42, 412–417
�2003��. In recent work a different backscattering enhancement associated
with a caustic was identified for tilted plastic cylinders having curved

ends. When the cylinder is tilted so as to focus a shear wave at the point of
internal specular reflection, the curvature of the outgoing acoustic wave-
front vanishes orthogonal to the meridional plane. This was verified with
analogous light scattering experiments. The flatness of the outgoing wave-
front enhances the scattering. Backscattering by truncated plastic cones as
a function of tilt also shows enhancements associated with the composi-
tion of the target. The time dependence of the backscattering envelope as
a function of tilt reveals different features depending on whether the top or
bottom of the cone is illuminated by tone bursts. �Work supported by the
Office of Naval Research.�

10:45

3aPA6. Effect of changes of complex surface impedance for acoustic
scattering from a wedge. Ron G. Hughes, Jan M. Niemiec �NSWC
Carderock Div., W. Bethesda, MD 20817�, and Herbert Überall �NSWC
Carderock Div., W. Bethesda, MD 20817�

A code written earlier for the calculation of acoustic scattering from a
submerged wedge has been employed in order to study the dependence of
the scattering amplitude on various assumed surface impedances of the
wedge. Typical wedge opening angles are 10° . Plane waves are assumed
incident with source and observation points coinciding in the far field
along the bisector of the wedge. The target strength for an impedance-
coated wedge is found to lie in between those of a rigid and a pressure
release wedge. A frequency region up to 20 kHz was considered. Various
numerical impedances and angles of incidence are assumed.

11:00

3aPA7. Analysis of scattering by spheres having a negative acoustical
refractive index. Philip L. Marston �Phys. Dept., Washington State
Univ., Pullman, WA 99164-2814, marston@wsu.edu�

Electromagnetic waves having oppositely directed phase and group
velocities propagate in metamaterials having a negative permeability and
negative permittivity �J. B. Pendry and D. R. Smith, Phys. Today 57�6�,
37–44 �2004��. Such materials are predicted to have unusual electromag-
netic scattering properties �R. Ruppin, Solid State Commun. 116, 411–415
�2000��. If it is possible to fabricate acoustical materials having a simul-
taneously negative effective elastic modulus and density �in a dynamical
sense�, the mechanical energy flux will have the opposite direction as the
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wave-vector associated with phase evolution. Rays descriptive of the en-
ergy flux refracted by such hypothetical materials at interfaces with ordi-
nary fluids would be characterized by a negative acoustical refractive in-
dex. Partial-wave-series calculations of high frequency scattering by fluid
spheres having an acoustical refractive index at �or close to� 1 reveal
backscattering enhancements associated with glory rays which, unlike or-
dinary spheres �P. L. Marston and D. S. Langley, J. Acoust. Soc. Am. 73,
1464–1475 �1983��, require only a single internal chord. Generalized
Lamb waves on elastic shells having opposite phase and group velocities
also cause enhanced backscattering associated with unusual rays �G.
Kaduchak, D. H. Hughes, and P. L. Marston, J. Acoust. Soc. Am. 96,
3704–3714 �1994��.

11:15

3aPA8. Production of evanescent acoustic waves and their scattering
by resonant targets. Curtis F. Osterhoudt, Christopher Dudley, David B.
Thiessen, Philip L. Marston �Dept. of Phys. and Astron., Washington
State Univ., Pullman, WA 99164-2814, gardyloo@mail.wsu.edu�, and
Scot F. Morse �Western Oregon Univ., Monmouth, OR 97361�

An environmentally-friendly liquid mixture, denser than water and im-
miscible with it, and with a sound speed slower than water’s, has been
produced and incorporated into a scattering facility. This liquid mixture is
submerged in a volume of water. In this way, the water above the denser
fluid simulates a sandy ocean bottom, with the dense fluid simulating the
ocean water column. When insonified by an acoustic beam from within the
denser liquid, evanescent wave fields are produced in the water volume.
Various targets and detectors are scanned in the water �the simulated sandy
bottom� or in the mixture �the simulated ocean water column�, and cou-
pling of the evanescent waves to low-frequency resonances of cylindrical
targets has been observed. Such coupling may reveal important structural
characteristics of scatterers. Additionally, the complicated soundfield
structure in the simulated bottom has been mapped. The structure is asso-
ciated with the production of evanescent acoustic waves by a beam of
sound. A model for this structure was developed using numerical wave-
number integration. �Work supported by the Office of Naval Research.�

11:30

3aPA9. Sound scattering by clusters of rigid cylinders in air. Miguel
Figueres, Francisco Cervera, Andreas Håkansson, José Sánchez-Dehesa,
and Jaime Llinares �Univ. Politécnica de Valencia, E-46022 Valencia,
Spain, jsdehesa@upvnet.upv.es�

The scattering of sound by a cluster of rigid cylinders in air has been
investigated both theoretically and experimentally. The cluster was made
by a lattice of cylinders with hexagonal symmetry. The sound scattered in
all directions around the cluster is measured and compared with a calcu-
lation based on multiple scattering theory. The behavior as a function of
the external geometry of the cluster will also be presented. The refraction
and reflection of the sound by the boundaries of the cluster is analyzed by
a theoretical model that takes into account its inner crystal symmetry.
�Work supported by MEC of Spain.�

11:45

3aPA10. Complete regularization of boundary integral equations in
wave field diffraction problems on curved surfaces. German A.
Maximov and Dmitry N. Lesonen �Dpt. 39, Moscow Eng. Phys. Inst.,
Kashirskoe sh. 31, Moscow, 115409, Russia, maximov@dpt39.mephi.ru�

The method of regularization of exact integral Fredgolms equations of
the second kind for field or its normal derivative on the scattering surface
was suggested in the previous work. It allows to obtain the stable solu-
tions, including ones for the resonant domains, when the direct numerical
solution of exact initial integral equations results to unstable solutions.
Mathematically the regularization concludes in the splitting of exact inte-
gral Fredgolms equations on the equivalent system of two equations, one
of them possesses the restricted by geometrically illuminated area integral
operator, and other one corresponds by form to an initial one, but with
diffracted source. The solution of the first equation is considered as regu-
larized one, which coincides with exact solution in the short wavelength
limit. From the physical point of view the regularization of initial integral
equations concludes in their replacement on the restricted analogs, where
the contributions of geometrically shadowed areas are eliminated. In the
given work the regularization of the rested after splitting integral equation
is represented and it is shown that the process of such regularization is
auto-similar one, so that it is possible to carry out the complete regular-
ization of the problem.

WEDNESDAY MORNING, 18 MAY 2005 REGENCY C, 8:30 TO 11:50 A.M.

Session 3aPP

Psychological and Physiological Acoustics: Hearing With More Than One Ear

Richard L. Freyman, Chair
Dept. of Communicative Disorders, Univ. of Massachusetts, 125 Arnold House, Amherst, MA 01003

Chair’s Introduction—8:30

Contributed Papers

8:35

3aPP1. High resolution auditory perception system. Iftekhar Alam
�1013-Clover Heights, Opp Salunke Vihar, Salunke Vihar Rd., Wanowrie,
Pune-411040, India �iftekharalamk@yahoo.com�� and Ashok Ghatol
�Pune Inst. of Engg. and Technol. Shivajinagar, Pune, Maharashtra, India�

Blindness is a sensory disability which is difficult to treat but can to
some extent be helped by artificial aids. The paper describes the design
aspects of a high resolution auditory perception system, which is designed
on the principle of air sonar with binaural perception. This system is a

vision substitution aid for enabling blind persons. The blind person wears
ultrasonic eyeglasses which has ultrasonic sensor array embedded on it.
The system has been designed to operate in multiresolution modes. The
ultrasonic sound from the transmitter array is reflected back by the objects,
falling in the beam of the array and is received. The received signal is
converted to a sound signal, which is presented stereophonically for audi-
tory perception. A detailed study has been done as the background work
required for the system implementation; the appropriate range analysis
procedure, analysis of space-time signals, the acoustic sensors study, am-
plification methods and study of the removal of noise using filters. Finally
the system implementation including both the hardware and the software
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part of it has been described. Experimental results on actual blind subjects
and inferences obtained during the study have also been included.

8:50

3aPP2. Sex differences present in auditory looming perception, absent
in auditory recession. John G. Neuhoff �Dept. of Psych., The College
of Wooster, Wooster, OH 44691� and Erich Seifritz �Univ. of Bern
Switzerland�

When predicting the arrival time of an approaching sound source,
listeners typically exhibit an anticipatory bias that affords a margin of
safety in dealing with looming objects. The looming bias has been dem-
onstrated behaviorally in the laboratory and in the field �Neuhoff 1998,
2001�, neurally in fMRI studies �Seifritz et al., 2002�, and comparatively
in non-human primates �Ghazanfar, Neuhoff, and Logothetis, 2002�. In the
current work, male and female listeners were presented with three-
dimensional looming sound sources and asked to press a button when the
source was at the point of closest approach. Females exhibited a signifi-
cantly greater anticipatory bias than males. Next, listeners were presented
with sounds that either approached or receded and then stopped at three
different terminal distances. Consistent with the time-to-arrival judgments,
female terminal distance judgments for looming sources were significantly
closer than male judgments. However, there was no difference between
male and female terminal distance judgments for receding sounds. Taken
together with the converging behavioral, neural, and comparative evi-
dence, the current results illustrate the environmental salience of looming
sounds and suggest that the anticipatory bias for auditory looming may
have been shaped by evolution to provide a selective advantage in dealing
with looming objects.

9:05

3aPP3. Lateralization of high-frequency transposed stimuli under
conditions of binaural interference. Leslie R. Bernstein and
Constantine Trahiotis �Dept. of Neurosci. and Dept. of Surgery
�Otolaryngol.�, Univ. of Connecticut Health Ctr., Farmington, CT 06030,
Les@neuron.uchc.edu�

The purpose of this study was to determine whether binaural interfer-
ence would occur if ITD-based extents of laterality were measured using
high-frequency transposed stimuli as targets. The results of an earlier
study �L. R. Bernstein and C. Trahiotis, J. Acoust. Soc. Am. 116, 3062–
3069 �2004��, which focused on threshold-ITDs rather than extents of
laterality, suggested that high-frequency transposed stimuli might be im-
mune to binaural interference effects resulting from the addition of a
spectrally-remote, low-frequency interferer. In contrast to the earlier find-
ings, the data from this study indicate that high-frequency transposed tar-
gets can, indeed, be susceptible to binaural interference. High-frequency
transposed targets, even when presented along with an interferer, yielded
greater extents of ITD-based laterality than did Gaussian noise targets
presented in isolation. That is, the enhanced potency of ITDs conveyed by
transposed stimuli persisted even in the presence of a low-frequency in-
terferer. Predictions made using an extension of the model of Heller and
Trahiotis �L. M. Heller and C. Trahiotis, J. Acoust. Soc. Am. 99, 3632–
3637 �1996�� accounted well for binaural interference obtained with con-
ventional Gaussian noise targets but generally over-predicted the amounts
of interference found with the transposed targets.

9:20

3aPP4. Binaural models for the detection of interaural incoherence.
Matthew J. Goupell �Dept. of Phys. and Astron., Michigan State Univ.,
4230 BPS Bldg., East Lansing, MI 48824� and William M. Hartmann
�Michigan State Univ., East Lansing, MI 48824�

Human listeners have a remarkable ability to detect small amounts of
interaural incoherence in bands of noise. Experiments using frozen noise,
all with the same value of interaural coherence �0.9922�, show that when
the bandwidth is large the ability to detect incoherence is essentially de-
termined by the value of coherence itself. However, when the bandwidth is
narrow, e.g. 20 Hz, detection depends on some function of the moment-

to-moment fluctuations in interaural phase differences and interaural level
differences. Experiments using hundreds of different frozen noises and
two bandwidths were performed to find the best binaural model for pre-
dicting detection performance for such narrow bands. Successful models
incorporated known elements of binaural hearing—temporal averaging
and compression. Models with independent processing of interaural phase
fluctuations and interaural level fluctuations were marginally more suc-
cessful than models based on fluctuations in lateral position. The most
successful models correlated well with average human responses, r
�0.89. It seems likely that such individual fluctuations remain dominant
in masking level difference experiments in the narrow band limit. �Work
supported by the NIDCD grant DC 00181.�

9:35

3aPP5. A binary masking technique for isolating energetic masking in
speech perception. Douglas S. Brungart, Brian D. Simpson �AFRL/
HECB, 2610 Seventh St., WPAFB, OH 45433,
douglas.brungart@wpafb.af.mil�, Peter S. Chang, and DeLiang Wang
�Ohio State Univ., Columbus, OH 43210�

When a target speech signal is obscured by interfering speech, two
distinct types of masking contribute to the resulting degradation in the
intelligibility of the target talker: energetic masking caused by overlap in
the time-frequency distribution of energy in the two voices, and informa-
tional masking caused by the listener’s inability to correctly segregate the
acoustic elements of the two voices into distinct streams. This study at-
tempted to isolate the effects of energetic masking on multitalker speech
perception with ideal time-frequency binary masks that retained those
spectro-temporal regions of the acoustic mixture that were dominated by
the target speech but eliminated those regions that were dominated by the
interfering speech. This procedure removed the same phonetic information
from the target speech that would ordinarily be lost due to energetic mask-
ing, but eliminated the possibility for the kinds of target-masker confu-
sions that are thought to produce informational masking. The results sug-
gest that energetic masking may play a surprisingly small role in the
overall masking that occurs in certain types of multitalker speech signals.
They also indicate that the number of competing talkers has a much
greater influence than target-masker similarity on the amount of energetic
masking that occurs in a multitalker stimulus.

9:50

3aPP6. Binaural effects in simultaneous room reflection masking.
Joerg M. Buchholz �MARCS Auditory Labs., Univ. of Western Sydney,
Locked Bag 1797, Penrith South DC NSW 1797, Australia�

Masked thresholds �MT� for a single test reflection masked by a direct
sound �200 ms long broadband noise� were measured dependent on the
time delay of the reflection for diotic as well as dichotic stimulus presen-
tation. In the diotic case, the direct sound and the test reflection were
presented equally to both ears via headphones. In the dichotic case, an ITD
of 0.5 ms was added to the test reflection. In order to focus on simulta-
neous masking effects, the reflection was truncated in such a way that it
formed a common offset with the direct sound. For the diotic case, the
resulting data showed a MT increase with increasing reflection delay and
for the dichotic case a MT decrease with increasing reflection delay, pro-
ducing an intercept between both curves at a reflection delay of 6–8 ms.
Hence, negative BMLDs �up to �8 dB) were found for very early reflec-
tions and positive BMLDs �up to �8 dB) for later reflections, suggesting
a binaural mechanism that suppresses very early reflections and enhances
later reflections. The measurement results are discussed in the background
of different auditory models.
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10:05–10:20 Break

10:20

3aPP7. The influence of target-masker similarity in a three-talker
diotic listening task. Nandini Iyer and Douglas Brungart �Air Force
Res. Labs, 2610 Seventh St., Wright–Patterson AFB, OH 45433�

In diotic cocktail-party listening tasks, performance decreases dramati-
cally when the number of talkers increases from two �one target and one
masker� to three �one target and two maskers�. In this experiment, listeners
were asked to extract information from a Coordinate Response Measure
�CRM� target phrase that was masked by one or two interfering utterances.
The maskers were either semantically similar to the target �i.e., CRM
phrases with different call signs than the target phrase� or semantically
different from the target �time-reversed, contextually dissimilar, or in a
different language than the target phrase�. The two-talker results showed
that performance was much worse when the interfering phrase was seman-
tically similar to the target than when it was semantically different. How-
ever, given that one interfering talker was similar to the target, the con-
textual similarity of the second interfering talker had very little effect on
performance; in other words, target intelligibility in the presence of two
CRM maskers was no worse than with one CRM masker and one time-
reversed or foreign-language masker. These results suggest that the dis-
ruption of speech segregation caused by the addition of a second interfer-
ing talker cannot be explained solely by contextual similarity between the
target and masking speech.

10:35

3aPP8. Onsets, autocorrelation functions and spikes for direction-
based sound source separation. Leslie S. Smith and Dagmar S. Fraser
�Dept. of Computing Sci. and Mathematics, Univ. of Stirling, Stirling FK9
4LA, Scotland, lss@cs.stir.ac.uk�

The aim of this work is separation of foreground speech from back-
ground sound sources using selective remixing of bandpass filtered chan-
nels. Clearly, the remixing parameters must be dynamic since the speech
and noise spectra are highly non-stationary. Remixing parameters are re-
computed at onsets, detected using biologically motivated techniques �L.
S. Smith and D. S. Fraser, IEEE TNNS 15, 1125–1134 �2004��. However,
onsets may originate from the foreground or the background. To select
appropriate onsets from the foreground source �whose direction is known�
a two microphone system is used, selecting onsets for which the estimated
direction in that channel corresponds to the foreground direction. Two
different techniques for direction estimation are used: a channel by chan-
nel short-term autocorrelation technique, and a channel by channel spike
based phase synchronous system �SBPSS�, computing ITDs �L. S. Smith,
in Artificial Neural Networks, Proc ICANN 2001, LNCS 2130, pp. 1103–
1108 �Springer, 2001�� and IIDs �L. S. Smith, in From Animals to Ani-
mats, Vol. 7, pp. 60–61 �MIT Press, 2002��. Results comparing the per-
formance of autocorrelation and SBPSS on single source and source plus
noise signals in an office environment are presented. �Work supported by
UK EPSRC.�

10:50

3aPP9. How does the mammalian brain code for binaural
information? Torsten Marquardt and David McAlpine �Dept. Physiol.,
UCL, Gower St., London WC1E 6BT, UK�

We will summarize new physiological results which contradict estab-
lished models of binaural hearing, namely �1� the A-limited range of en-
coded interaural time difference, ITD, �2� a correlation between ipsilateral
inhibition and best ITD, and �3� a frequency dependent non-linear map-
ping of ITD which reflects distribution of naturally occurring ITDs. Fur-
thermore, we will outline a new concept for binaural models which incor-
porates these new results, and will propose a new illustrative format in
which to present the triplet of binaural parameters: interaural phase differ-
ence, interaural intensity difference, and interaural coherence �redefined�.

11:05

3aPP10. Adjustment of interaural time difference in head related
transfer functions based on listeners’ anthropometry and its effect on
sound localization. Yôiti Suzuki, Kanji Watanabe, Yukio Iwaya
�R.I.E.C./G.S.I.S., Tohoku Univ., 2-1-1 Katahira, Aoba-ku, Sendai,
980-8577, Japan�, Jiro Gyoba �Tohoku. Univ., Aoba-ku, Sendai,
980-8576, Japan�, and Shouichi Takane �Akita. PRef. Univ., Tsuchiya,
Honjo, Akita, 015-0055, Japan�

Because the transfer functions governing subjective sound localization
�HRTFs� show strong individuality, sound localization systems based on
synthesis of HRTFs require suitable HRTFs for individual listeners. How-
ever, it is impractical to obtain HRTFs for all listeners based on measure-
ments. Improving sound localization by adjusting non-individualized
HRTFs to a specific listener based on that listener’s anthropometry might
be a practical method. This study first developed a new method to estimate
interaural time differences �ITDs� using HRTFs. Then correlations be-
tween ITDs and anthropometric parameters were analyzed using the ca-
nonical correlation method. Results indicated that parameters relating to
head size, and shoulder and ear positions are significant. Consequently, it
was attempted to express ITDs based on listener’s anthropometric data. In
this process, the change of ITDs as a function of azimuth angle was
parameterized as a sum of sine functions. Then the parameters were ana-
lyzed using multiple regression analysis, in which the anthropometric pa-
rameters were used as explanatory variables. The predicted or individual-
ized ITDs were installed in the nonindividualized HRTFs to evaluate
sound localization performance. Results showed that individualization of
ITDs improved horizontal sound localization.

11:20

3aPP11. Spatial perception of motion-tracked binaural sound. Joshua
B. Melick, V. Ralph Algazi, and Richard O. Duda �CIPIC Interface Lab.,
UC Davis, Davis, CA 95616�

Motion-tracked binaural sound reproduction extends conventional
headphone-based binaural techniques by providing the dynamic cues to
sound localization produced by voluntary head motion �V. R. Algazi, R. O.
Duda, and D. M. Thompson, J. Aud. Eng. Soc. 52, 1142–1156 �2004��. It
does this by using several microphones to sample the acoustic field around
a dummy head, interpolating between the microphone signals in accor-
dance with the dynamically measured orientation of the listener’s head.
Although the provision of dynamic cues reduces the sensitivity of the
method to characteristics of the individual listener, differences between the
scattered field produced by the dummy head and the scattered field that
would be produced by a particular listener distorts the spatial perception. A
common observation is that sound sources appear to rise in elevation when
the listener turns to face them. We investigate this effect by comparing the
perceived rise in elevation under three different conditions: recordings in
which recordings are made using �a� the listener’s own head, �b� a KE-
MAR mannequin, and �c� a cylindrical head with no torso. Quantitative
results are presented showing the degree to which perceptual distortions
are least for �a� and greatest for �c�. �Work supported by NSF.�

11:35

3aPP12. Transaural virtual reality applied to front-back localization.
Peter Xinya Zhang �Dept. of Phys. and Astron., Michigan State Univ.,
4230 BPS Bldg., East Lansing, MI 48824� and William M. Hartmann
�Michigan State Univ.�

Human sound localization can be studied by measuring head-related
transfer functions for different source locations and subsequently using the
data to simulate different spatial locations using headphone presentation.
This technique fails to adequately simulate the difference between front
and back locations because the frequencies relevant to pinna cues are so
high. A transaural �cross-talk cancellation� technique has been developed
that is accurate up to 16 kHz. By controlling the levels and phases of
spectral components, as measured by probe microphones in the ear canals,
the technique eliminates significant differences between the baseline simu-
lation and reality. The technique has been used, with modifications to the
baseline simulation, to study the front-back information content in differ-
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ent frequency bands by eliminating the information while maintaining the
energy. It has also been used to test for orthogonality between front-back
localization and azimuthal localization based on simple interaural differ-
ences. The technique has verified that front-back discrimination cannot be

mediated by interaural differences alone. By flattening the level spectrum
in one ear while leaving the other ear unchanged it has been possible to
demonstrate an ear advantage for front-back discrimination. �Work sup-
ported by the NIDCD, grant DC 00181.�

WEDNESDAY MORNING, 18 MAY 2005 PLAZA B, 8:30 A.M. TO 12:00 NOON

Session 3aSA

Structural Acoustics and Vibration: Approximation Techniques for Fluid Loading Effects I

David Feit, Cochair
Applied Physical Sciences, Inc., 2 State St., New London, CT 06320

Joel M. Garrelick, Cochair
Cambridge Acoustical Associates/ETC, 84 Sherman St., Cambridge, MA 02140

Invited Papers

8:30

3aSA1. The rational function approximation for fluid loaded vibrating structures. David Feit �Appl. Physical Sci. Corp., Ste.
300, 2 State St., New London, CT 06320�

A complicating feature of fluid-structure interaction problems is the non-local or long-range effect of the fluid loading acting on
a structure vibrating in response to time-harmonic loading while submerged in an acoustic medium. DiPerna and Feit �J. Acoust. Soc.
Am. 114, 194–199 �2003�� recently introduced an approximation for this effect using a rational function approximation �RFA� to the
spectral impedance. The latter relates the transform of the surface pressure to that of the surface velocity, and transforming back to the
physical domain gives rise to a high-order differential pressure-velocity relationship. The coefficients of the nth order differentials are
inversely proportional to the nth order of frequency so that the approximation gets better with increasing frequency. The approxima-
tion originally developed for a planar vibrating surface, has now been extended to a cylindrical surface, and this development and
several applications of the RFA technique are presented. �Work supported by the Carderock Division Naval Surface Warfare Center
Intra-laboratory Independent Research �ILIR� program and the Office of Naval Research.�

9:00

3aSA2. Transmission line analysis of cylindrical shells with exterior fluid loading. Ann Stokes, Charles Corrado, and Joel
Garrelick �Appl. Physical Sci., Inc., 2 State St., Ste. 300, New London, CT 06320�

The Wave Transmission Line �WTL� numerical modeling formulation has been developed to understand and efficiently compute
the transmission of acoustic energy through fluid-filled elastic shells. The structural systems are represented as a sequence of
components and discontinuities connected with straight duct sections. The motion of straight segments is described in terms of
amplitudes of freely traveling, left-and-right propagating waves. Recent work in Rational Function Approximation �RFA� of exterior
fluid loading permits this approach to be extended to cylindrical structures with interior and exterior fluid loading. The resulting
approach is more computationally efficient than conventional finite element approaches. This paper describes development of systems
of transmission line equations for segmented cylindrical shells with exterior and interior fluid loading.

9:30

3aSA3. The Fresnel-Product Approximation, and comments on extending rational function approximation to include flow.
Rudolph Martinez and Carina Ting �Anteon Corp., 84 Sherman St., Cambridge, MA 02140�

The first half of this presentation reviews the existing development of the Fresnel-Product Approximation as a replacement of the
exact fluid impedance on a two-sided blade-like object. Excellent performance versus exact calculations is demonstrated for vibration
patterns above, below, and at coincidence, viz., for flexural wavelengths that are longer, shorter, or equal to that of characteristic
sound. The approximate solution is global and thus of the WKB type: �1� It captures the correct edge behavior of diffraction loads on
the vibrating blade; �2� Collapses to the Kirchhoff solution away from both edges at high frequencies; and �3� Differs by only a small
factor when applied at low frequencies to predict the blades globally entrained fluid mass. The second half of the talk addresses the
Rational Function Approximation �RFA� pioneered by Feit and DiPerna. It shows how their spectral technique could be readily
generalized to add flow effects, including the influence of shed vorticity as it co-exists with sound. Flowless acoustics will be derived
from fully unsteady aerodynamics/aeroacoustics through a delicate limiting process and an integration by parts. The talk ends with a
discussion of how current applications of the RFA could be stripped of some of their structural-acoustic artifacts.
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10:00–10:15 Break

10:15

3aSA4. Rational approximations of surface impedance operators on curved surfaces with application to high-frequency
scattering by thin shells. David C. Calvo �Acoust. Div. Naval Res. Lab., Washington, DC 20375-5320�

In the analytical solution of scattering and radiation problems on curved surfaces using Fourier transforms, surface impedance
functions featuring ratios of Hankel functions arise. Recently, an approach of approximating the impedance by a rational function was
introduced in which the squared transform variable is replaced by a differential operator. By taking into account the impedance
function poles in the rational approximation, an accurate and efficient numerical scheme is obtained applicable to wide-frequency
ranges and wide-scattering angles where creeping waves are important. The rational approximation and operator introduction in effect
creates an inverse Fourier transform operator so explicit residue calculus inversion is not needed if numerical results are desired. For
general convex surfaces, the approximate impedance operator is a wide-angle on-surface radiation condition operator with more
accuracy than the narrow-angle one of Kriegsmann et al. The use of rational approximations resembles that of Collins et al. for the
square-root function in ocean acoustics and DiPerna & Feit for the flat plate, the important difference being the curvature. Results of
using this approach for two and three-dimensional scattering problems will be presented along with recent application to scattering by
thin cylindrical and spherical shells at high frequencies. �Work supported by ONR.�

Contributed Papers

10:45

3aSA5. Well- and ill-considered numerical solution constructions.
John J. McCoy �The Catholic Univ. of America, Washington, DC 20064�

One requirement for a prediction problem to be well posed is that its
solution must not be unduly sensitive to small changes in the problem
specification. A similar requirement can be demanded for the numerical
construction of the solution of a well-posed problem to be well consid-
ered; the achieved solution must not be unduly sensitive to small numeri-
cal errors that are unavoidable in the construction’s implementation. Ill-
considered constructions typically result on reformulating a well-posed
problem, now as a series of sub problems, one of which is ill posed. Three
classes of potentially ill-considered constructions of the steady state vibra-
tion field in a bounded continuous structure and of the narrow band acous-
tic field in an extended propagation environment appear prominently in the
literature. One class is solution constructions based on ‘‘marching.’’ A
second class is solution constructions based on ‘‘substructuring’’ the com-
putational domain. A third class is solution constructions that are based on
a Born-series representation. Examples of well- and ill-constructions for
each of the classes are briefly described, with well- and ill-considered
marching solutions discussed in some detail.

11:00

3aSA6. Elastoacoustic response of laminated plates. Ramesh Kolar
�Naval Postgrad. School, Mech. & Astro Eng., Code ME/Ko, Monterey,
CA 93943�

The application of composite materials in the aerospace and naval
structures has increased enormously due to high specific strength and spe-
cific stiffness afforded by these materials. In this paper a formulation is
developed based on Hamilton’s Principle and laminated composite plate
theory to study the elasto-acoustical response of composite plates under
heavy fluid loadings. The formulation starts by using Hamilton’s principle
in conjunction with shear deformable theory of laminated composite
plates. The acoustic pressure described by wave equation is computed
similar to Sandman and Nelisse. Using the Rayleigh Ritz method and
symbolic mathematics for evaluation of integrals, the formulation provides
efficient approach for the problem defined. Typical results include radia-
tion impedance as a function of driving frequency, vibroacoustic indicators
such as radiated sound power and mean square velocity for a model prob-
lem. Such results are very important in studying constrained layer damp-
ing when viscolastic dampers are used in structural components.

11:15

3aSA7. Prediction of radiation from finite-length fluid-loaded periodic
structures subject to broadband excitation using local-global
homogenization. Pavel V. Danilov and Donald B. Bliss �Mech. Eng.
and Mater. Sci., Duke University, Durham, NC 27708, dbb@duke.edu�

Local-Global Homogenization �LGH� is a method to predict directly
the smooth global response of periodic fluid-loaded structures in a self-
contained manner. Many fluid-loaded structures, such as fuselages and
hulls, have periodically spaced braces, ribs, or attachments. Structural mo-
tion, acoustic radiation, and the interior sound field are of interest. Calcu-
lating the motion of such fluid-loaded structures is difficult because of
their complexity and the disparity of length scales. Periodic discontinuities
cause the structural response to occur in a broad spectrum of spatial wave-
numbers, and to exhibit stop-band and pass-band behavior. The broad
spatial wavenumber spectrum contains both radiating and non-radiating
components. The global low-wavenumber part of the response is most
efficiently coupled to the acoustic field, since low wavenumbers corre-
spond to supersonic phase speeds. In the LGH reformulation, an infinite
order operator that embodies both the structural modes and the evanescent
component of the fluid loading governs the equivalent smooth global prob-
lem. Numerical implementation is demonstrated for the structural response
and acoustic radiation from a finite-length fluid-loaded plate with periodic
impedance discontinuities subject to broadband excitation. Calculations
show good agreement with the exact solution and substantially improved
computational efficiency. Radiation characteristics are discussed for single
frequency and broadband structural motions.

11:30

3aSA8. Vibroacoustic optimization of skin damped structures for
noise reduction. Lionel Zoghaib �Lab. de Mécanique et d’Acoustique
CNRS, Marseille, France, zoghaib@lma.cnrs.mrs.fr�

Most of the time the widely used passive treatments are designed to
obtain the highest achievable damping. Although this might be satisfactory
from a vibrational point of view the approach is not optimal for noise
reduction. The idea is illustrated in the case study of a plate on which
polymer/aluminum thin patches have been bonded. The system acoustic
pressure and structure displacement equations are transformed into a
single integro differential one governing the plate displacement. The solu-
tion is then expanded into a series of resonance modes. These modes are
estimated using a perturbation expansion with respect to the fluid/solid
density ratio. Numerically, in vacuo resonance modes are firstly computed
using a viscoelastic incompressible 3D FE program together with a
Newton-type iterative method and a sparse complex matrix solver imple-
menting ARPACK. Radiation modal impedances are then computed to
ponderate the in vacuo solution. The numerical model has been experi-
mentally validated. Its specificity lies in the separate computation of three
damping components: thermoelastic, skin and acoustic damping, this last
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one being caused by the fluid/structure coupling. Finally an optimization
process determines an optimal system configuration to achieve the lowest
acoustic damping while obtaining the highest viscoelastic damping.

11:45

3aSA9. An impedance modeling technique of a fluid-loaded structure.
Chih-Chun Cheng and Pi-Wen Wang �Dept. of Mech. Eng., Natl. Chung
Cheng Univ., 160, San-Hsing, Ming-Hsiung, Chia-Yi 621, Taiwan�

A methodology of modeling the fluid-loaded structures using the im-
pedance technique is proposed. The structural response and the fluid load-
ing effect are expressed in terms of structural impedance and the acoustic
wave impedance. Then a formulation that assembles the acoustic imped-

ance and the structural impedance is derived and can be used to determine
the response of a fluid-loaded structure. The advantage is simply that the
impedance can be obtained either experimentally or analytically and then
the response of the fluid-loaded structure can be found using the proposed
impedance coupling formula without deriving the equation of motion
which usually encounters difficulties when the structure is in an irregular
shape or the associated boundary conditions are complicated. Two numeri-
cal examples are presented. The first is to validate that the fluid loading
calculated using the proposed methodology is the same as that from the
traditional Fourier Transformation method. The second is to demonstrate
the potential of this proposed method applied in analyzing an active ma-
terial system which is commonly used in the vibro-acoustic control. �Work
supported by NSC of Taiwan.�

WEDNESDAY MORNING, 18 MAY 2005 REGENCY D, 8:00 A.M. TO 12:00 NOON

Session 3aSC

Speech Communication: Indigenous Languages of North America „LectureÕPoster Session…

Sonya F. Bird, Chair
Dept. of Linguistics, Univ. of Victoria, Victoria, BC V8W 3P4, Canada

Chair’s Introduction—8:00

Invited Papers

8:05

3aSC1. Phonetic study of North American languages history and results. Ian Maddieson �Dept of Linguist., Univ. of California,
Berkeley, CA 94720�

Serious phonetic study of North America languages started at the beginning of the 20th century. Within limits of available
technology, aspects of speech articulation, aerodynamics and acoustics were investigated. One clear motivation was to understand how
classes of sounds unfamiliar from study of better-known European and Asian languages were produced. Glottalized consonants and
stops then referred to as ‘‘intermediate’’ �voiceless unaspirated� received particular attention. Nasal airflow, lip position in vowels, and
tone and pitch accent were also investigated. Significant insights on relative timing were obtained, inter alia foreshadowing VOT
measurement as a useful discriminator of laryngeal activity and revealing part of the mechanism by which ejective consonants are
made. After the 1920’s, the idea of ‘‘psychologically real’’ phonemes which ignored phonetic differences became the ruling paradigm
in American linguistics, contributing to a decline of interest in phonetic studies that basically lasted until around the 1980’s. When
interest renewed, a new vision that phonetic patterns show regularities independent of phonemic structure guided research, and
considerable attention was also paid to how indigenous American languages fit into overall phonetic typologies. Recent work is also
often informed by concern for documentation of endangered languages and community interest in language revival.

8:30

3aSC2. Pitch accent timing in Chickasaw. Matthew K. Gordon �Dept. of Linguist., Univ. of California, Santa Barbara, Santa
Barbara, CA 93106�

This paper examines the temporal realization of pitch accents in Chickasaw, a Muskogean language of Oklahoma. Questions in
Chickasaw have a Lat their right edge preceded by a H* pitch accent that docks on one of the final three syllables of the last word in
the Intonational Phrase: on a final CVV, otherwise on a heavy �CVV or CVC� penult, otherwise on the antepenult. Three speakers of
Chickasaw were recorded uttering a list of words varying in the location of the pitch accent and the type of syllable carrying the pitch
accent. Results indicate a tendency to realize the pitch accent relatively late in non-final pitch accented syllables �during the last 25
and during the coda consonant following a short vowel�. However, final accented syllables realize the pitch accent early �within the
first 20 vowel� and also display substantial vowel lengthening �by over 50 vowels in the penult or antepenult�. These results suggest
that pressure to avoid tonal crowding between the pitch accent and boundary tone overrides the late realization of pitch accents
characteristic of positions in which crowding is less of an issue.
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8:55

3aSC3. How the pharyngeal resonator is controlled articulatorily. John H. Esling �Dept of Linguist., Univ. of Victoria, Victoria,
BC, Canada V8W 3P4, esling@uvic.ca�

Indigenous languages of North America, especially west coast Vancouver Island Nuuchahnulth and Interior BC Salish, illustrate an
extensive range of use of the pharyngeal resonator. The pharynx is classified as part of the laryngeal articulator �rather than lingual�
because the laryngeal constrictor mechanism �controlling changes from the glottis to the aryepiglottic folds� is the principal articulator
whose movements determine the shape of the pharynx. The Nuuchahnulth �Nootka� dialects �e.g., Ahousaht� and Thompson, Moses-
Columbia, and Spokane/Kalispel Salish varieties all close the larynx completely for the speech sound epiglottal stop. With the airway
optimally shut, the pharynx is small; the aryepiglottic folds are pressed against the epiglottic tubercle, the tongue is retracted, and the
larynx is raised. There are good indications that the thyroarytenoid, aryepiglottic, thyroepiglottic, hyoglossus and hyothyroid muscles
participate in this buckling maneuvre. These languages also contain either a pharyngeal fricative or approximant �at the same place of
articulation but with less stricture� and, in Thompson, also pharyngealized uvulars �with even less stricture�. Pharyngeal resonance in
all of these cases is dependent initially on the shortening of the supraglottic tube and subsequently on the combined effect of tongue
retraction and larynx raising reducing the volume immediately above the supraglottic tube.

9:20

3aSC4. One hundred years of instrumental phonetic fieldwork on North America Indian languages. Joyce McDonough �Dept.
of Linguist., Univ. of Rochester, Rochester, NY 14627�

A resurgence of interest in phonetic fieldwork on generally morphologically complex North American Indian languages over the
last 15 years is a continuation of a tradition started a century ago with the Earle Pliny Goddard, who collected kymographic and
palatographic field-data between 1906–1927 on several Athabaskan languages: Coastal Athabaskan �Hupa and Kato�, Apachean
�Mescalero, Jicarilla, White Mountain, San Juan Carlos Apache�, and several Athabaskan languages in Northern Canada �Cold Lake
and Beaver�; data that remains important for its record of segmental timing profiles and rare articulatory documentation in then largely
monolingual communities. This data in combination with new work has resulted in the emergence of a body of knowledge of these
typologically distinct families that often challenge notions of phonetic universality and typology. Using the Athabaskan languages as
benchmark example and starting with Goddard’s work, two types of emergent typological patterns will be discussed; the persistence
of fine-grained timing and duration details across the widely dispersed family, and the broad variation in prosodic types that exists,
both of which are unaccounted for by phonetic or phonological theories.

9:45

3aSC5. Coronal ejectives in Ahtna Athabaskan. Siri Tuttle �Univ. of Alaska, Fairbanks, AK 99775�

Ahtna, a non-tonal Alaskan language, is one of few Athabaskan languages that has retained word-final ejectives. The loss of
stem-final glottal stops and ejectives in the other languages is correlated with tonogenesis. Hargus �2004� finds voice quality distinc-
tions �creakiness, variability, and increased energy in higher harmonics� preceding stem-final glottal consonants in Witsuwiten,
another nontonal Northern language. The present study considers the acoustics of stem-initial and stem-final �t’� and �ts’� in Central
and Lower Ahtna. Stem-initial ejectives are canonically shaped, with defined silent period following oral release. In stem-final
position, as predicted by Kari �1990�, variable non-ejective realizations are found in both word-final and intervocalic �suffixed�
position. These realizations are accompanied by variable voice quality effects in preceding vowels, more frequent and pronounced
than those found variably in vowels following stem-initial ejectives. Stem-final �t’� is frequently pronounced as glottal stop, and final
�ts’� as �’s� where � ,� stands for glottal stop. Strikingly, non-ejective realizations of stem-finals are found in suffixed and non-
suffixed pairs with the same stem, suggesting that stem-final effects generalize to all tokens of stems. These findings support Leers
�1979� picture of spirantization and suprasegmentalization in Athabaskan tonogenesis, as glottal effects gravitate to nucleus position.

10:10–10:25 Break

10:25

3aSC6. Tone and prosodic organization in Cherokee nouns. Keith Johnson �Dept. of Linguist., 1203 Dwinelle Hall,
UC-Berkeley, Berkeley, CA 94720-2650� and Marcia Haag �Norman, OK 73019-2032�

Preliminary observations in the speech of one speaker of Cherokee led us to postulate three factors affecting tone in Cherokee. �1�
Tone may be lexically specified with distinctive low, low fall, low rise, and high tones. �2� There is a metrically determined high fall
pattern which may be distributed over not more than 2 syllables from the right edge of a prosodic domain. �3� Intonational domains
may be associated with discourse functions, marked by high fall, or by pitch range upstep. This paper tests these observations in
recordings of word lists and sentences produced by five additional speakers. The analysis we give, positing both lexical tone and
metrical prosodic accent, is not unique in descriptions of language, but is different from the usual description of Cherokee. �Work
supported by NSF.�
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Contributed Papers

All posters will be on display and all authors will be at their posters from 10:50 a.m. to 12:00 noon.

3aSC7. Harmony in Gitksan. Noriko Yamane-Tanaka and Atsushi
Fujimori �Dept. of Linguist., Univ. of University, E270-1866 Main Mall,
Vancouver, BC, Canada V6T 1Z1�

What types of consonants are transparent in vowel harmony in Gitksan
has been little understood. Previous studies suggest that it is translaryngeal
harmony, where the qualities of unstressed suffixal vowels are harmonized
with the ones of last stem vowels, apparently skipping the stem-final la-
ryngeal stop and laryngeal fricative �Rigsby, unpublished manuscript, Uni-
versity of Queensland, Australia, 1986; Rigsby and Ingram, International
Journal of American Linguistics 56, 251–263 �1990��. However, our origi-
nal data show that harmony takes place when the stem-final consonant is
uvular as well. It suggests that it cannot simply be analyzed as laryngeal
transparency, but it could be reanalyzed as ��low� transparency. The
present study examines cross-consonantal vowel harmony through acous-
tic experiment. It is predicted that there is a significant difference in for-
mant values between the vowels across uvular or laryngeal consonants
versus the ones across the other consonants. New data from an Eastern
Gitksan speaker �female, 72� and its analysis will be presented. Implica-
tions for locality of vowel harmony as well as for the phonological treat-
ment of consonantal transparency will be discussed. �Work supported by
SSHRC.�

3aSC8. The effect of †h‡ on tonal development in Nahuatl. Susan G.
Guion �Linguist. Dept., 1290 U. of Oregon, Eugene, OR 97403,
guion@uoregon.edu� and Jonathan D. Amith �Gettysburg College,
Gettysburg, PA 17325�

In both its classical and modern forms, Nahuatl is usually described as
having penultimate accent �with little discussion as to whether this is a
phrase- or word-level phenomena�. However, some varieties of Mexican
Guerrero Nahuatl have recently been described as having word accent in
locations related to the position of a historical non-word-final coda *h .
Here, the hypothesis is investigated that coda *h lowered the fundamental
frequency (F0) of the tautosyllabic vowel and that a H�L pitch contour
was subsequently incorporated into the lexical representation of the word
as *h was weakened and lost. Recordings were made of four dialects at
varying stages of *h loss and tonal innovation. Six speakers from each
dialect were recorded producing words in phrase medial and phrase final
positions, some with historical coda *h and some without, and the F0 of
each syllable in these words measured. The results indicated that the new
accentual patterns found in some dialects have their origin in the phonetic
lowering of F0 in syllables containing coda *h . It also seems that once a
new accentual pattern is developed and the *h lost, the resulting phonolo-
gized pattern may not correspond to the phonetic locus of the sound
change.

3aSC9. Glottalization cues of Nuu-chah-nulth glottalized resonants.
Marion G. Caldecott �Dept. of Linguist, Univ. of British Columbia,
Canada V6T 11, mariongc@interchange.ubc.ca�

Theories of positional neutralization �Steriade, 1997�� predict that pre-
glottalized resonants should not occur word-initially because the cues to
glottalization are not salient. Contrary to this, Nuu-chah-nulth, a Wakashan
language, has pre-glottalized that do occur in word-initial position. This
paper will show that a severely truncated resonant portion is the cue to
glottalization in resonants in Nuu-chah-nulth. Previous research �Carlson
et al., J. Jpn. Int. Prop. Assoc. 31, 275–279 �2001�� shows that Nuu-chah-
nulth glottalized resonants consist of a stop closure that is phonetically
identical to phonemic glottal stop followed by a �mostly� plain resonant.
That study also found that glottalized resonants are twice as long in initial
position as plain resonants. Following up on this, a pilot study �Caldecott
and Kim, presented at the 1st annual Wakashan Linguistics Conference,

2004� indicated that the length of the resonant portion in glottalized reso-
nants was in fact half that of a normal resonant. This paper expands on the
previous study, incorporating new acoustic data on resonants in all word
positions. Data are elicited from a fluent native speaker and measured
using Praat. �Work supported by SSHRC.�

3aSC10. Glottalized resonants in NLe kepmxcin „Thompson River
Salish…. Patricia A. Shaw, Fiona M. Campbell �Dept. of Linguist., Univ.
of British Columbia, E270–1866 Main Mall, Vancouver, BC, Canada V6T
1Z1�, and Flora Ehrhardt �Lytton Indian Band, BC�

This study examines properties of glottalized resonants �/m’, n’, l’, y’,
w’/� in NLe?kepmxcin, a Northern Interior Salish language, both compar-
ing them with their plain counterparts �m, n, l, y, w� and considering
contextual factors as defined by word, syllable, and prominence positions.
Despite the relative cross-linguistic rarity of glottalized resonants, they are
of considerable theoretical interest given that several recent studies �e.g.,
Bird and Caldecott, Proceedings of the 10th AICSST �in press�� indicate
that their articulatory and acoustic realization may vary significantly
across languages and contexts. Of particular relevance to the present study
is Carlson, Esling, and Harris’ �UMOPL 17, 58–71 �2004�� claim that in
NLe?kepmxcin ‘‘glottalized resonants are a sequential combination of the
resonant plus �glottal stop�’’ �pg. 64�. Based on the analysis of glottalized
resonants in this study, it appears that the picture is more complex than
consistent post-glottalization. Of special interest are glottalized resonants
in word-initial position, both because this class is seriously under-
represented in the previous literature, and because its characteristics chal-
lenge Carlson, Esling, and Harris’ sequencing generalization. Understand-
ing the organization of glottalized resonants will help clarify both
sequential and markedness issues in NLe?kepmxcin phonology. �Work
supported by SSHRC.�

3aSC11. Phonetic structures of Washo. Patrick J. Midtlyng and Alan
C. L. Yu �Dept. of Linguist., Univ. of Chicago, 1010 E 59 St., Chicago,
IL 60637, aclyu@uchicago.edu�

Washo is a severely moribund language spoken in several townships
near the California-Nevada border southeast of Lake Tahoe. The Washo
language is now used only by approximately 13–20 elderly speakers with
very few fluent speakers under 60. Recordings were collected in Dressler-
ville, Nevada from two native speakers. Recordings collected by William
Jacobsen Jr. in the 1960s provided additional data for comparison. Analy-
sis showed that all the stops were either voiceless unaspirated, voiceless
aspirated, or ejectivized. Vowel analyses showed the nature of the six long
and short vowels. Special attention was paid to the nature of vowels and
consonants in and around the stressed syllable. Post-tonic sibilants and
sonorants are lengthened intervocalically even though consonantal length
is not contrastive in Washo. Vowel length contrasts only in the stressed
syllable. Stressed vowels are always long before an intervocalic voiceless
unaspirated stop, but vocalic length contrast remains before aspirated stops
and ejectives.

3aSC12. An ultrasonic investigation of retracted consonants in
St’at’imcets „Lillooet Salish…. Nahal Namdaran �Dept. of Linguist.,
Univ. of British Columbia, 1866 Main Mall, Buchanan E270, Vancouver,
BC, Canada V6T 1Z1�

Tongue retraction is rare in native languages of North America. Previ-
ous literature on St’at’imcets �also known as Lillooet� has left unanswered
the question of how retracted consonants �uvulars, a pharyngeal, and a
subset of retracted coronals� are articulated, and whether they in fact in-
volve tongue retraction. Based on perceptual and acoustic data, previous
descriptions differ with respect to the involvement of the tongue dorsum
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and tongue root in the articulation of St’at’imcets retracted consonants,
particularly with the orthographic ‘‘g,’’ disputed to be either a uvular or
pharyngeal approximant �Shahin, 1997; van Eijk, 1997�. Articulatory data
of retracted and nonretracted consonants were collected from 4
St’at’imcets speakers via a portable ultrasound machine. Results indicate a
significant difference in tongue root, dorsum, and body position for re-
tracted versus nonretracted consonants, with the former possessing more
tongue root and dorsum backing and tongue body lowering than the latter.
Furthermore, results show ‘‘g’’ to be articulated similarly to the uvular
consonant, with the tongue dorsum moving towards the posterior uvula/
upper pharyngeal region of the vocal tract. These results provide direct
evidence for the articulatory makeup of St’at’imcets retracted consonants
and shed light on St’at’imcets retraction effects and phonological harmony
processes. �Work supported by SSHRC.�

3aSC13. An acoustic study of Deg Xinag fricatives. Richard Wright,
Sharon Hargus, and Julia Miller �Dept. of Linguist., Univ. of Washington,
Box 354340, Seattle, WA 98195-4340�

Few studies have looked at the acoustic properties of fricatives in
Native American languages. Notable exceptions are McDonough �2003�
on Navajo, and Gordon, Barthmaier, and Sands �2002�, which examined a
variety of languages, including several Native American ones. In Deg
Xinag, an endangered Athabaskan language spoken in Alaska, there are
eight places of articulation for voiceless fricatives �a relatively large pho-
netic inventory, according to Maddieson �1984��, including some rarely
studied place contrasts �e.g. alveolar versus retroflex�. In this study, pre-
and post-vocalic fricatives were digitally recorded in the field from eight
speakers �two males, six females� using a head-mounted mic to control for
distance from the source. The segmental context was also controlled for,
the neighboring vowel being �a� in all cases. Each speaker produced four
repetitions of each word. The first four spectral moments, lowest spectral
peak, and the three loudest spectral peaks were measured at the midpoint
of each fricative, and each speaker’s average for each of the measures was
calculated. In this poster, qualitative results in the form of spectrographic
analysis will be presented. Repeated measures ANOVA for each of the
quantitative measures will also be presented. �Work supported by NSF.�

3aSC14. Glottalized consonants in Oaxaca Chontal. Heriberto
Avelino and Ian Maddieson �Dept of Linguist., Univ. of California,
Berkeley, CA 94720�

Lowland Oaxaca Chontal, a language generally classified as Hokan
and hence related to Yuman and Pomo languges, is now spoken by only a
small percentage of the Chontal people who live on the Pacific coast of
Oaxaca state, Mexico. Recordings were made of seven speakers in their
60’s to 80’s in December 2003. The language has a series of glottalized
obstruents some of which which vary in production between fricative and
affricate realizations. Our data show the labio-dental and lateral are the
most likely to have fricative realizations, the coronals are regularly affri-
cates and the velar is regularly a stop. These segments are contrastive but
morphologically related to the voiceless fricatives of the language. This is
demonstrated by one common plural formation process which adds glot-
talization to a final consonant �e.g. /apix/ ‘‘stone,’’ /apik’/ ‘‘stones’’�. After
a vowel the same morpheme is realized as a glottal stop �e.g. /u/ ‘‘eye,’’ /u/
‘‘eyes’’�. However, not all sequences of voiceless fricative � glottal stop
are realized as glottalized obstruents �e.g. /ase/ ‘‘atole’’�. Chontal also has
glottalized nasals and approximants. As in other languages the accompa-
nying glottal constriction is variable in degree and timing.

3aSC15. Consonantal perturbations of pitch in Halkomelem Salish.
Jason Brown and James J. Thompson �Dept. of Linguist., Univ. of British
Columbia, 1866 Main Mall, Buchanan E270, Vancouver, BC, Canada V6T
1Z1, jcb@interchange.ubc.ca�

It has long been noted that consonants have an effect on the pitch of a
following vowel: voiceless stops tend to raise F0, while voiced stops
lower it. It has also been suggested that the duration of such perturbations
is shorter in tone languages than in non-tone languages �Hombert, Studies
in African Linguistics �1977��. This study compares the effects that con-
sonants have on F0 in two closely related Salish languages: Island Halko-
melem, a non-tone language, and Upriver Halkomelem, a language that
has reportedly undergone some limited tonogenesis but offers no clear
prosodic clues regarding tonality. The effects of the voiceless and ejective
stop series were observed, and measurements of F0 were taken at the
onset of voicing for the vowel, then at 20 msec. intervals up to 100 msec.
Preliminary results indicate that i� Island Halkomelem shows a greater
magnitude of difference in F0 at vowel onset between the voiceless and
ejective stops than Upriver Halkomelem, and ii� Island Halkomelem
shows greater durations of consonantal perturbations of F0 than does
Upriver Halkomelem. This suggests that Upriver Halkomelem may have
become more sensitive to pitch than the Island dialect, supporting the
interpretation of this language as tonal. �Work supported by Phillips
Fund.�

3aSC16. Acoustic cues to Nehiyawewin constituency. Clare Cook and
Jeff Muehlbauer �Univ. of British Columbia, Dept. of Linguist., 1866
Main Mall, Buchanan E270, Vancouver, BC, Canada V6T 1Z1, clarec@
interchange.ubc.ca�

This study examines how speakers use acoustic cues, e.g., pitch and
pausing, to establish syntactic and semantic constituents in Nehiyawewin,
an Algonquian language. Two Nehiyawewin speakers autobiographies,
which have been recorded, transcribed, and translated by H. C. Wolfart in
collaboration with a native speaker of Nehiyawewin, provide natural-
speech data for the study. Since it is difficult for a non-native-speaker to
reliably distinguish Nehiyawewin constituents, an intermediary is needed.
The transcription provides this intermediary through punctuation marks
�commas, semi-colons, em-dashes, periods�, which have been shown to
consistently mark constituency structure �Nunberg, CSLI 1990�. The
acoustic cues are thus mapped onto the punctuated constituents, and then
similar constituents are compared to see what acoustic cues they share.
Preliminarily, the clearest acoustic signal to a constituent boundary is a
pitch drop preceding the boundary and/or a pitch reset on the syllable
following the boundary. Further, constituent boundaries marked by a pe-
riod consistently end on a low pitch, are followed by a pitch reset of
30–90 Hz and have an average pause of 1.9 seconds. I also discuss cross-
speaker cues, and prosodic cues that do not correlate to punctuation, with
implications for the transcriptional view of orthography �Marckwardt,
Oxford 1942�.

3aSC17. Discourse-level contours in Nehiyawewin. Jeff Muehlbauer
and Clare Cook �Univ. of British Columbia, Dept. of Linguist., 1866
Main Mall, Buchanan E270, Vancouver, BC, Canada V6T 1Z1,
jefmuehl@interchange.ubc.ca�

This study describes declination and discourse-sized intonation con-
tours in Nehiyawewin, an Algonquian language whose pitch and intona-
tion systems have not been previously studied. The study draws on 270
min of recordings of two female Nehiyaw elders telling their life stories to
another Nehiyawewin native speaker. Data is analyzed by using Praat’s
default algorithm to generate f 0 curves for each breath group. Preliminary
results indicate: �1� When breath-group internal pitch peaks are consid-
ered, an obvious downward trend of f 0 occurred in fewer than half the
breath groups analyzed �about 40% or 37/90�. This raises questions about
the role of classical declination in natural discourse �Umeda, Journal of

3a
W

E
D

.A
M

2491 2491J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



Phonetics 10 �1982��. �2� When we abstract away from declination within
a breath group by computing mean f 0 and mean pitch peak for each
breath group and tracking trends for these means, larger patterns seem to
emerge; breath groups can be grouped into larger units based on raising

and lowering trends. These units have a mean peak range of 150 Hz with
a 30 Hz change from one breath group to the next and correspond to a
domain of around five clauses �about 3–4 breath groups, about 45 syl-
lables�.

WEDNESDAY MORNING, 18 MAY 2005 GEORGIA A, 9:00 A.M. TO 12:00 NOON

Session 3aSP

Signal Processing in Acoustics: Potpourri

David M. Fromm, Chair
Naval Research Laboratory, 4555 Overlook Ave., SW, Washington, DC 20375-5350

Contributed Papers

9:00

3aSP1. Wavelet based detection of manatee vocalizations. Berke M.
Gur and Christopher Niezrecki �Dept. of Mech. Eng., Univ. of
Massachusetts Lowell, One University Ave., Lowell, MA 01854-2881,
Chris_Niezrecki@uml.edu�

The West Indian manatee �Trichechus manatus latirostris� has become
endangered partly because of watercraft collisions in Florida’s coastal wa-
terways. Several boater warning systems, based upon manatee vocaliza-
tions, have been proposed to reduce the number of collisions. Three de-
tection methods based on the Fourier transform �threshold, harmonic
content and autocorrelation methods� were previously suggested and
tested. In the last decade, the wavelet transform has emerged as an alter-
native to the Fourier transform and has been successfully applied in vari-
ous fields of science and engineering including the acoustic detection of
dolphin vocalizations. As of yet, no prior research has been conducted in
analyzing manatee vocalizations using the wavelet transform. Within this
study, the wavelet transform is used as an alternative to the Fourier trans-
form in detecting manatee vocalizations. The wavelet coefficients are ana-
lyzed and tested against a specified criterion to determine the existence of
a manatee call. The performance of the method presented is tested on the
same data previously used in the prior studies, and the results are com-
pared. Preliminary results indicate that using the wavelet transform as a
signal processing technique to detect manatee vocalizations shows great
promise.

9:15

3aSP2. Background noise cancellation for improved acoustic detection
of manatee vocalizations. Zheng Yan �Dept. of Mech. and Aerosp.
Eng., Univ. of Florida, Gainesville, FL 32611-6250�, Christopher
Niezrecki �Univ. of Massachusetts Lowell, Lowell, MA 01854-2881,
Chris_Niezrecki@uml.edu�, and Diedrich O. Beusse �Univ. of Florida,
Gainesville, FL 32610-0126�

The West Indian manatee �Trichechus manatus latirostris� has become
endangered partly because of an increase in the number of collisions with
boats. A device to alert boaters of the presence of manatees, so that a
collision can be avoided, is desired. Practical implementation of the tech-
nology is dependent on the hydrophone spacing and range of detection.
These parameters are primarily dependent on the manatee vocalization
strength, the decay of the signal strength with distance, and the back-
ground noise levels. An efficient method to extend the detection range by
using background noise cancellation is proposed in this paper. An adaptive
line enhancer �ALE� that can detect and track narrowband signals buried
in broadband noise is implemented to cancel the background noise. The
results indicate that the ALE algorithm can efficiently extract the manatee
calls from the background noise. The improved signal-to-noise ratio of the

signal can be used to extend the range of detection of manatee vocaliza-
tions and reduce the false alarm and missing detection rate in their natural
habitat.

9:30

3aSP3. Electronic noise suppression in the wavelet, frequency, and
time domains. Juan Arvelo, Jr. �Appl. Phys. Lab., Johns Hopkins Univ.,
11100 Johns Hopkins Rd., Laurel, MD 20723-6099�

Automatic machine gun recordings were severely contaminated with
electronic noise. A detailed examination of the character of the electronic
noise revealed that it consists of periodic pulses at an interval of about 4.2
ms and that its frequency content is rich in narrow-band lines with a
colored broadband background. Given the impulsive nature of the elec-
tronic noise in the time domain, wavelet decomposition was applied in an
attempt to harness the noise and to null it out. An alternative approach was
also implemented where a bank of stop band Butterworth filters were
applied in the frequency domain to suppress the narrow-band components
of the electronic noise. Other approaches include the use of adaptive can-
cellation in the time and frequency domains. We will demonstrate and
compare the performance of these approaches emphasizing the need to
minimize their influence in distorting the signal of interest.

9:45

3aSP4. Maximum entropy method for constructing environmental
parameter probability density functions. Leon H. Sibul, R. Lee
Culver, David L. Bradley, and H. John Camin �Appl. Res. Lab. and Grad.
Program in Acoust., P.O. Box 30, State College, PA 16804, rlc5@psu.edu�

At-sea experience has shown that target detection ranges are often less
than predicted using current sonar system performance prediction meth-
ods. One possible reason for this disparity is that classical, sonar equation-
based performance prediction models do not take into account the random
and uncertain nature of signal propagation and scattering in a real ocean
environment. Our goal is to develop a probabilistic sonar performance
prediction methodology that can make use of limited knowledge of ran-
dom or uncertain environment, target and sonar system parameters, but
does not make unwarranted assumptions or rely upon unknown informa-
tion. Beginning with models that describe how the ocean environment
effects the received signal, the Maximum Entropy method �MEM� can be
used to construct probability density functions �PDFs� for the parameters
of those models. The benefit of the MEM is that it allows one to incorpo-
rate available knowledge about the parameters, but is maximally non-
committal about what is not known about the parameters. The methodol-
ogy is presented and illustrated using a model for particular environmental
effects on the structure of low-frequency signals propagating over long
distances in the ocean. �Work supported by ONR Code 321US.�
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10:00–10:15 Break

10:15

3aSP5. Stochastic filtering. David I. Havelock �Natl. Res. Council,
1200 Montreal Rd., Ottawa, ON, Canada K1A 0R6,
david.havelock@nrc.ca�

Digital filters convolve a signal with an impulse response. This is
equivalent to computing a weighted sum of delayed versions of the signal,
with the signal versions indexed by their sample-delay and the weights
given by the filter impulse response. This talk explores a different ap-
proach to filtering. Rather than computing a weighted sum of data values,
the stochastic filter uses a sequence of random indices to select output data
values from delayed versions of the signal. No summation is done. The
probability distribution of the random indices is made identical to the
normalized modulus of the impulse response of the corresponding conven-
tional filter. For indices with negative weights, data values are negated.
For a random index sequence s(n) the stochastic filter output is simply
y(n)��x(n�s(n)). The output of such a stochastic filter is noisy but it
is equal in the mean to the output of the corresponding conventional filter.
If the sequence of random indices is identically and independently distrib-
uted then the noise is spectrally white. Such a filter can be useful for
estimating spectral parameters with minimal computation. The principle is
illustrated by an application to double-talk detection for telephones.

10:30

3aSP6. Autonomous signal separation microphone system based on
the spatio-temporal gradient analysis. Kenbu Teramoto and Kosuke
Tsuruta �Dept. of Mech. Eng., SAGA Univ., SAGA, 8408502, Japan�

This paper presents a novel autonomous directivity microphone system
based on the newly proposed spatio-temporal blind source separation. Re-
cently, the methods of blind source separation and multi-deconvolution of
source signals have been proposed in various fields, especially, acoustic
applications including the cocktail-party problem. The blind source sepa-
ration principally uses no a priori knowledge about parameters of convo-
lution, filtering and mixing. In the simplest case of the blind source sepa-
ration problems, observed mixed signals are linear combinations of
unknown mutually statistically independent, zero-mean source signals.
The spatio-temporal blind signal separation algorithm utilizes the linearity
among the four signals: �1� temporal gradient, �2� x; �3� y ; and �4�
z-directional spatial gradients of the sound-pressure, all of which are gov-
erned by the equation of advection. The proposed method, therefore, has
an ability to simplify the convolution blind source separation problems
into the instantaneous blind source separation over the spatio-temporal
gradient space. The acoustical experiments are performed with the particle
velocity microphone �Microflown� successfully instead of sound pressure
microphones. Because, x; y ; and z-directional gradients of the sound pres-
sure are equivalent the temporal derivatives of the corresponding direc-
tional particle velocities theoretically.

10:45

3aSP7. Bayesian sampling with applications to energy decay analysis
in acoustically coupled spaces. Tomislav Jasa and Ning Xiang �School
of Architecture and Dept. of Electrical, Computer, and Systems Eng.,
Rensselaer Polytechnic Inst., Troy, NY 12180�

Bayesian inference comprises of parameter estimation and model
selection/comparison. A common approach to solving both of these prob-
lems has been to use statistical sampling techniques that are inherently
non-Bayesian. This paper presents new Bayesian sampling method that
solves both problems by changing the focus of Bayesian inference to the
model selection problem first. In the papers �N. Xiang and P. M. Goggins,
J. Acoust. Soc. Am. 110, 1415–1424 �2001�; 113, 2685–2697 �2003��, the
authors developed a model for the decay times and decay modes of acous-
tically coupled rooms in terms of measured Schroeder’s decay functions.
This paper shows how the Bayesian sampling method can be used to
evaluate the ‘‘Bayesian evidence’’ term used in model selection as well as
determining the decay times along with error estimates.

11:00

3aSP8. Adaptative Schur algorithm dedicated to underwater transient
signal processing. Maciej Lopatka �Lab. d’Informatique Industrielle et
Automatique, Univ. Paris XII, 61 av Gaulle, 94010 Créteil, France�,
Olivier Adam, Christophe Laplanche �Univ. Paris XII, France�, Jan
Zarzycki �Tech. Univ.of Wroclaw, Poland�, and Jean-François Motsch
�Univ. Paris XII, France�

The algorithm proposed by Lee and Morf �IEEE Transactions on Cir-
cuits and Systems 28�6� �1981�� which stems from the method defined by
Schur �Operator Theory: Advances & Application, Vol. 18 �Birk-Verlag,
1986�� has acquired a new significance �Zarzycki, Journal of Multidimen-
sional Systems & Signal Processing �Kluwer Academic, 2004��, due to its
performances and particularly due to its applications in real time, made
possible by the speed of processors available nowadays. Based on the
innovations filter principle, Schur’s proposal models the signal by calcu-
lating reflection coefficients, describing entirely the second-order signal.
The reflection coefficients can be simply transformed to the AR coeffi-
cients, from which one derives the time-frequency representation. We
compare performances of this approach with other time-frequency repre-
sentations commonly used in the signal processing �spectrogram, AR,
wavelet transform�; we subsequently present the results obtained for tran-
sitory underwater acoustic signals, which our laboratory is investigating.
The Lee and Morf algorithm offers an excellent tracking of the signal’s
characteristics and allows us to systematically detect transitory signals.
This is particularly pertinent to segmentation problems relating to the ap-
plication of underwater acoustics. The robustness of the Schur detector
and a resolution of the Schur time-frequency representation support the
resurgence of the Schur algorithm.

11:15

3aSP9. Laser Doppler signal for high amplitude sound wave. Jean-
Christophe Valiere, Solenn Moreau, Helene Bailliet �LEA–CNRS UMR
6609, Universite de Poitiers, France�, Philippe Herzog �LMA-CNRS,
Marseille, France�, and Laurent Simon �LAUM-CNRS 6613, Universite
du Maine, France�

Laser Doppler velocimetry �LDV� is now recognized as a very useful
technique for estimating acoustic velocity with a good time resolution in
many applications. Previous research showed that the most important pa-
rameter in LDV for acoustics is the particle displacement and particularly
its magnitude compared with the size of the probe volume formed by the
crossing of the laser beams. Specific techniques were developed to esti-
mate the acoustic wave when the displacement is of the same order of
magnitude as the probe diameter and when it is much smaller. In this
study, we investigate situations where the displacement is much higher
than the probe volume. The measuring process has been simulated numeri-
cally and it appears that the process leads to an under-estimation of the
velocity around zero. This under-estimation is due to the processing of the
laser Doppler signal in the case of high displacements. The associated
signal is a non poissonnian randomly sampled signal to which classical
processing methods are not adapted. It is compared to experimental sig-
nals obtained in the context of a study of non linear effects in an acoustic
wave guide. To this end, different processing of both simulated and ex-
perimental signals are presented and compared.

11:30

3aSP10. Cross-frequency Doppler sensitive signal processing. Ronald
A. Wagstaff �Natl. Ctr, for Physical Acoust., Univ. of Mississippi, Univ.,
MS 38677, rwagstaf@olemiss.edu�

When there is relative motion between an acoustic source and a re-
ceiver, a signal can be Doppler shifted in frequency and enter or leave the
processing bins of the conventional signal processor. The amount of the
shift is determined by the frequency and the rate of change in the distance
between the source and the receiver. This frequency Doppler shifting can
cause severe reductions in the processors performance. Special cross-
frequency signal processing algorithms have recently been developed to
mitigate the effects of Doppler. They do this by using calculation paths
that cut across frequency bins in order to follow signals during frequency
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shifting. Cross-frequency spectral grams of a fast-flying sound source
were compared to conventional grams, to evaluate the performance of this
new signal processing method. The Doppler shifts in the data ranged up to
70 contiguous frequency bins. The resulting cross-frequency grams
showed that three paths provided small to no improvement. Four paths
showed improvements for either up-frequency or down-frequency shifting,
but not for both. Two paths showed substantial improvement for both
up-frequency and down-frequency shifting. The cross-frequency paths will
be defined, and comparisons between conventional and cross-frequency
grams will be presented. �Work supported by Miltec Corporation.�

11:45

3aSP11. Eliminating clutter by coordinate zeroing. Harry DeFerrari
�RSMAS—Univ. of Miami, 4900 Rickenbacker Cswy, Miami, FL 33149�
and Andrew Rodgers �Woods Hole Group, East Falmouth, MA 02536�

Shallow water doppler sonar is limited by clutter that masks the pres-
ence of slow targets. Clutter arises from scattering from irregularities in

the bottom or from fish schools. If the source and receiver are fixed in a
bi-static sonar configuration, then the bottom scatterers �and sometimes
the fish� have only a zero doppler component. Clutter arises from the
doppler leakage resulting from sonar signals that are inherently short in
time and therefore cannot resolve bottom reverberation in frequency. Here
long continuous pulse compressions signals are considered �m-sequences�.
Ambiguity diagrams are compared with simple CW pulse and PCM
pulses. The unique correlation properties of M-sequences lead to a signal
sampling method that resolves sonar returns in complete ortho-normal
�CON� data sets. Zero doppler returns are identified as either direct arriv-
als or reverberation returns and then their particular coordinate can be set
zero �coordinate zeroing� without affecting other data points. In this way,
the zero-doppler bottom reverberation and all doppler leakage is elimi-
nated. As an example, the return from a slow doppler target is imbedded in
a very large number of reverberation returns that have higher signal level.
As the zero doppler contributions are removed by coordinate zeroing the
target becomes detectable.

WEDNESDAY MORNING, 18 MAY 2005 GEORGIA B, 8:15 A.M. TO 12:00 NOON

Session 3aUW

Underwater Acoustics and Acoustical Oceanography: Frequency Dependence of Sound Speed
and Attenuation in Marine Sediments I

Gopu Potty, Cochair
Dept. of Ocean Engineering, Univ. of Rhode Island, Narragansett, RI 02882

Peter H. Dahl, Cochair
Applied Physics Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105-6698

Chair’s Introduction—8:15

Invited Papers

8:20

3aUW1. Nonlinear frequency dependence of the effective seabottom acoustic attenuation from low-frequency field
measurements in shallow water. Ji-Xun Zhou and Xue-Zhen Zhang �Georgia Inst. of Technol., Atlanta, GA 30332-0405 and Inst.
of Acoust., Chinese Acad. of Sci., Beijing 100080, PROC�

Hamilton’s seabed geo-acoustic model, which is widely accepted, predicts that the attenuation of sound in marine sediments
increases linearly with frequency over the full frequency range of interest in ocean acoustics �a few hertz to megahertz�. However,
Biot-Stoll’s physics-based seabed geo-acoustic model predicts that the bottom attenuation should exhibit non-linear frequency depen-
dence, particularly in sandy bottoms. Since the publication of previous papers �Zhou, J. Acoust. Soc. Am. 78, 1003–1009 �1985�;
Kibblewhite, ibid. 86, 716–738 �1989��, more low-frequency field data, collected from different coastal zones around the world, have
shown inconsistencies with the often-used linear frequency dependence. This paper attempts to support the non-linear frequency
dependence of sea bottom attenuation through a review of shallow-water acoustic field measurements, with a special emphasis on the
50–1000 Hz frequency range. The relevant measurements include bottom reflection loss, sound transmission loss, dispersion analysis,
vertical coherence of both propagation and reverberation, normal-mode spatial filtering, and optimum frequency and transition range
of sound propagation. A non-linear frequency dependence of equivalent bottom acoustic attenuation, derived from these measure-
ments, will be introduced. �Work supported by ONR and NNSF of China.�

8:40

3aUW2. Overview of SAX99 and SAX04 measurements of sediment sound speed and attenuation. Eric I. Thorsos, Kevin L.
Williams, Darrell R. Jackson, and Dajun Tang �Appl. Phys. Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105,
eit@apl.washington.edu�

During SAX99 �for sediment acoustics experiment—1999� the sediment sound speed �125 Hz to 400 kHz� and attenuation �2.5 to
400 kHz� in sandy sediments were measured by a variety of techniques. The SAX99 site was 2 km from shore on the Florida
Panhandle near Fort Walton Beach in water of 18–19 m depth. SAX04 was held in the fall of 2004 at a site close to the SAX99 site,
about 1 km from shore in water of 17 m depth. The sediment sound speed and attenuation were again measured over a broad
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frequency range by multiple techniques, with even more attention paid to the low frequency band from 1–10 kHz. The results and
corresponding uncertainties from SAX99 will be reviewed, and the consistency with Biot model predictions and alternative models
�e.g., Buckingham’s model� will be discussed. An overview will then be presented of the recently completed SAX04 measurement
program on sediment sound speed and attenuation. �Work supported by ONR.�

9:00

3aUW3. Models for attenuation in marine sediments that incorporate structural relaxation processes. Allan D. Pierce,
William M. Carey �Boston Univ., Boston, MA 02215, adp@bu.edu�, and James F. Lynch �Woods Hole Oceanogr. Inst., Woods Hole,
MA 02543�

Biot’s model leads to an attenuation coefficient at low frequencies that is proportional to �2, and such is consistent with physical
models of viscous attenuation of fluid flows through narrow constrictions driven by pressure differences between larger fluid pockets
within the granular configuration. Much data suggests, however, that the attenuation coefficient is linear in � for some sediments and
over a wide range of frequencies. A common model that predicts such a dependence stems from theoretical work by Stoll and Bryan
�J. Acoust. Soc. Am. 47, 1440 �1970��, in which the elastic constants of the solid frame are taken to be complex numbers, with small
constant imaginary parts. Such invariably leads to a linear � dependence at sufficiently low frequencies and this conflicts with
common intuitive notions. The present paper incorporates structural relaxation, with a generalization of the formulations of Hall
�Phys. Rev. 73, 775 �1948�� and Nachman, Smith, and Waag �J. Acoust. Soc. Am. 88, 1584 �1990��. The mathematical form and
plausibility of such is established, and it is shown that the dependence is as �2 at low frequencies, and that a likely realization is one
where the dependence is linear in � at intermediate frequency ranges.

9:20

3aUW4. Propagation and reverberation implications of seabed dispersion. Henrik Schmidt �MIT, 77 Massachusetts Ave.,
Cambridge, MA 02139�

The significance of the seabed geoacoustic properties to shallow water acoustic propagation is well established, and consequently
the dispersion, or frequency dependence of the sound speed and the attenuation may be significant to the performance of broadband
acoustic systems, whether for acoustic sensing or for communication. On the other hand, it is equally well established that the seabed
significance is highly dependent on the system configuration, e.g., source and receiver depths, and the same will therefore obviously
be the case for the dispersion. This paper will review the propagation effects of frequency dependent seabed geoacoustics, under
characteristic seasonal environmental conditions, and typical system configurations. The associated implications to the acoustic system
performance will be discussed in the context of theoretical performance bounds, such as the Cramer-Rao lower bounds, using
established wave theory propagation models for range-independent and -dependent environments. Among the specific examples will
be the effect of strong sediment dispersion in sandy sediments on buried target detection by low-frequency SAS systems operating in
the 1–10 kHz regime, and broadband acoustic communication systems, including the effect of dispersion on seabed reverberation.
�Work supported by ONR.�

Contributed Papers

9:40

3aUW5. Attenuation in the sediment layers in East China Sea. Gopu
R. Potty and James H. Miller �Dept. of Ocean Eng., Univ. of Rhode
Island, Narragansett, RI 02882, potty@oce.uri.edu�

Compressional wave attenuation in the frequency range 50 to 350 Hz
is estimated using broadband data collected in the East China Sea. A
time-frequency analysis provides amplitudes of individual modes which
are used to estimate the modal attenuation coefficients. Different modes
are sensitive to sediment properties at different depths and this mode-
depth sensitivity is explored in a sensitivity study. Based on this sensitivity
study attenuation in different layers of the sediments will be estimated
using different modes which are sensitive at these depths. This is a varia-
tion of previous studies where different frequencies have been used to
invert for different sediment parameters using sub-space approaches. This
approach focuses the inversion to various layers �provided by the geophys-
ical surveys at the site� of the sediment and hence presents a tool to
describe the depth variations in the sediment. The attenuation versus fre-
quency behavior of the different sediment layers will be discussed. �Work
supported by ONR.�

9:55–10:15 Break

10:15

3aUW6. Measuring dispersion and attenuation in sediment at low
frequency. Steven A. Stotts, Robert A. Koch, and David P. Knobles
�Appl. Res. Labs., Univ. of Texas, P.O. Box 8029, Austin, TX 78713-8029,
stotts@arlut.utexas.edu�

Much work has been done at frequencies above 1 kHz to measure
sediment dispersion and attenuation and these results have been analyzed
within the context of various models such as Biot-Stoll, Buckingham, and
BICSQS. Some effort has been made to establish the frequency depen-
dence of sediment attenuation below 1 kHz, but few results are available
concerning dispersion in that frequency band. The present work examines
a technique for measuring low frequency sediment dispersion and attenu-
ation with a real dataset. Recently, data were collected off the coast of
Florida using implosive broadband sources to perform geo-acoustic inver-
sions. Previous inversion studies with this data ignored any dispersion
effects. �Stotts et al, J. Acoust. Soc. Am. 115, 1078–1102 �2004�.� The
environment was shown to consist of thin, hard, porous material less than
1 m thick overlying sand sediment. A ray trace plus plane-wave reflection
coefficient model was used for the analysis. Here, dispersion is repre-
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sented phenomenologically over a finite frequency band in the model by
allowing both the sound speed and attenuation to be frequency dependent
in both layers of a two-layer sediment plus substrate model.

10:30

3aUW7. Frequency dependence of posterior probability distributions
for Biot parameters. Tracianne B. Neilsen, Marcia Isakson �Appl. Res.
Labs., Univ. of Texas, P.O. Box 8029, Austin, TX 78713-8029,
neilsen@arlut.utexas.edu�, and Buye Xu �Brigham Young Univ., Provo,
UT 84602�

The Biot-Stoll poro-elastic model for sediments is parameterized by 13
properties. Initial investigations indicate that the individual Biot param-
eters influence reflection loss differently depending on the frequency range
of interest. A more extensive study of the frequency dependence of the
parameter sensitivities is performed by computing posterior probability
distributions �PPDs� �S. E. Dosso, J. Acoust. Soc. Am. 111, 129–142
�2002�� to determine which parameters most influence reflection loss for
each frequency decade from 100 Hz to 1 MHz. The sampling for the PPDs
is based on the least-squares error between simulated reflection coefficient
data and values modeled with the reflection module of OASES. �H.
Schmidt, ‘‘OASES Version 2.1 User Guide and Reference Manual,’’ De-
partment of Ocean Engineering, Massachusetts Institute of Technology,
1997.� The PPDs provide a quantitative value of the uncertainty in the
optimum parameter estimates obtained by sampling or inversion tech-
niques. A good value of the uncertainty is critical if one wants to use
parameter estimates obtained with data from one frequency range to pre-
dict acoustic response for a different frequency range. �Work supported by
the ONR.�

10:45

3aUW8. A hybrid model of sound propagation in unconsolidated
sediments. Brian T. Hefner and Kevin L. Williams �Appl. Phys. Lab.,
Univ. of Washington, Seattle, WA 98105�

Efforts to model sound speed and attenuation in sandy sediments have
centered on the use of theories for which either the relative motion of the
pore fluid is the dominant attenuation mechanism, such as Biot theory, or
the dominant loss mechanism is grain-to-grain friction. A recent model
which attempts to incorporate grain-to-grain loss mechanisms into a model
of sandy sediments was proposed by Buckingham. This model can fit the
frequency dependence of the attenuation measured in ocean sediments and
laboratory glass bead sediments, but it does not capture the sound speed
dispersion as effectively as Biot theory. The relative success of each model
suggests that both attenuation mechanisms may play important roles in
sediment acoustics. In order to explore this possibility, a hybrid model has
been developed which incorporates Buckingham’s grain-to-grain shearing
mechanisms into the frame moduli used in Biot theory. In the hybrid
model, the grain-to-grain losses dominate at high and very low frequencies
while pore fluid attenuation dominates at mid-frequencies where the sound
speed dispersion is the most pronounced. As a consequence, the hybrid
model is able to describe both the measured sound speed and attenuation
in ocean and laboratory sediments. �Work supported by ONR.�

11:00

3aUW9. Attenuation in sand sediments due to scattering from force
chains. Brian T. Hefner and Darrell R. Jackson �Appl. Phys. Lab., Univ.
of Washington, Seattle, WA 98105�

The stresses in a granular media, such as an ocean sediment, are
known to be heterogeneous and tend to form chains along which the
stresses are particularly high. Because the elastic properties of a granular
medium depend nonlinearly on the static forces between the grains, these
force chains should induce inhomogeneities in the frame moduli. The cor-
relation lengths of these inhomogeneities have been observed to be on the
order of only a few grain diameters and as a consequence have not been
thought to produce any significant scattering of acoustic energy. However,
for high frequency sound in a saturated granular medium, these inhomo-
geneities should be on the order of the slow compressional wave. As a

consequence, as the fast wave propagates through the sediment, it may
scatter energy into the slow wave which is then rapidly attenuated. This
scattering process may account for the deviation of the measured attenu-
ation from the predictions of Biot theory that have been observed in ocean
and laboratory sediments at high frequencies. We present a model of sound
propagation through sand sediments that incorporates this loss mechanism
and compare the results of this model to recent measurements. �Work
supported by ONR.�

11:15

3aUW10. Sediment layer perturbation influences on the frequency
dependence of effective bottom attenuation. James D. Nickila �Adv.
Sonar Technol. Div. Naval Undersea Warfare Ctr., Newport, RI 02841�,
Kevin B. Smith �Naval Postgrad. School, Monterey, CA 93943�, and
Gopu Potty �Univ. of Rhode Island, Narragansett, RI 02882�

Over the past several years, concern has grown over the appropriate-
ness of bottom attenuation models that assume a linear frequency depen-
dence. Empirical analyses of experimental data have suggested power law
dependence with frequency exponents as high as 1.7 and above, but with
large variability between geographic regions. �Zhou et al., J. Acoust. Soc.
Am. 82, 287–292 �1987�.� The fundamental cause of this dependence is
unknown. In this study, we investigate the effect of perturbations �both
random and deterministic� in the sediment layer on the effective attenua-
tion factor for a range of frequencies. A parabolic equation �PE� model is
used to generate the acoustic field for a given environmental realization.
The pressure field is decomposed using a normal mode expansion and an
effective attenuation factor is calculated. Regression is performed on the
resulting attenuation vs. frequency curve, with particular emphasis placed
on testing for non-linearity.

11:30

3aUW11. Dependence of modal attenuation coefficient frequency
variation on upper sediment attenuation. Wendy Saintval, William L.
Siegmann �Dept. of Mathematical Sci., Rensselaer Polytech. Inst., 110
15th St., Troy, NY 12180�, William M. Carey, Allan D. Pierce �Boston
Univ., Boston, MA 02115�, and James F. Lynch �Woods Hole Oceanogr.,
Inst., Woods Hole, MA 02543�

The range-averaged transmission loss increase in shallow water propa-
gation depends critically on the intrinsic attenuation of the upper sediment.
The attenuation coefficients of low-frequency (�1 kHz� propagating
modes determine the frequency dependence. Ingenito �J. Acoust. Soc. Am.
53, 858–863 �1973�� showed with measurements and theory that while
individual mode attenuation coefficients decrease with frequency f , the
sediment attenuation coefficient increases proportional to f 1.75. When re-
sults from many other shallow-water transmission experiments �broadband
and narrowband� over sandy-silty sediments are compared to numerical
calculations, it is found that a nonlinear-frequency dependent attenuation
is required with an exponent between 1.5 and 2. The question considered
here is how the intrinsic upper-sediment attenuation produces such behav-
ior. A recent simplification of the Biot model �A. D. Pierce et al., J.
Acoust. Soc. Am. 114, 2345 �2003�� has a power-law exponent of two.
With this frequency-dependent bottom attenuation, a two-layer Pekeris
waveguide yields modal attenuation coefficients that decrease with fre-
quency as observed by Ingenito. However, a depth-dependent attenuation
profile or a third near-surface layer with requisite properties can reverse
this behavior. This suggests why higher-frequency numerical computa-
tions may require nonlinear frequency-dependent sediment profiles to cal-
culate sound transmission accurately. �Work partially supported by ONR.�

11:45

3aUW12. Frequency dependence of the frame bulk moduli of
granular marine sediments. Masao Kimura �Dept. of Geo-Environ.
Technol., Tokai Univ., 3-20-1 Shimizu-Orido, Shizuoka, Shizuoka
424-8610, Japan, mkimura@scc.u-tokai.ac.jp�

The frame bulk modulus is important in analyzing the acoustic wave
propagation in porous granular marine sediments. As the value of the
frame bulk modulus, notable researchers in the community used about
108 Pa �constant value�. However, the measured frequency characteristics
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of the longitudinal wave velocity are not consistent with the calculated
characteristics using the constant frame bulk modulus using the Biot-Stoll
model. It was reported that the frame bulk moduli in water-saturated glass
beads and beach sands are about 109 Pa at the frequency of 500 kHz, and
are about ten times greater than that of air-saturated samples. It is also
seen that the frame bulk moduli have dependence on the grain size. More-
over, these phenomena can be explained using the gap stiffness model �M.

Kimura, J. Acoust. Soc. Am. 116, 2529 �2004��. The grain size dependence
of the frame bulk modulus suggests that there is the frequency dependence
of the modulus. In this study, the measured results of the frequency char-
acteristics of the longitudinal wave velocity in water-saturated glass beads
and beach sand are compared with the calculated results using the Biot-
Stoll model with the frequency dependent frame bulk modulus, derived
using the gap stiffness model.

WEDNESDAY MORNING, 18 MAY 2005 STANLEY ROOM, 8:00 TO 9:30 A.M.

Meeting of Accredited Standards Committee „ASC… S2 Mechanical Vibration and Shock

to be held jointly with the

ANSI-Accredited U.S. Technical Advisory Group „TAG… Meetings for:
ISOÕTC 108 Mechanical Vibration and Shock

ISOÕTC 108ÕSC 2 Measurement and evaluation of mechanical vibration and shock as applied
to machines, vehicles and structures

ISOÕTC 108ÕSC 3 Use and calibration of vibration and shock measuring instruments
ISOÕTC 108ÕSC 4 Human exposure to mechanical vibration and shock
ISOÕTC 108ÕSC 5 Condition monitoring and diagnostics of machines

and
ISOÕTC 108ÕSC 6 Vibration and shock generating systems

R. J. Peppin, Chair S2
5012 Macon Road, Rockville, MD 20852

D. J. Evans, Vice Chair S2 and Chair of the U.S. Technical Advisory Group �TAG� for ISO/TC 108
Mechanical Vibration and Shock

and Chair of the U.S. Technical Advisory Group �TAG� for ISO/TC 108/SC 3
Use and calibration of vibration and shock measuring devices

National Institute of Standards and Technology (NIST), 100 Bureau Drive, Stop 8221, Gaithersburg, MD 20899-8221

A. F. Kilcullen, Co-Chair of the U.S. Technical Advisory Group �TAG� for ISO/TC 108/SC 2
Measurement and evaluation of mechanical vibration and shock as applied to machines, vehicles and structures

5012 Woods Road, Hedgesville, WV 25427

R. Taddeo, Co-Chair of the U.S. Technical Advisory Group �TAG� for ISO/TC 108/SC 2
Measurement and evaluation of mechanical vibration and shock

as applied to machines, vehicles and structures
Naval Sea Systems Command 05T, 1339 Patterson Ave. SE, Stop 8800, Washington Navy Yard, Washington DC 20376-8800

D. D. Reynolds, Chair, U.S. Technical Advisory Group �TAG� for ISO/TC 108/SC 4
Human exposure to mechanical vibration and shock

3939 Briar Crest Court, Las Vegas, NV 89120

D. J. Vendittis, Chair of the U.S. Technical Advisory Group �TAG� for ISO/TC 108/SC 5
Conditon monitoring and diagnostics of machines

701 Northeast Harbour Terrace, Boca Raton, FL 33431

G. Booth, Chair of the U.S. Technical Advisory Group �TAG� for ISO/TC 108/SC 6
Vibration and shock generating systems

44 Bristol Street, Branford, CT 06405-4842

Accredited Standards Committee S2 on Mechanical Vibration and Shock. Working group chairs will report on the status of
various shock and vibration standards currently under development. Consideration will be given to new standards that might be
needed over the next few years. There will be a report on the interface of S2 activities with those of ISO/TC 108 and its subcom-
mittees including plans for future meetings of ISO/TC 108 and/or its Subcommittees. The Technical Advisory Groups for ISO/TC 108
and and its Subcommittees consists of members of S2 and other persons not necessarily members of those Committees. Open
discussion of committee reports is encouraged.
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Scope of S2: Standards, specifications, methods of measurement and test, and terminology in the field of mechanical vibration and
shock, and condition monitoring and diagnostics of machines, including the affects of exposure to mechanical vibration and shock on
humans, including those aspects which pertain to biological safety, tolerance and comfort.

WEDNESDAY MORNING, 18 MAY 2005 STANLEY ROOM, 10:30 A.M. TO 12:00 NOON

Meeting of Accredited Standards Committee „ASC… S3 Bioacoustics

R. F. Burkard, Chair S3
Hearing Research Laboratory, State University of New York at Buffalo, 215 Parker Hall, Buffalo, NY 14214

C. A. Champlin, Vice Chair S3
Department of Communication Sciences & Disorders, University of Texas, CMA 2-200, Austin, TX 78712

Accredited Standards Committee S3 on Bioacoustics. Working group chairs will report on the status of standards under develop-
ment. Consideration will be given to new standards that might be needed over the next few years. Open discussion of committee
reports is encouraged.

People interested in attending the meeting of the TAGs for ISO/TC 43 Acoustics and IEC/TC 29 Electroacoustics, take note - those
meetings will be held in conjunction with the Standards Plenary meeting at 10:30 a.m. on Tuesday, 17 May 2005.

Scope of S3: Standards, specifications, methods of measurement and test, and terminology in the fields of psychological and
physiological acoustics, including aspects of general acoustics, which pertain to biological safety, tolerance, and comfort.

WEDNESDAY AFTERNOON, 18 MAY 2005 REGENCY E, 1:00 TO 3:00 P.M.

Session 3pAA

Architectural Acoustics: Scattering in Architectural Acoustics

Kerrie G. Standlee, Chair
4900 SW Griffith Dr., Suite 216, Beaverton, OR 97005

Contributed Papers

1:00

3pAA1. Here and there, near and far: How proximity and separation
affect scattering in concert halls. James B. Lee �6016 S. E. Mitchell,
Portland, OR 97206�

Classical theory of scattering deals with plane waves, waves which are
so far from their source that they form straight fronts of sound, with
pressure amplitude and particle velocity exactly in phase. If such waves
are much larger than objects they encounter inverse fourth power �Ray-
leigh� scattering obtains; if the waves are about the same size as the
objects resonant �Mie� scattering occurs; if waves are much shorter than
the objects specular �Ufimtsev� scattering is the rule. These all affect
sound in the far field. But if sources are closer than a wavelength to
objects their waves encounter the plane approximation is not valid; pres-
sure amplitude and particle velocity are not in phase, so resonance-like
phenomena occur. These occur on stages of concert halls: bass instruments
producing waves 2 m or longer always are close to the floor; some, like
tympani and viols, can be close to vertical surfaces too. This sort of scat-
tering enhances fundamentals of notes with respect to the overtones,
strongly affecting the timbre of such instruments.

1:15

3pAA2. Diagnosing scattering with the Wigner distribution. James B.
Lee �6016 S. E. Mitchell, Portland, OR 97206�

The Wigner distribution resolves the power of a signal in both the time
domain and the frequency domain. It also is a complete representation
because it displays the relative phases of a signal’s components as cross-
products between them. This means that if one records the time-series of
an impulse response in a room and computes a Wigner distribution from it,
the kind of scattering, predominantly resonant or predominantly specular,
is readily apparent, because the phase response of each is radically differ-
ent. Specular scattering preserves the relative phases among components
comprising the initial impulse and so preserves the impulse itself; resonant
scattering randomizes the phases among components and so converts
an impulse into a wide band of frequencies spread smoothly in time.
Thus specular scattering tends to promote echoes and resonant scattering
tends to promote diffusion. Graphic examples of each are given in the
literature.
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1:30

3pAA3. The influence of surface diffusivity on reverberation time
prediction. Yan Zhang and Godfried Augenbroe �College of
Architecture, Georgia Inst. of Technol., Atlanta, GA 30332�

It has been reported in the literature that the reverberation time tends to
be overestimated if the ray-tracing simulation does not consider surface
scattering effects. However no simple, quantitative method is available to
estimate the effect of surface diffusivity on reverberation time. This article
provides such a model to establish the relation between reverberation time
and a surface diffusivity factor. It has also been observed that the influence
of scattering reflections increases when the material is less uniformly dis-
tributed. Therefore the authors studied the current prediction method with
non-uniformly distributed material and observed the following: Kutruff
equation based on the diffusive surface assumptions yields shorter rever-
beration times than Eyrings formula, while another equation containing
reflective assumptions yields longer RT than Eyrings formula. It is dem-
onstrated that the difference can reach up to 50%. Therefore the authors
propose a linear combination of these two equations, with the proportion
to each end determined by the surface diffusivity, assessed against Hann
and Fricks method. A comparison between Boston Symphony Hall and
New York Avery Fisher Hall is performed to demonstrate the significance
of the surface diffusivity, and a Monte-Carlo simulation is included to
support the result even under parameter uncertainties.

1:45

3pAA4. Aurally-adequate time-frequency analysis for scattered sound
in auditoria. Molly K. Norris, Ning Xiang, and Mendel Kleiner �Dept.
of Architectural Acoust., Rensselaer Polytechnic Inst., 110 8th St., Troy,
NY 12180�

The goal of this work was to apply an aurally-adequate time-frequency
analysis technique to the analysis of sound scattering effects in auditoria.
Time-frequency representations were developed as a motivated effort that
takes into account binaural hearing, with a specific implementation of
interaural cross-correlation process. A model of the human auditory sys-
tem was implemented in the MATLAB platform based on two previous
models �A. Härmä and K. Palomäki, HUTear, Espoo, Finland; and M. A.
Akeroyd, A. Binaural Cross-correlogram Toolbox for MATLAB �2001�,
University of Sussex, Brighton�. These stages include proper frequency
selectivity, the conversion of the mechanical motion of the basilar mem-
brane to neural impulses, and binaural hearing effects. The model was then
used in the analysis of room impulse responses with varying scattering
characteristics. This paper discusses the analysis results using simulated
and measured room impulse responses. �Work supported by the Frank H.
and Eva B. Buck Foundation.�

2:00

3pAA5. Characteristics of scattered sound from overhead reflector
arrays: Measurements at 1:8 and full scale. Timothy Gulsrud
�Kirkegaard Assoc., 954 Pearl St., Boulder, CO 80302, tgulsrud@
kirkegaard.com�

Measurements of sound scattering from reflector arrays have been car-
ried out both at 1:8 scale in a controlled environment and at full scale in a
concert hall. The results indicate wave interference between reflections
from adjacent panels, resulting in an audible comb filter-like effect. Impli-
cations for the appropriate degree of overlap in coverage of adjacent pan-
els will be discussed.

2:15

3pAA6. Effect of incidence angle and panel size on the phase of
scattered energy from panel arrays. Jonathan Rathsam, Lily M. Wang
�Architectural Eng. Program, Univ. of Nebraska Lincoln, 247 PKI, 1110 S.
67th St., Omaha, NE 68182-0681, jrathsam@mail.unomaha.edu�, and
Rendell R. Torres �Rensselaer Polytechnic Inst., Troy, NY 12180-3590�

This investigation focuses on factors that influence scattering from
different ceiling panel arrays �e.g., incidence angle, and array size and
density� by examining the scattered phase. A previous study by the third
author �Torres and Vorländer, Acta Acust. �in press�� measured impulse
responses using the maximum length sequence method at various receiver
positions from scale model panel arrays of different sizes and densities.
One interesting conclusion was that for multi-element arrays with panel
dimensions and separation on the order of a wavelength, the reflected
amplitude decreased, apparently due to destructive interference from inter-
panel scattering. Analysis focused on the magnitude of the frequency re-
sponse but the author noted that the phase curves could also contain in-
formation about scattered energy and the hypothesized inter-panel
scattering. What the phase curves reveal is the subject of this study. It is
expected that noticeable deviations from smoothness observed in the
phase curves indicate non-specular scattering from the panels. The fre-
quencies at which these deviations occur are examined to give insight into
how the geometrical conditions of the panel array affect scattering.

2:30

3pAA7. A comparison of partially specular radiosity and ray tracing
for room acoustics modeling. C. Walter BeamerIV �Dept. of Civil,
Env., and Arch. Eng., Univ. of Colorado, Boulder, CO 80309� and Ralph
T. Muehleisen �Illinois Inst. of Technol., Chicago, IL 60616�

Partially specular �PS� radiosity is an extended form of the general
radiosity method. Acoustic radiosity is a form of bulk transfer of radiant
acoustic energy. This bulk transfer is accomplished through a system of
energy balance equations that relate the bulk energy transfer of each sur-
face in the system to all other surfaces in the system. Until now acoustic
radiosity has been limited to modeling only diffuse surface reflection. The
new PS acoustic radiosity method can model all real surface types, diffuse,
specular and everything in between. PS acoustic radiosity also models all
real source types and distributions, not just point sources. The results of
the PS acoustic radiosity method are compared to those of well known ray
tracing programs. �Work supported by NSF.�

2:45

3pAA8. A new scattering method that combines roughness and
diffraction effects. Claus Lynge Christensen �Odeon A/S c/o Acoust.
Technol., rsted-DTU, Bldg. 352, DK-2800 Lyngby, Denmark�

Most of today’s room acoustics programs make use of scattering co-
efficients which are used in order to describe surface scattering �roughness
of material� and scattering of reflected sound caused by limited surface
size �diffraction�. A method which combines scattering caused by diffrac-
tion due to typical surface dimension, angle of incidence, and incident
path length with surface scattering is presented. Each of the two scattering
effects is modeled as frequency dependent functions. The benefits are
two-fold: �a� Separating the user specified surface scattering coefficient
from the room geometry, makes it easier for the user to make good guess-
timates of the coefficients which will be in better agreement with the ones
which can be measured. In many cases a scattering coefficient of say 1%
for all surfaces may be sufficient. �b� Scattering due to diffraction is dis-
tance and angle dependent and as such it is not known before the actual
raytracing or image source detection takes place. An example of this is
that a desktop will provide a strong specular component to its user
whereas it will provide scattered sound at far distances.
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WEDNESDAY AFTERNOON, 18 MAY 2005 PLAZA A, 1:30 TO 2:35 P.M.

Session 3pAO

Acoustical Oceanography: Acoustical Oceanography Prize Lecture

N. Ross Chapman, Chair
Univ. of Victoria, School of Earth and Ocean Sciences, Victoria, BC V8W 3P6, Canada

Chair’s Introduction—1:30

Invited Paper

1:35

3pAO1. Acoustic explorations of the upper ocean boundary layer. Svein Vagle �OSAP, Inst. of Ocean Sci., P.O. Box 6000,
Sidney, BC, Canada V8L 4B2, vagles@pac.dfo-mpo.gc.ca�

The upper ocean boundary layer is an important but difficult to probe part of the ocean. A better understanding of small scale
processes at the air-sea interface, including the vertical transfer of gases, heat, mass and momentum, are crucial to improving our
understanding of the coupling between atmosphere and ocean. Also, this part of the ocean contains a significant part of the total
biomass at all trophic levels and is therefore of great interest to researchers in a range of different fields. Innovative measurement
plays a critical role in developing our understanding of the processes involved in the boundary layer, and the availability of low-cost,
compact, digital signal processors and sonar technology in self-contained and cabled configurations has led to a number of exciting
developments. This talk summarizes some recent explorations of this dynamic boundary layer using both active and passive acoustics.
The resonant behavior of upper ocean bubbles combined with single and multi-frequency broad band active and passive devices are
now giving us invaluable information on air-sea gas transfer, estimation of biological production, marine mammal behavior, wind
speed and precipitation, surface and internal waves, turbulence, and acoustic communication in the surf zone.

WEDNESDAY AFTERNOON, 18 MAY 2005 PLAZA B AND C, 1:30 TO 3:15 P.M.

Session 3pID

Interdisciplinary: Hot Topics in Acoustics

Beverly A. Wright, Chair
Dept. of Communication Science and Disorders, Northwestern Univ., 2240 Campus Dr., Evanston, IL 60208

Chair’s Introduction—1:30

Invited Papers

1:35

3pID1. The Student Council. David T. Bradley �Univ. of Nebraska–Lincoln, 1110 S. 67th St., PKI 245 Omaha, NE 68182-0681,
dbradley@mail.unomaha.edu�

Throughout its history, the Society has been a strong advocate for students exploring the world of acoustics. However, only
recently was that support institutionalized and the responsibility placed in the hands of the students themselves. In the spring of 2000,
a nascent body was formed to address the needs and concerns of Student Members of the ASA. The Vancouver meeting marks the 5th
anniversary of this group, now formally known as the Student Council. The Council has evolved markedly in the past several years.
The Council is currently composed of one student representative from each of the 13 technical committees and one Student Chapter
Liaison. Recent student focused activities include the creation of a state-of-the-art website, the production of the first in a series of
fellowship/grant workshops, and the presentation of a new award honoring the efforts of mentors in the Society. The Councils main
focus is disseminating information of concern to students, advocating participation of students in Society activities and meetings, and
promoting Society membership benefits to potential student members. Current and future programming and opportunities available to
students, and those who work with students, will be presented and discussed.
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1:55

3pID2. The ASA Regional Chapters program. Elizabeth McLaughlin �Chair of Committee on Regional Chapters� and Juan
Arvelo �Co-Chair of Committee on Regional Chapters, Johns Hopkins Univ., Appl. Phys. Lab., 11100 Johns Hopkins Rd., Laurel, MD
20723-6099�

Are you involved in a Regional Chapter? The Regional Chapters Program certainly embraces the intent of our Society. ‘‘The ASA
was founded . . . to increase and diffuse the knowledge of acoustics and promote its practical applications. Any person . . . interested
in acoustics is eligible for membership.’’ The history and the activities of each Chapter are unique. There are currently twenty active
chapters uniquely positioned to promote acoustics through outreach and involvement with the public. There have been several new
developments in the Regional Chapters Program, the most exciting being the incorporation of Student Chapters! Our first, the
Nebraska Student Chapter, was approved at the 75th Meeting of the ASA in NYC. Several more are on their way! Existing Chapters
are revitalizing! The Washington DC Chapter has recently found new enthusiasm, re-establishing a robust program. A new student
scholarship has been organized thanks to the generosity of Larry and Julia Royster. Another recent enhancement is the expansion of
the Regional Chapters Website. There one can find useful materials including an updated Chapter Start-up Kit. Involvement in a
chapter is a great way to give back to the ASA, to learn, promote acoustics, to socialize, and to involve new persons in our exciting
field!

2:15

3pID3. Imaging for understanding speech communication: Advances and challenges. Shrikanth Narayanan �Signal and Image
Processing Inst., Univ. of Southern California, Viterbi School of Eng., Los Angeles, CA 90089-2564�

Research in speech communication has relied on a variety of instrumentation methods to illuminate details of speech production
and perception. One longstanding challenge has been the ability to examine real-time changes in the shaping of the vocal tract; a goal
that has been furthered by imaging techniques such as ultrasound, movement tracking, and magnetic resonance imaging. The spatial
and temporal resolution afforded by these techniques, however, has limited the scope of the investigations that could be carried out.
In this talk, we focus on some recent advances in magnetic resonance imaging that allow us to perform near real-time investigations
on the dynamics of vocal tract shaping during speech. Examples include Demolin et al. �2000� �4–5 images/second, ultra-fast turbo
spin echo� and Mady et al. �2001,2002� �8 images/second, T1 fast gradient echo�. A recent study by Narayanan et al. �2004� that used
a spiral readout scheme to accelerate image acquisition has allowed for image reconstruction rates of 24 images/second. While these
developments offer exciting prospects, a number of challenges lie ahead, including: �1� improving image acquisition protocols,
hardware for enhancing signal-to-noise ratio, and optimizing spatial sampling; �2� acquiring quality synchronized audio; and �3�
analyzing and modeling image data including cross-modality registration. �Work supported by NIH and NSF.�

2:35

3pID4. Some recent condensed-matter applications of physical acoustics. Albert Migliori �Los Alamos Natl. Lab., MS E536, Los
Alamos, NM 87545�

A non-inclusive sampling of recent advances in the application of physical acoustics to condensed matter physics is presented.
Work by Ogi et al. on resonant ultrasound microscopy to map nano-scale variations in elastic moduli provides a new twist to the use
of resonances. Laser-ultrasound studies by Wright and Matsuda on photoacoustic effects in ultra-thin metallic and semiconductor films
leads to new meso-scale ultrasound studies, while Isaak and Ohno push the symmetry limits and temperature range of resonant
ultrasound modulus studies. Migliori and Ledbetter extract the final pieces of an unusually-well-characterized charge-density-wave
phase transition and examine very odd elastic behavior in materials with negative thermal expansion, while Pantea demonstrates an
all-digital pulse echo system for high pressure work. Souslov probes hidden order with pulse-echo studies in pulsed magnetic fields.
�Work supported by the National Science Foundation, the Department of Energy and the State of Florida.�

2:55

3pID5. Speech perception in the presence of other sounds. C. J. Darwin �Dept. of Psychol., Univ. of Sussex, Brighton BN1 9QG,
UK�

The human listener’s remarkable ability to recognize speech when it is mixed with other sounds presents a challenge both to
models of speech perception and to approaches to speech recognition. This talk will review some of the work on how human listeners
can perceive speech in sound mixtures and will try to indicate areas that might be particularly fruitful for future research.
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WEDNESDAY AFTERNOON, 18 MAY 2005 GEORGIA A, 1:15 TO 2:45 P.M.

Session 3pSA

Structural Acoustics and Vibration: Approximation Techniques for Fluid Loading Effects II

Joel M. Garrelick, Cochair
Cambridge Acoustical Associates/ETC, 84 Sherman St., Cambridge, MA 02140

David Feit, Cochair
Applied Physical Sciences, Inc., 2 State St., New London, CT 06320

Invited Papers

1:15

3pSA1. Doubly asymptotic approximations for transient and time-harmonic acoustics. Thomas L. Geers �Dept. of Mech. Eng.,
Univ. of Colorado, Boulder, CO 80309-0427�

The development and application of doubly asymptotic approximations �DAAs� in computational structural acoustics are re-
viewed. Transient radiation/scattering is emphasized, but application to time-harmonic radiation/scattering is also addressed. DAAs
formulated for elastodynamic, poroelastic, and electromagnetic scattering are described that illustrate the breadth of application. The
advantages and limitations of DAAs are described, and their relation to retarded-potential, similarity-based, and infinite-element
methods are discussed.

1:45

3pSA2. Extension of infinite elements to explicit dynamic and eigenanalysis of submerged structures. Jeffrey Cipolla
�ABAQUS, Inc., 166 Valley St., Providence, RI 02909-2499�

Infinite elements are distinct from alternative methods for exterior problems in that, like a finite element, they describe a small
sub-region of the problem domain, and use locally supported shape functions to derive a method of weighted residuals statement
thereon. Until recently, transient analyses using explicit time-integration methods, and eigenanalysis, were not possible using infinite
elements. A formulation of acoustic infinite element compatible with implicit dynamics, time-harmonic acoustics, far-field extrapo-
lation, explicit dynamics, and eigenanalysis is described. First steps in the development are the adoption of a basis corresponding to
spherical radiating harmonics, the Bettess geometric map, and the Astley-Leis weighted residual formulation. A modified means to
compute the element integrals, and a modification of the spherical harmonic basis, improve numerical conditioning of the element and
stability of the formulation. The trivial frequency dependence of the Astley-Leis formulation, critical for its application to transient
problems, also enables a formulation for eigenanalysis, which will be discussed. Finally, a splitting of the element operator into
tangential mass- and stiffness-like terms enables a partial lumping of the element, and compatibility with explicit time integration
schemes. Importantly, this splitting preserves the essential radiation mode accuracy of the formulation. Some computational examples
are shown.

2:15

3pSA3. Numerical study of fluid loading approximations for submerged spherical shells using finite, infinite and boundary
element methods. Rui M. Botelho �Electric Boat Corp., Dept. 462–M.S. J129-2, 75 Eastern Point Rd., Groton, CT 06340-4989,
rbotelho@ebmail.gdeb.com�, Michael J. Butler �Electric Boat Corp., Groton, CT 06340-4989�, and John F. Waters �Electric Boat
Corp., Groton, CT 06340-4989�

Numerical studies were conducted to compare acoustic fluid loading approximations for submerged spherical shells. Rigid and
empty elastic shells submerged in a heavy acoustic fluid and subjected to harmonic excitation were considered. Solutions using
boundary elements, infinite elements, and analytical approximations were compared, with special attention to modeling the near-field
fluid beneath the infinite elements. In this case, the near-field fluid is typically modeled using fluid finite elements with frequency
dependent mesh refinement and radial extent. The spherical shell is modeled in the same manner using shell finite elements for both
boundary and infinite element solutions in order to provide a direct comparison of the fluid loading approximations. Convergence
studies involving the near-field fluid were performed with emphasis on the effects of meshing parameters, including refinement, mesh
grading, and polynomial order of the radial basis functions for p-version fluid finite elements. Results of interest include comparisons
of the submerged structural response, focusing on the reactive and resistance parts of the fluid impedance.
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WEDNESDAY AFTERNOON, 18 MAY 2005 GEORGIA B, 1:30 TO 2:45 P.M.

Session 3pUW

Underwater Acoustics and Acoustical Oceanography: Frequency Dependence of Sound Speed
and Attenuation in Marine Sediments II

Gopu Potty, Cochair
Dept. of Ocean Engineering, Univ. of Rhode Island, Narragansett, RI 02882

Peter H. Dahl, Cochair
Applied Physics Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105-6698

Contributed Papers

1:30

3pUW1. Frequency dependence of elliptical particle motion of
acoustic waves transmitted into the seabed from a point source in
water. David M. F. Chapman, Paul C. Hines, and John C. Osler
�Defence Res. and Development Canada Atlantic, P.O. Box 1012,
Dartmouth, NS, Canada B2Y 3Z7, dave.chapman@drdc-rddc.gc.ca�

When perpendicular components of the particle velocity of a continu-
ous acoustic wave have unequal amplitude and phase, the displacement
traces an elliptical path. This is caused by inhomogeneous waves and/or
losses in the medium. For spherical waves radiating from a point source in
water and transmitted into the seabed, the orientation of the elliptical orbit
varies with receiver location and frequency, and the ellipse major axis is
not always parallel to the direction of propagation suggested by Snell’s
law. If not accounted for, this could bias estimates of sediment sound
speed derived from particle velocity measurements. This presentation de-
scribes a simple orbit model based on numerical evaluation of integrals for
the transmitted field over the entire wavenumber range. The model pro-
vides rapid simulation of results for different experimental geometries and
source frequencies. The model is validated using an established full-field
model and compared with experimental data. �Work supported in part by
ONR Code 32.�

1:45

3pUW2. Acoustic velocity measurements in seafloor sands at
frequencies from 1 to 400 kHz. Michael A. Zimmer, L. Dale Bibee, and
Michael D. Richardson �Naval Res. Lab., 1005 Balch Blvd., Stennis
Space Center, MS 39529-5004�

We measured the acoustic velocity and attenuation at frequencies from
1 kHz to 400 kHz in shallow seafloor sands off Fort Walton Beach, FL,
USA. We used three separate systems with overlapping frequency ranges
in order to cover this entire frequency range. For frequencies from 1 to 20
kHz, we implanted a seafloor array of 35 hydrophones and 5 three-
component accelerometers at depths from 0 to 1 m over a 4 m by 4 m area,
and recorded signals from two acoustic sources positioned at offsets from
1 m to 20 m. Measurements from 15 to 120 kHz were made at 30-cm
sediment depths with the In Situ Sediment Acoustic Measurement System
�ISSAMS�, which consists of a linear array of 4 piezoelectric probes; the
outer probes transmit a single-frequency burst while the inner probes act
as receivers. Additionally, velocity measurements were made on diver-
collected cores �5–20 cm sediment depths� at frequencies from 50 to 400
kHz. We present comparisons of the measured frequency dependence of
the acoustic velocity and attenuation to theoretical predictions from vari-
ous constitutive and wave propagation models, parameterized with inputs
from detailed characterizations of diver-collected cores.

2:00

3pUW3. Inverting for sandy sediment sound speed in very shallow
water using boat noise. Dajun Tang �Appl. Phys. Lab, Univ. of
Washington, 1013 NE 40th St., Seattle, WA 98105�

Small boat propeller noise was recorded on a single hydrophone in
very shallow water for the purpose of estimating sediment sound speed.
The experiment was conducted near shore in water depth between 2 and
10 m. The sediment consisted of uniform sand. The lone hydrophone was
moored 2 m above the bottom at 6 m depth. A small boat traveling at
constant speed was used as the sound source, and ran both parallel and
perpendicular to shore. Thus, both the range independent waveguide case
and wedge shaped waveguide case could be investigated. The source
tracks were recorded by using a GPS recorder on the boat. Water depth in
the entire area was measured, as was the sound speed profile at the re-
ceiver. The processed date sets resulted in interference patterns in range-
frequency plots. Aided by numerical simulations, sediment sound speed
can be estimated over the frequency range of 500–4500 Hz. �Work sup-
ported by the U.S. Office of Naval Research.�

2:15

3pUW4. Effect of frequency dependence of complex sound speed on
impulse response in littoral seas. David Knobles �Appl. Res. Labs.,
Univ. of Texas, P.O. Box 8029, Austin, TX 78713-8029�

For certain classes of sediments common to littoral ocean environ-
ments, there exists theoretical reasons and experimental evidence that the
real part of the sound speed is frequency dependent. Further it has been
observed for more than 30 years that to model transmission loss data
below 1 kHz for such sediments, it is often required that the attenuation
possess a non-linear frequency dependence. However, analyses of broad-
band propagation below 2 kHz in littoral waveguides commonly assume
that sound speeds in marine sediments are frequency independent and that
the attenuation depends linearly on frequency. It is natural to explore how
the neglect of the frequency dependence of the complex sound speed
affects the predictability of broadband propagation and under what condi-
tions can inversion methods estimate the functional form of the frequency
dependence. In this study simulated impulse responses for typical littoral
waveguides over the 10–2000 Hz band are generated assuming a Biot-
Stoll formulation. The effects of the frequency dependence of the complex
sound speed on the impulse response are examined within the context of
how does one form a valid inverse problem that would allow for the
frequency dependence of the complex sound speed to be uniquely deter-
mined. �Work supported by ONR.�
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2:30

3pUW5. Longitudinal wave dispersion and attenuation in a two phase
granular material. Hasson Tavossi �Dept. of Physical and Environ.
Sci., Mesa State College, 1100 North Ave., Grand Junction, CO 81501�

Longitudinal elastic wave-velocity and attenuation in a two phase
granular material are investigated, in the cases of a random arrangement of
grains in contact with each other, surrounded by water or air. The velocity
dispersion and attenuation of a longitudinal wave are measured experi-
mentally, at low and high frequencies and are analyzed in light of a modi-

fied Biot theory. The results of these analyses on wave velocity and at-
tenuation are expressed as a function of frequency, grain size, porosity,
viscosity of the fluid phase, as well as elastic moduli and densities of the
solid and fluid phases. It is shown that longitudinal wave velocity in such
a material decreases with grain size and frequency at high frequencies.
Results obtained by increasing the grain size resemble those measured by
increasing the frequency. Wave attenuation is expressed as a function of
frequency, porosity, grain size and fluid viscosity. Theoretical results are
compared with the experimental findings on the wave velocity and
attenuation.

WEDNESDAY AFTERNOON, 18 MAY 2005 REGENCY A, B, C, 3:30 TO 5:30 P.M.

Plenary Session, Business Meeting and Awards Ceremony

William A. Kuperman, President
Acoustical Society of America

Stan E. Dosso, President
Canadian Acoustical Association

Welcome Remarks

Annual Business Meeting of the Acoustical Society of America

Presentation of Certificates to New Fellows

Catherine T. Best

Bennett M. Brooks

Michael G. Brown

Charles F. Gaumond

Murray R. Hodgson

Presentation of Acoustical Society Awards

Medwin Prize in Acoustical Oceanography to Svein Vagle

Silver Medal in Psychological and Physiological Acoustics to H. Steven Colburn

R. Bruce Lindsay Award to Lily M. Wang

Helmholtz-Rayleigh Interdisciplinary Silver Medal to Gilles A. Daigle

Gold Medal to Allan D. Pierce
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WEDNESDAY EVENING, 18 MAY 2005 REGENCY E, 6:30 TO 9:35 P.M.

Session 3eAA

Architectural Acoustics, Education in Acoustics, Noise and Psychological and Physiological Acoustics:
Topical Meeting on Classroom Acoustics—Public Forum

Murray R. Hodgson, Cochair

Univ. of British Columbia, School of Occupational and Environmental Hygiene, 2206 East Mall,
Vancouver, BC V6T 1Z3, Canada

Maureen MacDonald, Cochair

Elementary School Teacher, Vancouver, BC, Canada

Chair’s Introduction—6:30

6:35

3eAA1. The need for good acoustic design of schools. Bridget Shield �Dept. of Eng. Systems, Faculty of Eng. Sci. and Built
Environment, London South Bank Univ., London SE1 0AA, UK�

This paper gives an overview of research into classroom acoustics, highlighting the importance of a good acoustic environment in
schools to enhance teaching and learning. The paper is aimed at a general audience of people interested in education and school
design. In the past 30 years there has been a great deal of research into the effects of noise and poor acoustics in schools on children
and teachers. It has been shown in many studies that children have difficulty hearing and understanding their teachers in noise, and
both external environmental noise and noise within a school affect children’s academic performance. Furthermore many teachers
suffer from voice and throat problems which may be attributable to a poor acoustic environment in the classroom. The acoustic design
of a classroom has a direct influence upon noise levels and the intelligibility of speech. Poor sound insulation and excessive
reverberation have the potential to increase noise levels and reduce speech intelligibility. However, despite the introduction in many
countries of legislation or guidelines for acoustic design of schools, in general acoustics still has a low priority in school design and
many schools, old and new, fail to meet the current standards.

7:35–9:35
Panel Discussion
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ACOUSTICAL SOCIETY OF AMERICA

Silver Medal in

Psychological and Physiological Acoustics

H. Steven Colburn

2004

The Silver Medal is presented to individuals, without age limitation, for contributions to the advancement of science,
engineering, or human welfare through the application of acoustic principles, or through research accomplishment in
acoustics.

PREVIOUS RECIPIENTS

Lloyd A. Jeffress 1977
Ernest Glen Wever 1981
Eberhard Zwicker 1987
David M. Green 1990
Nathaniel I. Durlach 1994
Neal F. Viemeister 2001
Brian C. J. Moore 2002
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ENCOMIUM FOR H. STEVEN COLBURN

. . . for contributions to psychological and physiological aspects of binaural hearing

VANCOUVER, CANADA • 18 MAY 2005

Steve Colburn was born in Portsmouth, Ohio on June 23rd, 1941. He attended Clay Township
Rural High School in a farming community where his main interest was playing trumpet in the
high school band and in a ‘‘dance band’’. He moved to Boston in 1959 to attend the Massachusetts
Institute of Technology~MIT !, being only the second person from his high school to attend
college outside Ohio. He has lived and worked in Boston ever since.

At MIT Steve received S.B., S.M., and Ph.D. degrees during the 1960’s and served as a faculty
member in the Electrical Engineering Department for a number of years thereafter. From the early
1980’s to the present, he has been a faculty member in the Biomedical Engineering Department at
Boston University~BU!, serving as Chair of the Department for about a decade. Steve’s extended
family includes, in addition to his wife Theo, three sons, a daughter-in-law, and two grandchil-
dren.

Steve’s scientific contributions in the area of binaural hearing, his main area of interest, are
unique in their overall breadth; the extent to which they integrate perceptual data, physiological
data, and sophisticated mathematical modeling; and, more generally, their profound influence on
the criteria employed to define what it means to be a serious auditory scientist.

The breadth of his research is evident in his work published inThe Journal of the Acoustical
Society of America~JASA! over the past 40 years on the relation of binaural detection to lateral-
ization, the effects of envelope and carrier interaural time delays, the implications of frozen-noise
detection experiments for models of binaural detection, the roles played by peripheral versus
central limitations on perceptual performance, the challenges faced by the binaural system in
complex acoustic environments, and a large variety of issues associated with hearing impairments
and hearing aids~including cochlear implants!. Also noteworthy are the two review chapters in
The Handbook of Perceptionon binaural hearing that he coauthored in 1979 and that still serve as
major sources of information on both empirical and theoretical results underlying our understand-
ing of binaural hearing. Finally, and perhaps most importantly, Steve’s elaboration of Jeffress’
model of binaural interaction, which appears in various forms in many of his JASA articles, has
not only contributed greatly to binaural hearing theory, but also constitutes a wonderful tribute to
perhaps the most highly revered figure in this field~and the first Silver Medal recipient in Psy-
chological and Physiological Acoustics!.

Steve’s remarkable ability to exploit both experimental data and mathematical-modeling tools
to gain deep understanding of the auditory system is clearly evidenced by his research on the
performance that would be achieved by an ideal processor operating on the noisy outputs of the
peripheral processing observed in the auditory system. In general, this approach provides a ‘‘syn-
thetic surgical knife’’ to the problem of determining where in the auditory system the loss of
information about an acoustic stimulus is most severe. To the extent that performance of this
model matches the perceptual performance observed in humans, the major loss is in the periphery.
To the extent that the performance of the model exceeds that of the human, the major loss is
central. Steve’s exploitation of this approach in the area of binaural hearing began while he was
working with William Siebert at MIT in the 60’s and has continued to this day. As time passes and
quantitative physiological knowledge of neural activity includes increasingly central activity, the
points at which this ‘‘synthetic surgical knife’’ can be applied include increasingly central loca-
tions in the auditory system.

In addition to Steve’s outstanding direct contributions to auditory science, he has made enor-
mous indirect contributions via his teaching and administrative/organizational work. His devotion
to students and his excellence as a teacher are evidenced by his superior work as housemaster
while at MIT, the many teaching awards he has received at BU, the great warmth shown to him by
all of his students, and the substantial contributions these students have themselves made to
auditory science. His great skills as an administrator/organizer have been clearly revealed by his
work as Department Chair at BU; his creation and leadership of the Hearing Research Center at
BU ~which is recognized internationally as a leading center in auditory science!; his contributions
as an Associate Editor ofThe Journal of the Acoustical Society of America; and his service as a
member of various review committees of the National Institutes of Health. Most remarkable,
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perhaps, is his creation and leadership of the ‘‘Binaural Bash’’ at BU, an annual meeting dedicated
to informal exchange of ideas, problems, and results, which is attended by a wide variety of
scientists from all over the world.

As evidenced early on by his exploits as a mountain climber and cold-weather camper~who
used to enjoy sleeping in a tent on Mt. Washington at -30° with 40 mph winds!, Steve has a long
history of addressing and solving challenging problems of many kinds.

NATHANIEL I. DURLACH
CONSTANTINE TRAHIOTIS
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ACOUSTICAL SOCIETY OF AMERICA

R. BRUCE LINDSAY AWARD

Lily M. Wang

2005

The R. Bruce Lindsay Award �formerly the Biennial Award� is presented in the Spring to a member of the Society who is under
35 years of age on 1 January of the year of the Award and who, during a period of two or more years immediately preceding
the award, has been active in the affairs of the Society and has contributed substantially, through published papers, to the
advancement of theoretical or applied acoustics, or both. The award was presented biennially until 1986. It is now an annual
award.

PREVIOUS RECIPIENTS

Richard H. Bolt 1942
Leo L. Beranek 1944
Vincent Salmon 1946
Isadore Rudnick 1948
J. C. R. Licklider 1950
Osman K. Mawardi 1952
Uno Ingard 1954
Ernest Yeager 1956
Ira J. Hirsh 1956
Bruce P. Bogert 1958
Ira Dyer 1960
Alan Powell 1962
Tony F. W. Embleton 1964
David M. Green 1966
Emmanuel P. Papadakis 1968
Logan E. Hargrove 1970
Robert D. Finch 1972
Lawrence R. Rabiner 1974
Robert E. Apfel 1976
Henry E. Bass 1978
Peter H. Rogers 1980
Ralph N. Baer 1982

Peter N. Mikhalevsky 1984
William E. Cooper 1986
Ilene J. Busch-Vishniac 1987
Gilles A. Daigle 1988
Mark F. Hamilton 1989
Thomas J. Hofler 1990
Yves H. Berthelot 1991
Joseph M. Cuschieri 1991
Anthony A. Atchley 1992
Michael D. Collins 1993
Robert P. Carlyon 1994
Beverly A. Wright 1995
Victor W. Sparrow 1996
D. Keith Wilson 1997
Robert L. Clark 1998
Paul E. Barbone 1999
Robin O. Cleveland 2000
Andrew J. Oxenham 2001
James J. Finneran 2002
Thomas J. Royston 2002
Dani Byrd 2003
Michael R. Bailey 2004
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CITATION FOR LILY M. WANG

. . . for contributions to room and musical acoustics

VANCOUVER, CANADA • 18 MAY 2005

Lily Wang has a contagious enthusiasm for life and acoustics, reinforced with responsibility,
determination and resilience. Both of her parents were born in China and were raised in Taiwan.
After her father received his degrees, her family moved to Chattanooga, Tennessee where he
worked for the Tennessee Valley Authority. At the age of 11, Lily was involved in an automobile
accident that took her mother’s life. She continues to motivate herself with her mother’s image in
the back of her mind. While in high school she read about careers in architectural acoustics. This
led her to a Bachelor of Science degree in Civil Engineering �with a Certificate in Architecture�
from Princeton University, a Ph.D. in Acoustics from Penn State, an ASA Hunt Fellowship and a
faculty position in architectural acoustics at the University of Nebraska.

She graduated from an all-female high school as class Valedictorian and was selected to be a
United States Presidential Scholar, a program established to recognize and honor the nation’s most
distinguished graduating high school students. On her way to graduating from Princeton Magna
Cum Laude, Lily began her foray into acoustics with summer internships at Georgia Tech and
Jaffe Holden Associates, studying the integration of acoustics, aesthetics and technical design of
fabric tension membrane structures.

Lily won National Science Foundation �NSF� and American Association of University Women
�AAUW� fellowships to support her graduate studies in acoustics at Penn State. At Penn State, her
interest in music, acquired at the age of four, led to her study of the acoustic radiation from violins.
She recognized that there are three elements in the sound production from violins; excitation by
the bow/string interaction, vibration of the violin body and acoustic radiation from the body, and
that the last element had received far less attention than the first two elements. However, the
analysis of the acoustic radiation from violins: required visualization of the acoustic field with a
spatial resolution smaller than an acoustic wavelength. This required the application of nearfield
acoustical holography to a violin played continuously over long periods of time. Lily applied
ingenuity and tenacity in designing and building a bowing machine to excite violins and a
nearfield acoustical holography system that surrounded the bowed violin, within the budgetary
constraints typical of research on the acoustics of musical instruments. Her dissertation results
were received with great interest by the musical acoustics community. She was invited three times
to present papers at ASA meetings on her research. Her Ph.D. thesis led to several publications,
one in The Journal of the Acoustical Society of America. Carleen Hutchins �and people passing by
during a demonstration in Carleen’s driveway� were impressed with the bowing machine. Carleen
was also impressed with Lily, turning to me to tell me that she thought Lily knew more than I did.
She got no argument there. The bowing machine now hangs from the rafters of my garage. Lily
now says that she loved her time at Penn State, but only after the pain of sewing hundreds of horse
hairs into the belt used in the bowing machine has diminished with time.

In the midst of her Ph.D. studies, Lily worked one summer at Bell Laboratories with Gary Elko
on the application of boundary layer models to the turbulent field of a talker’s mouth during
speech plosives, and to methods of attenuation of the effects of the turbulent field. She demon-
strated her ability to mix theory and measurements in developing a simple model that produced
predictions that agreed with measured results.

Upon completion of her Ph.D., Lily was awarded the ASA F.V. Hunt Postdoctoral Research
Fellowship in Acoustics. She then returned to her first interest, architectural acoustics, to study the
subjective responses to acoustic fields in rooms, including auralization, at the Technical University
of Denmark with Anders Christian Gade and Jens Holger Rindel. Her work was valuable and she
has been invited back to the Technical University of Denmark to continue working on collecting
data that relate subjective responses and objective measures of acoustic fields in large spaces, one
of the most challenging problems in architectural acoustics. When Lily arrived at the University of
Nebraska, the Architectural Engineering Department Program in the Peter Kiewit Institute had no
acoustics program. In less than five years, she has developed one of the best programs in archi-
tectural acoustics in the country. She has transferred her enthusiasm to her students, many of
whom are now active in the Society. Her work on spatial impression of musical acoustical fields
in auditoria, objective measures in concert halls, effects of sound directivity and scattering on
auralization, computer modeling of acoustic fields in rooms, classroom acoustics, reverberation
and acoustic fields in coupled spaces, correlation of subjective and objective measures of speech
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intelligibility, and the combined effects of temperature and noise on human performance are well
known and favorably received as indicated by the seven invited ASA papers on these research
projects. Lily is now one of the ‘stars’ in architectural acoustics and her impact on building a
strong program at the University of Nebraska has been exemplary.

She is an active and popular contributor to the Society. In addition to being invited ten times to
present papers at ASA meetings, she was one of the nine young presenters selected to speak on the
future of acoustics at the Society’s 75th anniversary meeting in May 2004. Lily is now the chair of
the Architectural Acoustics technical committee, one of the largest and most active �and some-
times unwieldy� of the ASA technical committees. She is a member of the Newman Student
Award Fund Advisory Committee and the Committee on Women in Acoustics, and has worked
hard to develop the flourishing Architectural Acoustics Student Design competition.

In addition to her outstanding technical and educational contributions, Lily is a pleasure to be
with. She is always surrounded by people at ASA meetings. I am sure we will see a lot of Lily in
the future as she continues to serve the Society, the academic community and the world of
acoustics with distinction.

Lily lives with Oliver, who I am sure, is one spoiled cat.

COURTNEY B. BURROUGHS
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ACOUSTICAL SOCIETY OF AMERICA

Helmoholtz-Rayleigh Interdisciplinary

Silver Medal

in

Noise and Physical Acoustics

Gilles A. Daigle

2005

The Silver Medal is presented to individuals, without age limitation, for contributions to the advancement of science,
engineering, or human welfare through the application of acoustic principles, or through research accomplishment in
acoustics.
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CITATION FOR GILLES A. DAIGLE

••• for contributions to understanding the effects of micrometeorology, topography, and ground
properties on outdoor sound propagation

VANCOUVER, CANADA • 18 MAY 2005

Gilles Daigle received a B.Sc. in physics from the Universite´ de Moncton, New Brunswick, in
1975. He intended to do graduate work in nuclear physics, but that summer he worked as a student
in the Acoustics Section at the National Research Council~NRC! in Ottawa and Gilles’ career
path underwent an abrupt change. He decided he would prefer to pursue a life in acoustics instead.
NRC is not a degree-granting institution and so special arrangements were made with Carleton
University in Ottawa. Gilles did the required coursework at the university and the acoustical work,
both theoretical and experimental at NRC under the supervision of Tony Embleton and Joe Piercy.

Between 1975 and 1981 Gilles’ work was devoted mainly to measuring the meteorological
parameters of wind and temperature gradients, and the spectrum of sizes and intensity of turbu-
lence. He related these parameters theoretically and by measurement, under many different
weather conditions, to the resulting fluctuations of sound pressures. In this period, the titles of his
M.Sc, and Ph.D. theses were ‘‘Effects of atmospheric turbulence on the interference of acoustic
waves due to the presence of a boundary’’ and ‘‘Interference, diffraction and scattering of acoustic
waves in a turbulent atmosphere.’’ Apart from new theory, this work developed new measuring
techniques using very short-time-constant electrical thermoanemometers originally developed for
the air-conditioning and heating industry.

Since 1981 Gilles and his colleagues both at the National Research Council and elsewhere have
systematically measured, and compared with the new theories, each of the many mechanisms that
are relevant to sound propagation outdoors. These mechanisms include interference between direct
waves and those reflected at the ground surface~often at near-grazing incidence where ground
waves and surface waves can play a dominant role!, the acoustical properties of many types of
ground, diffraction over barriers, penetration into shadow zones, scattering by atmospheric turbu-
lence, and refraction by vertical gradients of wind and temperature. Also included in Gilles’ range
of studies are more complicated, but realistic, ground surfaces such as layers of snow over harder
ground surfaces and propagation across an asphalt-to-grass interface. Gilles’ contributions to
theoretical understanding, to experimental work indoors, and to field measurements outdoors have
been substantial and sometimes unique. He has provided a theoretical structure that unifies several
previously-incompatible databases and explains their deviations from traditional predictions.
These databases were derived either from drive-by tests of motor vehicles at ranges up to 50 feet,
from community noise measurements~50 to 1000 feet from the sources!, or from measured
aircraft or airport noise levels at ranges greater than a thousand feet. Often acousticians elsewhere
have studied parts of this technical area in greater depth but less breadth than Gilles’; but he has
worked in all the areas and so has a broad overview of the subject.

Gilles has shown that meteorological and topographical effects are noticeable and usually
dominant for all distances of propagation greater than a few feet. This work is laying the founda-
tion for community noise prediction schemes that can accurately predict sound levels for specific
rather than average situations. These include different daytime and nighttime atmospheric profiles,
and whether the listener is on the ground, in a highrise building, up a hillside or behind a hill. The
economic benefits of this more accurate knowledge are immense—consider the economic conse-
quences of decisions about the siting of airports and major highways, and the social benefits of
locating highway noise barriers where they will provide the expected acoustical performance.

The peer recognition accorded Gilles’ technical work is worldwide. The recognition started
early when he received the Governor General’s Gold Medal in 1975 from the Universite´ de
Moncton ~awarded annually to the top undergraduate student, one in each Canadian university!.
He received the R. B. Lindsay Award of the Acoustical Society in 1988 and was a Plenary Session
speaker at the 15th International Congress of Acoustics in Norway in 1995. He was a Guest
Researcher at the Agency of Industrial Science and Technology in Japan in 1996, was awarded the
Médaille Etrange`re by the Socie´té Française d’Acoustique in 2002, and has co-supervised over a
dozen M.Sc. and Ph.D. students in both Canadian and French universities.

Gilles serves the Acoustical Society with great energy and enthusiasm. He has been chair of the
Technical Committee on Physical Acoustics~1987-1990!, chair of the Committee on Meetings
~1996-1999!, Associate Editor ofThe Journal of the Acoustical Society of Americafor Noise and
its Effects and Control~1993-1997!, chair of the Ottawa meeting in 1993, member of the Medals
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and Awards Committee~1991-1994! and of the Nominating Committee for the 1993 election.
Gilles was elected as a member of the Executive Council~1992-1995!, as Vice-President Elect and
Vice President he served as an Officer of the Society from 1999 to 2001, and while Past Vice
President for one more year as a member of the Executive Council. Service to other acoustical
organizations includes serving as Secretary General of the International Commission on Acoustics
~1998-2001! and as its President~2001-2004!. For the International Institute of Noise Control
Engineering, he chaired an international study group on the effectiveness of roadside noise barri-
ers, was Vice President for Technical Initiatives~1996-2002! and is currently its President Elect.
Gilles has served different levels of government in a variety of ways, from training courses for
local police forces to being a technical expert on a federal government environmental panel on
military flying activities in Labrador and Quebec.

Gilles Daigle is a leader in the field of outdoor sound propagation with knowledge that spreads
beyond acoustics to encompass the related factors of topography and micrometeorology. He serves
as a leader of the international acoustical community through several of its societies and organi-
zations. It is fitting that today the Acoustical Society of America recognizes Gilles Daigle by its
most appropriate award, the Helmholtz-Rayleigh Interdisciplinary Silver Medal in Noise and
Physical Acoustics.

TONY F.W. EMBLETON
MICHAEL R. STINSON
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GOLD MEDAL
of the

Acoustical Society of America

Allan D. Pierce

2005

The Gold Medal is presented in the spring to a member of the Society, without age limitation, for contributions to
acoustics. The first Gold Medal was presented in 1954 on the occasion of the Society’s Twenty-Fifth Anniversary
Celebration and biennially until 1981. It is now an annual award.

PREVIOUS RECIPIENTS

Wallace Waterfall 1954
Floyd A. Firestone 1955
Harvey Fletcher 1957
Edward C. Wente 1959
Georg von Be´késy 1961
R. Bruce Lindsay 1963
Hallowell Davis 1965
Vern O. Knudsen 1967
Frederick V. Hunt 1969
Warren P. Mason 1971
Philip M. Morse 1973
Leo L. Beranek 1975
Raymond W. B. Stephens 1977
Richard H. Bolt 1979
Harry F. Olson 1981
Isadore Rudnick 1982
Martin Greenspan 1983
Robert T. Beyer 1984
Laurence Batchelder 1985
James L. Flanagan 1986

Cyril M. Harris 1987
Arthur H. Benade 1988
Richard K. Cook 1988
Lothar W. Cremer 1989
Eugen J. Skudrzyk 1990
Manfred R. Schroeder 1991
Ira J. Hirsh 1992
David T. Blackstock 1993
David M. Green 1994
Kenneth N. Stevens 1995
Ira Dyer 1996
K. Uno Ingard 1997
Floyd Dunn 1998
Henning E. von Gierke 1999
Murray Strasberg 2000
Herman Medwin 2001
Robert E. Apfel 2002
Tony F. W. Embleton 2002
Richard H. Lyon 2003
Chester M. McKinney 2004

2518 2518J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



2519 2519J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



CITATION FOR ALLAN D. PIERCE

. . . for contributions to physical, environmental, and structural acoustics, acoustics education,
and leadership as Editor-in-Chief of the Society.

VANCOUVER, CANADA • 18 MAY 2005
Iowa has made important contributions to acoustics; one of them is Allan Pierce, who was born

December 18, 1936 in Clarinda. Allan’s family lived in Wichita, Kansas during World War Two,
then moved to Las Cruces, New Mexico, where he attended New Mexico State University. Two
and a half years were sufficient for him to earn a B.S. with highest honors in Physics in 1957.
From there, he pursued his graduate studies in the Physics Department of the Massachusetts
Institute of Technology, which marks the beginning of his well-known affinity for the Boston area.
In 1962 he was awarded the Ph.D. in physics for his thesis on electron lattice interactions in the
Born-Oppenheimer approximation. With the encouragement of Philip Morse, who was on his
Ph.D. committee, Allan went to work for the Rand Corporation in Santa Monica. We are thankful
that Allan was new to the company. Otherwise Albert Latter probably would not have turned to
Allan when the senior researchers working in quantum physics turned down a project in atmo-
spheric propagation, thereby diverting Allan from the area of his doctoral work to acoustics.

Allan’s second stay in the Boston area came when he transferred to the Avco Corporation in
Wilmington from 1963 to 1966. He then returned to MIT as an Assistant Professor, where he was
promoted to Associate Professor in 1968. Allan departed for the warmer climate of Atlanta in
1973 when he moved to the Georgia Institute of Technology as a Professor of Mechanical Engi-
neering. He was awarded a Regents’ Professorship there in 1976. During his tenure at Georgia
Tech he had visiting positions at the Max Planck Institut fXr Strömungsforschung from 1976 to
1977, and the Transportation Systems Center of the U.S. Department of Transportation, which was
his third stay in Boston. He departed Georgia Tech in 1988 for Pennsylvania State University,
where he was a Professor and the Leonhard Chair Holder, with joint appointments in the Depart-
ment of Mechanical Engineering and the Graduate Program in Acoustics. His most recent return
to the Boston area was in 1993, when he became the Chair of the Department of Aerospace and
Mechanical Engineering at Boston University. He stepped down from that position in 1999, but
continues there as a Professor. Throughout his career, his wife Penelope Claffey, who he married
in 1961, has been by his side. She and their children, Jennifer and Bradford, are justifiably proud
of his accomplishments. He has successfully managed the difficult task of being a devoted hus-
band and father, while simultaneously being fully committed to his profession.

Allan is an intellectual in the truest sense. If you cannot find Allan during a professional
meeting, look for him in an antique bookstore. His interests are universal, and his research in a
diverse range of topics always blends physical insight and mathematical rigor. Allan’s early work
addressed propagation of sound in the atmosphere. In a Letter to the Editor inNature,he described
how the magnitude of an explosion could be determined from its measured waveform, which was
used to verify the ban on atmospheric testing of nuclear weapons, and subsequently to estimate the
magnitude of the Mt. Saint Helen’s eruption. His analysis explaining the effects of turbulence on
sonic boom rise time remains one of the best available theories. It was a logical transition for him
when he turned to problems in propagation in natural waveguides. The theory he developed to
predict propagation in natural waveguides whose properties vary slowly with horizontal distance is
still quoted today. Interestingly, this work was guided by analogies he drew with his thesis work.
In fact, Allan’s ability to recognize analogies between apparently different areas is an important
attribute of his approach.

A complete survey of Allan’s work would need to describe his contribution to development of
the surface variational principle for radiation and scattering, and his application of geometrical
acoustics concepts to describe wave propagation of plates and shells, which led to new insights
into the interpretation of experimental data. A hot topic several years ago was ‘‘fuzzy structures,’’
about which he provided mathematical insight to a much debated subject. One should also recog-
nize his efforts in laser generation of sound, and diffraction around thick barriers. In each area,
Allan’s papers are at the core, and often the first to be cited by others.

Research is only one aspect of Allan Pierce. He was the chief architect of two outstanding
programs in acoustics. At Georgia Tech, the prospect of working with him enticed several indi-
viduals, including me, to join the School of Mechanical Engineering. As department chair at
Boston University he convinced the administration to expand the faculty, with many of the sub-
sequently recruited faculty having research interests in acoustics. At Penn State, where the acous-
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tics program was highly respected prior to his arrival, Allan provided an intellectual focus as a
faculty colleague, as well as the Technical Director of the Center for Acoustics and Vibrations. In
every academic position Allan has held, he has had a profound impact on a generation of young
acousticians who he nurtured and mentored, and now are highly accomplished members of our
Society. An important aspect of Allan’s educational activities is his textbook,Acoustics: An Intro-
duction to Its Physical Principles and Applications,which is one of the best-sellers in the ASA
Books program. What a wonderful treatise it is, filled with theory, data, explanations, and refer-
ences. I begin each acoustics course by telling the students that they will hate using his book in
class, because it is more intense than most books they will encounter, but they will recognize upon
completion of their studies that it has made them an acoustics expert.

Perhaps education will be his greatest legacy, and yet there is much more that is important.
Allan is tireless in his professional activities, especially within our Society. Is there an area where
he has not participated? Is there an activity where he has not taken a leadership role? Technical
committees, Executive Council, Education, Membership, Chair of the American Society of Me-
chanical Engineers~ASME! Noise Control and Acoustics Committee, US National Committee for
Theoretical and Applied Mechanics, and countless other activities that do not show up on a
resume´. He was an area editor for ourJournal, founding co-editor of theJournal of Computational
Acousticsand co-editor of the Physical Acoustics series published by Academic Press. Presently
he is a member of the Editorial Board of theJournal of Sound and Vibration. All this while
serving as Editor-in-Chief for ourJournal. He has taken over in a perilous time, with technology
threatening our old ways. He has launched major initiatives to ensure that ourJournal continues
to be the premiere vessel for disseminating knowledge of acoustics. He has converted a part-time
job into a full-time avocation. There are no better hands than his to guide theJournal into the
future.

If Allen has an idol, it is Lord Rayleigh, which is a demonstration of the standards that he sets
for himself and others. Allan delivered the Rayleigh Lecture at the ASME annual meeting in 1992.
In November of last year at our meeting in San Diego, he was the first recipient of the Rossing
Prize in Acoustics Education, for which he gave an enthralling talk on the life of Rayleigh. An
incident when he was on the faculty of Georgia Tech vividly illustrates Allan’s esteem for Ray-
leigh. We were conducting the oral part of the Ph.D. qualifying exam in acoustics. One student had
done quite well, but we had some time left, so Allan asked him ‘‘Who was the greatest acousti-
cian?’’ The student had studied everything, but not in a historical context, and clearly was flus-
tered. After thinking for approximately a minute, he said to Allan ‘‘You!’’ Allan corrected him by
simply saying ‘‘Rayleigh’’, then thanked him for the compliment. The student passed despite this
serious gap in his knowledge!

Other recognitions Allan Pierce has received include the Senior U.S. Scientist Award from the
Alexander von Humboldt Foundation in 1976, the Silver Medal in Physical Acoustics from ASA
in 1991, and the Per Bruel Gold Medal for Noise Control and Acoustics from ASME in 1995. He
was named the Outstanding Thesis Advisor by the Georgia Tech Chapter of Sigma Xi in 1988. I
do not think that any one now alive has done as much as he to advance acoustics, not just as an
area in which to work, but as a place in which to make a home. It is most appropriate that the prior
recognitions of Allan Pierce’s contributions be capped by our Gold Medal.

JERRY H. GINSBERG
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THURSDAY MORNING, 19 MAY 2005 REGENCY E, 8:30 TO 11:35 A.M.

Session 4aAA

Architectural Acoustics and Noise: Preserving Acoustical Integrity in the Course of Renovation

Daniel R. Raichel, Chair
2727 Moore Ln., Fort Collins, CO 80526

Chair’s Introduction—8:30

Invited Papers

8:35

4aAA1. Renovating Teatro alla Scala Milano for the 21st century, Part I. Higini Arau �Travesera de Dalt, 118, 08024 Barcelona,
Spain, h.arau@arauacustica.com�

Teatro alla Scala of Milan, known simply as La Scala throughout the world, is an old but venerable opera house that achieved
legendary status in the world of music. A great number of singers of Olympian status have sung there; and major operas, among them
Verdi’s Falstaff and Otello and Puccini’s Turandot, premiered there. The 227-year-old theater is beloved with a passion by the
Milanese and the Italians, but it has suffered the ravages of time. It needed to be renovated in order to reverse material decay, meet
current fire codes and security requirements, incorporate a new HVAC system, and to accommodate badly needed modern stage
machinery. This renovation project took 3 years during which the theater was closed, and it included the construction of an elliptical
17-floor fly tower, designed by architect Mario Botta, for housing rehearsal rooms and serving as a scenery changing facility. The
renovation proposal originally aroused a strong sense of melodrama among the extremely excitable Italian opera buffs who feared the
desecration of their beloved edifice, but the acoustics and the beauty �carried out by Elisabetta Fabbri Architect� of the auditorium
were preserved �and even enhanced�. In this paper we explain how this project was achieved.

8:55

4aAA2. Renovating Teatro alla Scala Milano for the 21st century, Part II. Higini Arau �Travesera de Dalt, 118, 08024
Barcelona, Spain, h.arau@arauacustica.com�

The acoustic phase of La Scala renovation began in September 2002, after the main stalls and other sections of the theater were
demolished. This assignment was twofold: �a� design of the auxiliary building with architect Mario Botta, and more importantly, �b�
collaboration with architect Elisabetta Fabbri in restoration of the auditorium through acoustic analyses of proposed solutions. Only
one set of acoustical measurements was known to be taken before demolition; and reliance had to be placed on hearsay from audience
members. The author used his own computer program that included some of the salient features of other programs such as Odeon,
Epidaure, Raynoise, etc. but avoided their pitfalls. This program was the only one that correctly predicted the known RT of the
auditorium through the use of H. Arau Purchades formula �Arau, H., 1988. Acustica. Hirzel Verlag 65�4�, 163–180� and the authors
dimension theory �Arau, H. 1997. Variation of the reverberation time of places of public assembly. Building Acoustics 4�2�.�. A new
floor was designed to provide sufficient vibration transmission to the audience, actuating as a radiation box installed to direct sound
vertically. Music Director Ricardo Muti pronounced the acoustical results as being excellent.

9:15

4aAA3. Maintaining the acoustics of Boston Symphony Hall. Robert Berens, Benjamin Markham, and Carl Rosenberg �Acentech
Inc., 33 Moulton St., Cambridge, MA 02138, rberens@acentech.com�

Boston Symphony Hall celebrated its centennial in 2000; one of its biggest birthday presents was a new organ. More correctly, the
partially new and partially refurbished organ made its debut in October 2004, for James Levine’s inaugural concert as Music Director
of the Boston Symphony Orchestra. Symphony Hall’s original organ was replaced in 1949, but its replacement was never regarded as
a great concert instrument. While some wanted the new organ work to include turning the Hall into an organ showcase, the BSO
management was adamant that the acoustics of the Hall not be affected. Acentech was asked to provide technical oversight to help
minimize any such changes. Tests were conducted to assess the potential impacts that removal and renovation of the organ pipes could
have on Symphony Hall’s acoustics. Reverberation times were measured in the organ chamber, on-stage, and in the Hall. Remedial
measures were devised for use, if necessary, to counteract the expected changes in the organ chamber acoustics as the pipes were
removed. However, such changes showed little effect on the acoustics of the stage or the hall. This paper describes the work done
during the organ renovation process to protect the hallowed acoustics of Symphony Hall.
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9:35

4aAA4. Historical preservation of acoustics at Spelman College, Atlanta. Carl Rosenberg, Benjamin Markham �Acentech Inc.,
33 Moulton St., Cambridge, MA 02138, crosenberg@acentech.com�, and Barbara Kovacs Black �Surber Barber Choate & Hertlein
Architects, Inc., Atlanta, GA 30309�

In 1926, Spelman College in Atlanta dedicated its new Sisters Chapel, named after Laura Spelman Rockefeller and Lucy Maria
Spelman, mother and aunt of John D. Rockefeller, Jr., the major donor. The Chapel has around 1000 seats and serves as a major venue
for a myriad of programs, ceremonies, concerts, and student activities. In 2003, architects Surber Barber Choate and Hertlein were
commissioned to renovate and rehabilitate the chapel with air-conditioning, new toilet facilities, new roof, enlarged balcony, and new
sound system. The neo-classic pseudo Georgian basilica has a barrel vault running the length of the room. Sometime in the past,
probably around 1950, the chapel ceiling was covered with a sound absorbing acoustic tile, presumably to rectify a focusing problem
from the curved ceiling. With computer modeling, Acentech reconstructed the apparent acoustical problems and used this information
to guide a renovation. The goal was to recapture the visual aspects of the original design, enhance the reverberation for the renovated
Holtkamp organ and singing, and at the same time avoid any focusing problems for which the acoustic tile was presumably added. The
project included mechanical system noise and vibration control and a new highly directional sound system.

9:55

4aAA5. Barnum Hall—The continuing renovation of a Streamline Moderne theater. Neil A. Shaw �Menlo Sci. Acoust., Inc.
P.O. Box 1610, Topanga, CA 90290-1610, menlo@ieee.org�, Kenneth Koslow �Santa Monica Malibu Unified School District, Santa
Monica, CA 90404�, Jean Sedillos �Restore Barnum Hall, Santa Monica, CA 90403�, and Jim Mobley �Renkus-Heinz, Foothill
Ranch, CA 92610�

Barnum Hall, built by the WPA in 1937 and located on the campus of Santa Monica High School, was the first Santa Monica Civic
Auditorium. After 60 years it was closed for renovations. The building has historic significance, which placed some limitation on the
renovation design as to what could be done. Balancing the interests of the various stakeholders—the Santa Monica-Malibu Unified
School District, the City of Santa Monica Landmarks Commission, fund raisers, high school faculty, and community members, among
others—impacted the design and construction process. The first phase included expanding and modernizing the stage house and
surrounding support areas. Phase II of the work was concerned with mitigating the orchestra level rear wall reflections, modifying the
balcony nose profile, adding an orchestra pit lift, the purchase of a custom acoustical orchestra shell, and improving creature comfort
�air conditioning� and amenities �improving restrooms, creating a backstage area, and refurbishing 75% of the theater seats�. A study
of several sidewall shaping schemes were then analyzed to determine if the improvement in the level of envelopmental sound
warranted the cost. Phase III will see the installation of a modern sound reinforcement system and refurbishing the last section seats.

10:15–10:30 Break

10:30

4aAA6. Renovating cultural icons. Gregory Miller �Talaske, 105 N Oak Park Ave., Oak Park, IL 60301, greg@talaske.com�

Three case studies of historic renovations are presented where acoustics were a key component of the renovation process. Each
hall is an icon of the cultural life in the surrounding community. The first case study is Troy Savings Bank Music Hall, a late
nineteenth century musical gem where recent renovations �adding variable acoustic features� required that the unamplified acoustics
be unaltered. The second example, the Coronado Theatre in Rockford, Illinois, illustrates the sensitive modification of the acoustics in
a historic vaudeville house adapted to modern multi-use requirements. Finally, The Great Hall at The Cooper Union in New York City,
where Abraham Lincoln delivered his great ‘‘Right Makes Might’’ speech in 1860, is presented as an example of a renovation that
utterly destroyed a historic acoustic environment, and discusses how this can be avoided.

Contributed Papers

10:50

4aAA7. Returning an acoustic legend to its original glory „and then
some…. Scott Pfeiffer �Kirkegaard Assoc., 801 W. Adams St., 8th Fl.,
Chicago, IL 60607�

Hill Auditorium at the University of Michigan broke all of the rules of
modern day acoustic design, while still providing a tremendously reward-
ing experience for large audiences. The combination of diverse and in-
triguing programming by the University Music Society and the University
Music Department, including the use of the Frieze Memorial Organ, pro-
vides tremendous opportunities for the community of Ann Arbor, MI to
access great performances. The restoration project included air condition-
ing, elevators, and new sound systems. Additionally, improvements were
made with respect to seating; specifically, sightlines, accessible seating,
and under balcony seating were improved upon. This restoration project
provided opportunities to revitalize the already famous acoustics without
sacrificing unique and characteristic qualities of the hall. By drawing on

the original architects, Albert Kahn Associates, utilizing the expertise of
Quinn Evans Architects, as well as through the help of Gary Steffy Light-
ing, Fisher Dachs Associates, and many others in design and construction,
�most notably a great client in the University of Michigan�, the project
secured the 2004 AIA National Honor Award.

11:05

4aAA8. Preserving the acoustics of the Mahaiwe Theater. Ronald
Eligator �Acoust. Dimensions, 145 Huguenot St., New Rochelle, NY
10801, religator@acousticdimensions.com�

The Mahaiwe Theater, Great Barrington, Massachusetts, opened in
1905. It has been home to vaudeville, traveling Broadway shows, opera,
concerts, and movies. In 2003, the theater began a multi-phase renovation
project. The renovation project includes restoration of historic finishes,
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new seating, installation of air conditioning and heating systems, and in-
stallation of sound and projection systems. A stage shell for music perfor-
mances will also be installed. A key aspect of the renovation is the pres-
ervation of what has been widely regarded as excellent acoustics. Some
aspects of the original structure contributed to this reputation �e.g., room
shaping, finishes�, while others undoubtedly were less helpful �e.g., the
1905-era ventilation system�. The renovation provides an opportunity to
preserve the positive attributes of the room, while correcting the deficien-
cies. Among the key issues discussed are the design of historically-
sensitive finishes that respect the acoustic requirements of the multi-use
space, acoustical design of a new quiet air conditioning system, and design
of an enclosure for music ensembles.

11:20

4aAA9. Preservation of the acoustics of the Salt Lake Tabernacle,
Lessons learned from acoustical characterization of the hall. Sarah
Rollins and Timothy Leishman �Acoust. Res. Group, N283 ESC,
Brigham Young Univ., Provo, UT 84606, sr223@email.byu.edu �

Current and historical properties of the Salt Lake Tabernacle have been
investigated to characterize its unique acoustics. This characterization will
be used to help maintain the current acoustical conditions after a seismic
renovation. This paper discusses computer models developed for this pur-
pose and impulse response measurements taken to quantify the acoustics
in their current state. It also explores spatial variation of room acoustic
parameters derived from the models and measurements.

THURSDAY MORNING, 19 MAY 2005 PLAZA C, 8:15 TO 11:50 A.M.

Session 4aAB

Animal Bioacoustics: Tools for Animal Bioacoustics: New Designs and Directions I

William C. Burgess, Chair
Greeneridge Sciences, 6060 Graham Hill Rd., Felton, CA 95018

Chair’s Introduction—8:15

Invited Papers

8:20

4aAB1. A binaural acoustic recording tag reveals details of deep foraging in beaked whales. Mark Johnson, Peter Madsen,
Peter Tyack �Woods Hole Oceanograph. Inst., Woods Hole, MA 02543, majohnson@whoi.edu�, and Natacha Aguilar de Soto �Univ.
La Laguna, Tenerife, Spain�

A new acoustic and orientation recording tag �DTAG� for marine mammals contains two hydrophones, 25 mm apart, sampled at
192 kHz. Data are stored with loss-less compression in 6.6 GB of memory giving a 9.5 h recording capacity. Stereo DTAGs have been
attached with suction cups to Cuvier’s and Blainville’s beaked whales in Liguria and the Canary Islands. Both species make regular
clicks centered at 40 kHz during foraging dives. The DTAGs recorded clicks from the tagged whale and other whales nearby as well
as echoes from targets in the water. The angle-of-arrival �AoA� of these sounds was determined both by cross-correlation and
time-delay fitting of signals from the two hydrophones on the tag. The AoAs of clicks from tagged whales reveal that they turn their
heads from side-to-side while foraging while the AoAs of echoes are consistent with a beam-width of about 20. By scanning a narrow
acoustic beam, the whales may be able to search a large water volume while reducing clutter from multiple echoes. Frequent clicks
from untagged whales with distinct AoAs indicate that several whales forage together during deep dives and such group cohesion may
be a contributing factor to strandings of these species related to use of naval sonar.

8:40

4aAB2. Miniature self-contained acoustic recorders applied in a survey of beluga-whale populations in Knik Arm, Alaska.
William C. Burgess �Greeneridge Sci., 6060 Graham Hill Rd Ste F, Felton, CA 95018�, Michael T. Williams �LGL Alaska Res.
Assoc., Anchorage, AK 99518�, and Susanna B. Blackwell �Greeneridge Sci., Aptos, CA 95003�

Since 1995, acoustic recording tags attached to marine wildlife have increased our understanding of how animals use and respond
to sound. Tagging studies require these instruments to be designed for minimum size and maximum recording capability; however, by
designing for ease of use as well, a variety of other acoustic studies become feasible that could not otherwise be attempted for lack
of time, staff, or support. As a result, designing for ease of use multiplies the scientific power of acoustic recording tag technology. In
late 2004 four acoustic recording tags, known as Bioacoustic Probes and developed by Greeneridge with ONR support, were used as
fixed recorders in a primarily visual survey of beluga whales in the Knik Arm of Cook Inlet, Alaska. The study took place with a
compressed schedule and was staffed by field biologists with little time available for technical training on the use and maintenance of
the instruments. Designing the instruments for ease-of-use enabled the study to include an independent acoustic component for
assessing the presence or absence of beluga whales in areas that were being surveyed visually during daylight hours. �Work supported
by Knik Arm Bridge and Toll Authority.�
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9:00

4aAB3. Modular autonomous array deployments using passive acoustic time synchronization. Aaron Thode �Marine Physical
Lab., Scripps Inst. of Oceanogr., 9500 Gilman Dr., MC 0238, La Jolla, CA 92093-0238, thode@mpl.ucsd.edu� and William Burgess
�Greeneridge Sci., Felton, CA 95018�

Multi-element acoustic arrays generally use wired cable to transmit signals to a central recording location. While convenient,
hardwiring hydrophones together increases array fragility and field costs while decreasing deployment flexibility. It is thus difficult to
integrate acoustic array operations with field activities involving marine mammals in remote environments. Economic trends in the
cell-phone and consumer electronics industries, combined with recent trends in tagging technology development, have led to the
existence of compact low-power autonomous acoustic recorders that store data to either flash memory or small hard drives. In this
presentation it is shown how two or more autonomous recorders can be time-synchronized using passive acoustic measurements of the
background ambient noise field, effectively creating coherent array processing systems of varying aperture, spacing, and deployment
geometry. Configurations tested to date include short and large-aperture vertical arrays off the coasts of Australia and Alaska,
bottom-mounted horizontal arrays in San Ignacio Lagoon, Baja California, and instruments installed inside a glider. �Work sponsored
by ONR Acoustic Entry Level Faculty Award.�

9:20

4aAB4. High-frequency Acoustic Recording Package „HARP… for long-term monitoring of marine mammals. Sean Wiggins,
Chris Garsha, Kevin Hardy, and John Hildebrand �Scripps Inst. of Oceanogr., 9500 Gilman Dr. MPL-0205, La Jolla, CA 92093-0205�

Advancements in low-power and high-data-capacity computer technology during the past decade have been adapted to autono-
mously record sounds from whales over long time periods. Acoustic monitoring of whales has advantages over traditional visual
surveys including greater detection ranges, continuous long-term monitoring in remote locations under various weather conditions,
and lower cost. One currently used tool for providing long-term acoustic monitoring of marine mammals is an autonomous acoustic
recording package �ARP� which uses a tethered hydrophone above a seafloor-mounted instrument frame. Since 2000, ARPs have been
deployed to record baleen whale sounds in the Bering Sea, in the Beaufort Sea, in the Gulf of Alaska, off the coast of southern
California, around Antarctica and near Hawaii. ARP data have provided new information on the seasonal presence, abundance, call
character and patterns of calling whales. The need for a broader-band, higher-data capacity system capable of recording odontocete
whales, dolphins and porpoises for long time periods has prompted the development of a High-frequency Acoustic Recording Package
�HARP�. The HARP design is described and data analysis strategies are discussed using examples of HARP broad-band �sample rates
up to 200 kHz� recorded data.

9:40

4aAB5. A near-real-time acoustic detection and reporting system for endangered species in critical habitats. Christopher W.
Clark, Thomas Calupca �Bioacoustics Res. Program, Cornell Lab. of Ornithology, 159 Sapsucker Woods Rd., Ithaca, NY 14850�,
Douglas Gillespie �Intl. Fund for Animal Welfare, Yarmouth Port, MA 02675�, Keith Von der Heydt, and John Kemp �Woods Hole
Oceanograph. Inst., Woods Hole, MA 02543�

Passive acoustics is an effective mechanism for detection and recognition of species-specific sounds and can be a more cost-
effective approach than visual techniques for monitoring populations of rare or endangered species. A network of moored buoys has
been strategically deployed in and around Cape Cod Bay to report detections of northern right whales in critical habitat. Each buoy
continuously and automatically monitors for right whale contact calls and transmits detection and ambient noise data by cell or
satellite phone to Cornell University on a regular basis. Each day, validated data are automatically unloaded into a Website database
to provide on-line graphical and numerical data summaries. The array of three buoys deployed in the Bay will eventually be
synchronized to allow localization and tracking of individual animals. �Work supported by funds from the NOAA Right Whale Grants
Program and augmented by funds from the Commonwealth of Massachusetts Division of Marine Fisheries.�

10:00–10:10 Break

10:10

4aAB6. Extensible bioacoustical analysis software: Two examples. Harold G. Mills and Harold K. Figueroa �Bioacoustics Res.
Program, Cornell Lab. of Ornithology, 159 Sapsucker Woods Rd., Ithaca, NY 14850, hgm1@cornell.edu�

Two extensible software tools for bioacoustical analysis have been developed by the Bioacoustics Research Program at the Cornell
Laboratory of Ornithology. Each tool provides a framework for sound visualization and analysis, supporting both manual selection and
automatic detection of acoustic events in arbitrarily long recordings, manual annotation and automatic measurement of properties of
these events, and management of the created acoustic metadata. The acoustic events of interest might include animal vocalizations
and/or anthropogenic sounds. Simple examples of measurable event properties include duration, total energy, and spectrum. More
advanced measurements might classify sounds according to the species or individuals that produced them, or estimate the location of
a vocalizing animal. Both software tools can be extended in various ways, including the addition of new detectors and measurements.
It has been found that this extensibility adds great value to the tools by allowing them to be readily adapted for new applications by
bioacousticians or others with programming ability. It has also been found that such tools greatly facilitate the development of new
detection and measurement algorithms by allowing prototype algorithms to be rapidly evaluated. Several case studies are presented
that illustrate these principles. �Work supported in part by NSF.�
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10:30

4aAB7. Measurement of biosonar signals of echolocating bat during flight by a telemetry system. Hiroshi Riquimaroux �Dept.
of Knowledge Eng. and Comput. Sci., Doshisha Univ., Kyotanabe, Kyoto 610-0321, Japan�

A telemetry microphone system �Telemike� has been developed, which can be mounted on the bat’s head, to measure acoustic
characteristics of emitted pulses and returning echoes. The system allows us to monitor what the bat listens to during its flight. A
high-speed video camera system has been also adopted together with the Telemike to trace positions in space of the flying bat for
analyzing temporal pulse emission patterns. With those devices, how the CF-FM bats execute parallel time-sharing real-time process-
ing during their flight can be investigated. Doppler-shift compensation, echo amplitude compensation and processing for multiple
target detections were observed. Some of the evidence found by the Telemike will be introduced and discussed. �Work partly
supported by the Innovative Cluster Creation Project promoted by MEXT and by a grant to RCAST at Doshisha University from
MEXT.�

Contributed Papers

10:50

4aAB8. 3D modeling and animation techniques to elucidate
mechanisms of echolocation-based acoustic perception. Seth
Horowitz �Univ. at Stony Brook, Dept Psychiatry, HSC T-10 Rm. 086,
Stony Brook, NY 11794, shorowitz@neuropop.com� and James Simmons
�Brown Univ., Providence, RI 02912�

Current models of echolocation focus on the presence of specular
acoustic surface reflections or ‘‘glints’’ as the perceptual cues that provide
information about object distance and geometry. Using current material
and motion 3D modeling techniques for visual animation, we have devel-
oped models of common real-world elements that can be detected by bat
biosonar. By mapping acoustic reflectivity data from natural and artificial
targets onto luminosity, specularity and reflection coefficients for materials
and accurate spatial models of these objects, we have generated visual
glint-like reflections from object surfaces that are similar to echolocation
data. This allows us to create 3D visual animations of echolocation audi-
tory scenes. Using these animations, human observers can integrate object
shapes, sizes and movements based on gestalt grouping, particularly when
the target moves or the echolocation source is in moving in relation to the
target. These types of modeling tools may help elucidate the perceptual
phenomena arising from integration of the individual acoustic glint struc-
tures that allow bats and other echolocating animals to create complex
umwelts from auditory data.

11:05

4aAB9. The acoustic environment of the southern resident killer
whales in Haro Strait: Propagation modeling and analysis of field
measurements. Christopher Jones and Michael Wolfson �Appl. Phys.
Lab., Univ. of Washington, Seattle, WA 98105�

We will discuss the complicated shallow water acoustic environments
of the southern resident killer whales in the Haro Strait of the Puget Sound
through combined analysis of field measurements and acoustic propaga-
tion modeling in the frequency range of 1 to 20 kHz. Haro Strait is a
highly variable acoustic environment with active commercial shipping,
whale watching, and Naval activity. Southern resident killer whales are of
unique public concern in this area because of potentially high impact by
anthropogenic sound sources, either by auditory masking that may inter-
fere with foraging strategies or annoyance and disorientation due to com-
plicated reverberation. Predictive acoustic modeling in combination with
field measurements can aid in understanding the mechanisms of impact
and better inform assessment of the risk, providing a critical step towards
the quantitative evaluation of impact in the context of complicated envi-
ronments, changing background sound levels, and emerging management
issues. Preliminary results of modeling and analysis of data collected in
the summer of 2004 will be presented.

11:20

4aAB10. Ship strike acoustics. Edmund Gerstein, Joseph Blue
�Leviathan Legacy Inc., 1318 SW 14th St., Boca Raton, FL 33486�, and
Steve Forsythe �Naval Undersea Warfare Ctr., Newport, RI�

The confluence of Lloyds mirror effect together with acoustical shad-
owing and spherical spreading pose significant detection challenges for
whales and manatees. Direct measurements of approaching vessels using
horizontal and vertical hydrophone arrays demonstrate how the noise from
vessels can become indistinguishable from ambient noise. Geometric scat-
tering is also estimated for various hull dimensions as the acoustical shad-
ows cast ahead of ships provide no warning to animals near the surface
within the shadow zone. Animals at sufficient depths, or outside the
shadow boundaries that hear approaching vessels, may seek refuge near
the surface or directly in the path of vessels where it is relatively quiet.
Speed reductions proposed to reduce collisions do not address the under-
lying acoustical challenges marine mammals face. Field measurements
support predictions that noise intensity is proportional with vessel speed to
the 5th power. In multiple ship environments the acoustical masking chal-
lenges are greatest and noise from slow vessels operating in marine mam-
mal corridors can mask the sounds of distant faster moving vessels. A low
intensity bow-mounted projection system has been designed to selectively
fill-in acoustical shadows with modulated ship noise to mitigate masking
and near surface effects, and neutralize the dangerous ambiguity posed by
acoustical shadows.

11:35

4aAB11. Detection ranges for acoustic based manatee avoidance
technology. Richard Phillips �Dept. of Mech. and Aerosp. Eng., Univ. of
Florida, Gainesville, FL 32611-6250�, Christopher Niezrecki �Univ. of
Massachusetts Lowell, Lowell, MA 01854-2881,
Chris_Niezrecki@uml.edu�, and Diedrich O. Beusse �Univ. of Florida,
Gainesville, FL 32610-0126�

The West Indian manatee �Trichechus manatus latirostris� has become
endangered partly because of watercraft collisions in Florida’s coastal wa-
terways. Several boater warning systems, based upon manatee vocaliza-
tions, have been proposed to reduce the number of collisions. One aspect
of the feasibility of an acoustically based system relies upon the distance
at which a manatee vocalization is detectable. The magnitude of environ-
mental noise and manatee vocalizations, as well as the acoustic spreading
properties of the habitat will help to estimate the detection range of a
vocalizing manatee. This study combines measured source levels of mana-
tee vocalizations with the modeled acoustic properties of manatee habitats
to develop a method for determining hydrophone spacing requirements for
acoustically reliant manatee avoidance technologies. In quiet environ-
ments �background noise 70 dB� it was estimated that manatee vocaliza-
tions are detectable at approximately 250 m, with a 6 dB detection thresh-
old. In louder environments �background noise 100 dB� the detection
range drops to 2.5 m. Noise generated by boating traffic is also investi-
gated. In a habitat with 90 dB of background noise, a passing boat with a
maximum noise floor of 120 dB would be the limiting factor when it was
within approximately 100 m of the hydrophone.
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THURSDAY MORNING, 19 MAY 2005 REGENCY F, 9:00 TO 11:45 A.M.

Session 4aNS

Noise, ASA Committee on Standards and Engineering Acoustics: Noise Control Feasibility: Technical, Legal
and Economic Issues

John P. Seiler, Cochair
Mine Safety and Health Administration, Cochran Mill Rd., Pittsburgh, PA 15236

Angelo J. Campanella, Cochair
Campanella Associates, 3201 Ridgewood Dr., Hilliard, OH 43026-2453

Chair’s Introduction—9:00

Invited Paper

9:05

4aNS1. Industrial noise control—Technical and economic feasibility. Stephen I. Roth �Roth Acoust. Assoc., 2352 Norton Rd.,
Pittsburgh, PA 15241, sroth@rothacoustics.com�

Industrial noise control is too often considered technically not possible or economically infeasible. The use of ear protection
devices becomes the fallback approach to attempt to reduce the risk of worker hearing loss. In reality there are noise control
opportunities in industrial settings than are low cost and provide significant noise reduction without affecting production and main-
tenance practices. This paper will present mechanical and pneumatic noise controls that can be successfully applied to industrial
environments. This paper will also present information on OSHAs approach to determine whether engineering noise controls are
considered economically feasible.

Contributed Papers

9:25

4aNS2. The feasibility of noise and reverberation control for good
acoustics in classrooms. Bennett M. Brooks �Brooks Acoust. Corp., 27
Hartford Turnpike, Vernon, CT 06066, bbrooks@brooksacoustics.com�

The acoustics of classrooms has been the subject of increasing scru-
tiny, as good speech intelligibility is recognized as an essential feature of
an effective educational environment. There is consensus on the need for
low levels of background noise and reverberation. Acceptable values for
these parameters have been published as a standard �ANSI S12.60-2002�.
The technical feasibility of achieving these goals is well established. In the
US, few jurisdictions require that classrooms meet acoustical standards.
The limits to constructing acoustically adequate classrooms are primarily
economic. Perception and understanding of the issue are also important, as
those who specify and pay for classrooms, school boards and taxpayers,
are not those directly served in them, students. As the direct customers and
their immediate providers, teachers, have little power, feasibility depends
on competing priorities set by interested non-users. Therefore, advocates
must sell the cost/benefits to the decision makers. Widely scattered data
are available on costs as a percentage of the total school building project.
However, detailed cost data for individual mechanical system components
that meet noise standards are scarce. Also, long-term economic paybacks

must be quantified. Available cost data and areas needing better definition
are summarized here.

9:40

4aNS3. Low impact renovations with high performance sound
insulation. Kenneth P. Roy and Sean D. Browne �Armstrong Innovation
Ctr., 2500 Columbia Ave., Lancaster, PA 17604�

Architectural renovations, although often driven by visual objectives,
are a good opportunity to pursue acoustical interventions involving both
sound intrusions into a space, and sound quality of the acoustic environ-
ment within the space. A high priority is to keep the construction impact
low as it affects both project cost and schedule. Obviously, if the architec-
tural intervention can be accomplished using external measures such as the
addition of added elements to the existing structure, then that would be a
definite advantage. Test data will be presented for the application of sound
insulating/absorbing panels to existing drywall structures. It will be shown
that such an overlay panel can add sufficient damping to result in essen-
tially ‘‘mass law’’ performance of the system. This will not only result in
STC improvement, but more importantly will result in even higher voice
insulation between spaces. This effect will be auralized for comparison
listening purposes. If the added panel is also of a sound absorbing nature,
such as those used in the tested cases, then they will also have the effect of
adding to the receiving room sound performance.
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9:55

4aNS4. Structural vibration isolation design for a magnetic resonance
imaging „MRI… system. Chad Himmel �JEAcoust., 1705 W Koenig Ln,
Austin, TX 78756, info@jeacoustics.com�

This structural vibration control case study presents problems, con-
straints and design solutions for existing magnetic resonance imaging sys-
tem �MRI� installation in a medical office facility. Objective: Reduce MRI
noise received in adjacent, unrelated spaces. Manufacturer’s data indicated
that airborne MRI sound emissions could exceed permissible noise criteria
for nearby occupied rooms. Experience with MRI systems indicated pos-
sibility of structure borne vibration that could result in radiated noise in
other spaces. Structure borne vibration paths needed attenuation or isola-
tion, to prevent excessive or annoying and distracting noise to adjacent
office spaces. In addition, containment design was required for loud noises
in the magnet room. Measurements revealed transient vibration of building
floors, walls, and ceilings coincident with MRI operation. Measurements
also revealed transient airborne noise levels consistent with radiated sound
produced by vibration acceleration of large surfaces. Spectral analyses of
noise and vibration led to design of a retrofit vibration isolation mounting
scheme for the MRI on existing building floor. Design parameters in-
cluded structural resonance of slab, manufacturer’s allowable vibration for
MRI, and receiver room permissible criteria. Noise and vibration measure-
ments will show building conditions before and after implementation of
retrofit vibration isolation mounts. Plan and section drawings will illustrate
design solutions.

10:10–10:30 Break

10:30

4aNS5. MRI system vibration and noise considerations in hospital
design. Eric E. Ungar and Jeffrey A. Zapfe �Acentech, Inc., 33 Moulton
St., Cambridge, MA 02138, eungar@acentech.com�

Magnetic Resonance Imaging �MRI� systems are increasingly being
located on above-grade floors of hospital buildings. The floor structures
that support these systems need to provide vibration environments that
satisfy the system’s criteria, and airborne and structure-borne transmission
of noise to neighboring areas needs to be taken into account in order to
provide acceptable acoustical environments in these spaces. The funda-
mental operating principles of MRI systems are reviewed in relation to the
systems’ susceptibility to vibration and to their sound producing mecha-
nisms. Vibration criteria for some widely used systems are discussed and
spectra of airborne and structure-borne noise are illustrated. Means for
vibration control and for the attenuation of structurally transmitted sound
are delineated, together with architectural considerations for limiting noise
transmission to spaces adjacent to MRI suites.

10:45

4aNS6. Pyschoacoustical comparison of active versus passive noise
control techniques. Gerard Mangiante and Georges Canevet
�Laboratoire de Mecanique et d’Acoustique, CNRS, 31 Chemin
Joseph-Aiguier, 13402 Marseille Cedex 20, France�

Comparisons of active versus passive noise control techniques can be
found in various papers. However, this comparison mainly concerns eco-
nomic, operational, or technical considerations. The present contribution
aims at describing the psychoacoustical effects produced by some of the
classical solutions used in passive and active noise control. The models
introduced by Zwicker and his coworkers, and by Moore and Glasberg are
used to evaluate the auditory efficiency of passive and active noise control
techniques. Several types of signals were examined: �i� test signals ob-
tained with a band of noise embedded in a white noise or a pink noise; �ii�
actual environmental noises: noise produced by the turbine of an aircraft
or by a car engine, and several interior noises �locomotive, helicopter and
car�. It is shown that the modifications in the spectrum of a signal that can
be produced by active control are sometimes disappointing, because they

induce a subjective enhancement of the high-frequency portion of the
spectrum. What the listener then commonly reports is that overall the
signal has become slightly softer, but also more unpleasant. The use of a
hybrid noise control technique, combining active and passive control, can
greatly reduce this effect.

11:00

4aNS7. Adaptive multi-modal active noise control. Adam K. Smith,
Jeffrey S. Vipperman, and Daniel D. Budny �Univ. of Pittsburgh, Dept. of
Mech. Eng., 648 Benedum Hall, Pittsburgh, PA 15261�

Low frequency Active Noise Control �ANC� has been found to work
well for sound suppression in acoustic ducts. Feedforward and feedback
are the two distinct methods in which to implement �ANC� schemes. A
feedforward implementation is realized by utilizing a known disturbance
measurement �e.g. with a microphone�, and using the measurement to
compute the actuator �loudspeaker� signal. Feedback control modifies dy-
namics of an enclosed sound field to add damping. For example, one can
use a resonant filter in the feedback path that is tuned to a selected mode
in the enclosed sound field to be controlled. The resonant filter model is
similar to those used for positive position feedback �PPF� in structures. A
method of compensating the strong speaker dynamics �phase angle� was
recently investigated by Bisnette and Vipperman �2004�. The method was
found to improve the performance and stability of the controller. Here, the
above mentioned procedure is expounded upon to provide improved
multi-modal performance, using higher order band-bass filters. Methods
for adapting the controller parameters �e.g., gain, frequency, bandwidth�
are also presented.

11:15

4aNS8. Acoustic power and intensity control by absorptive materials
arrangement in an enclosure. Sung-Ho Cho and Yang-Hann Kim
�Dept. of Mech. Eng. KAIST, 373-1 Sci. Town, Daejon-shi, Korea�

This paper studies how the sound distribution of room or cavity is
affected by the absorptive materials arrangement on the wall. In other
words, we want to know, very specifically, how the change of boundary
condition affects rooms sound distribution. The boundary condition can be
modified by changing not only absorbents position but also its acoustic
impedance. The effect of changing boundary condition is expressed in
terms of modal admittance on the enclosures surface. What we have gotten
from this study is that the absorptive materials placement is closely related
to wave length, cavity size and geometry. The authors pay attention to the
intensity field, especially reactive intensity divergence in space. The diver-
gence of reactive component of intensity is directly related to acoustic
energy distribution which is composed of potential and kinetic energy.
Using acoustic energy balance equation, the relation between global noise
control performance and absorptive material arrangement is explained. In
this point of view, the possibility of global noise reduction will be dis-
cussed in terms of acoustic potential energy reduction.

11:30

4aNS9. Sound attenuation by lattices of rigid elliptic cylinders.
Daniel Torrent, Andreas Håkansson, and José Sánchez-Dehesa
�Nanophotonics Technol. Ctr., Tech. Univ. of Valencia, E-46022 Valencia,
Spain, jsdehesa@upvnet.upv.es�

The attenuation properties of acoustic barriers consisting of a few lay-
ers of rods with elliptical cross section has been studied by multiple scat-
tering theory. Their performance as a function of number of layers and
orientation of the ellipses will be reported and compared with similar
structures based on cylinders of circular section. A comparison with avail-
able experiments will also be presented. Finally, a genetic algorithm is
applied to optimize the attenuation in a wide range of frequencies. �Work
supported by MEC of Spain.�
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Session 4aPAa

Physical Acoustics, Biomedical UltrasoundÕBioresponse to Vibration and ASA Committee on Standards:
Cavitation and Other Mechanical Effects in Biomedical Ultrasound: A Special Session to Honor the Work

of Wesley Nyborg I

Lawrence A. Crum, Cochair
Applied Physics Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105-6698

Junru Wu, Cochair
Dept. of Physics, Univ. of Vermont, Burlington, VT 05405

Chair’s Introduction—7:55

Invited Papers

8:00

4aPAa1. Wes Nyborg: Scientist, role model, and friend. Marvin C. Ziskin �Ctr. for Biomed. Phys., Temple Univ. Med. School,
3420 N. Broad St., Philadelphia, PA 19140�

Wesley L. Nyborg obtained his Ph.D. degree in physics at Pennsylvania State College in 1947. He has held faculty positions at
Penn State, Brown University, and since 1960 has been at the University of Vermont where he is presently Emeritus Professor. Dr.
Nyborgs entire career has been devoted to biophysical acoustics: low frequencies at first, but since the early 50s ultrasonic frequencies
of biomedical interest. He has made significant contributions in many areas of ultrasound biophysics, especially in cavitation and other
non-thermal mechanisms relevant to biological effects. He has also derived a number of important relationships that are widely used
today in determining temperature elevation in clinical ultrasound examinations. He has been the role model and friend to many
colleagues, and has received many awards.

8:20

4aPAa2. Sound sources and propagation. Mahlon Burkhard �157 Stephen Ln., Charles Town, WV 25414�

From July 1945 through May 1950, the Acoustics Laboratory of the Department of Physics at Pennsylvania State �College�
University conducted ‘‘investigations concerning the production and propagation of sound, both sonic and ultrasonic, in the lower
atomosphere, through the ground, and in other media.’’ Wesley L. Nyborg was a key member of the group of 53 researchers employed
in the program at some-time during the period. A sound source used extensively in the study of ultrasonic propagation in the
atmosphere was a small whistle. ‘‘Edge tones’’ generated by a jet of air impinging on a narrow object are phenomena critical to the
operation of these whistles as well as organ pipes and many sounds associated with fluid flow. Because the sound can be controlled
and levels can be quite high, one proposed application was as a source for radiating small quantities of liquids with ultrasound. In
addition to developing a physical understanding of this sound generation mechanism, Nyborg participated in studies and analysis of
the influence of micrometeorology on propagation of high frequency sound in the atmosphere.

8:40

4aPAa3. Infrasonic tonal resonances of tropical hurricanes. Samuel A. Elder �Phys. Dept., U.S. Naval Acad., Annapolis, MD
21402�

In news pictures saturating the media last summer there is contained subtle but compelling evidence that tropical hurricanes emit
intense and extremely low-frequency tones, originating in the eye. The excellent symmetry of a well-formed eye predisposes the
central cavity of a hurricane to resonate in the normal modes of a low-Q nearly cylindrical chamber, due to the slight mismatch in
sound speed at the eye wall. Second order perturbation analysis of interaction between eye-modes and steady wind corkscrewing up
through the eye has confirmed that positive feedback is generated, the condition for self-excited oscillation. Dimensions and speed of
typical hurricanes require that the tones have frequencies on the order of 1/100 of 1 Hz, which is doubtless the reason why they have
escaped previous detection. Visual evidence appears in multiple alternating rain and dry bands that originate around the inner
circumference of the eye wall, observable in aerial photos by NOAA. These are most easily explained as due to intense acoustically-
driven temperature oscillations about the dew point, inside the eye. For a given hurricane, the actual tonal frequencies can be deduced
from the spacing of these startups.
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9:00

4aPAa4. Some medical applications of acoustic streaming. Lawrence A. Crum �Ctr. for Industrial and Medical Ultrasound, Appl.
Phys. Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105�

Classical acoustic streaming results when an acoustic field is absorbed in a liquid, and the resulting momentum transfer causes the
liquid to be translated. Acoustic microstreaming results when a bubble or other compressible entity is caused to oscillate by an
acoustic field and hydrodynamic flow is induced in the vicinity of the oscillating surface. Much of the pioneering work on this general
topic was performed by Wesley Nyborg and his students at the University of Vermont. There are a number of conditions for which
acoustic streaming can be useful in medical ultrasound; e.g., one can enhance diffusion rates of drugs by inducing streaming at a
specific site in tissue; together with Doppler imaging, one can determine the consistency of a particular sample of fluid, such as a
blood clot. These and other examples of the use of streaming in medical ultrasound will be presented. �Work supported in part by the
NIH and NSBRI.�

9:20

4aPAa5. The mechanical index and cavitation in tissue. Charles C. Church and Xinmai Yang �Natl. Ctr. for Physical Acoust.,
Univ. of Mississippi, University, MS 38677�

The mechanical index �MI� quantifies the likelihood that exposure to diagnostic ultrasound will produce an adverse biological
effect by a nonthermal mechanism. The current formulation of the MI is based on inertial cavitation thresholds in two liquids, water
and blood, as calculated by Apfel and Holland �Ultrasound Med. Biol. 17, 179–185 �1991��. Although tissue contains a high
proportion of water, it is not a liquid but a viscoelastic solid. The importance of this difference was studied by deriving a Keller-
Miksis-like equation assuming a gas bubble in a linear Voigt solid and performing numerical computations similar to the analytical
work underlying the MI. Thresholds for inertial cavitation were determined for pulse lengths of 1–14 acoustic periods, equilibrium
bubble radii (Ro) of 0.1–10.0 mm, a frequency range of 0.5–15.0 MHz, 2 threshold (Pt) criteria: Rmax�2Ro , and Tmax

�5000 K, and tissue elasticities and viscosities of G�0, 0.5, 1.0 or 1.5 MPa and ��0.005 or 0.015 Pa•s; which span the range of
values for soft tissue. It is found that thresholds in tissue are up to 10 times those in liquid, and that Pt increases nearly linearly with
frequency. The relevance of these results to ultrasound safety will be discussed.

9:40

4aPAa6. Wesley Nyborg and bioacoustics at the University of Vermont. Junru Wu �Dept of Phys., Univ. of Vermont, Burlington,
VT 05405�

Wes Nyborg came to UVM in 1960. Burlington, Vermont has become his home. He did his most pioneering research in micros-
treaming, acoustic radiation pressure and bioeffects of ultrasound at UVM. His research was continuously supported over 20 years by
NIH. In 1987, after receiving Ph.D. in Physics and working with Isadore Rudnick for two years as a postdoc in the field of nonlinear
physics, I joined the faculty of the University of Vermont as an assistant professor. Dr. Nyborg just retired from teaching in 1986. He
was the person who convinced me to start research in the field of biomedical ultrasound. This presentation will review the develop-
ment and achievement of bioacoustics at UVM and will also introduce him as a mentor, friend, colleague and collaborator.

Contributed Papers

10:00–10:30 Break

10:30

4aPAa7. A technique for monitoring and controlling cavitation
activity during high intensity focused ultrasound application. Charles
R. Thomas, Caleb H. Farny, Ronald A. Roy, and R. Glynn Holt �Dept. of
Aerosp. and Mech. Eng., Boston Univ., 110 Cummington Streeet, Boston,
MA 02215�

It has been reported that cavitation can lead to enhanced heating in the
focal region of a HIFU source. In order to exploit this heating for in vivo
use, it is essential that the cavitation only occur in the focal region. Thus,
the onset and evolution of inertial cavitation activity must be monitored
and controlled during HIFU therapy. One candidate sensor is a confocally-
aligned passive cavitation detector; however this would add complexity to
a clinical HIFU applicator. Instead we propose that the HIFU source itself
can serve as a monitoring device. The combination of broadband acoustic
emissions �inertial cavitation� and backscatter �stable cavities� emanating
from the HIFU focus manifests itself as fluctuations of the otherwise con-
stant driving voltage amplitude, providing a convenient means for sensing
cavitation activity. We will present results of experiments assessing the
feasibility of using the variance in the amplitude of the HIFU drive voltage
as a feedback control signal. Success is determined by the shape of the
lesion created using supplemental control compared to the shape obtained
otherwise. Two independent control parameters were used: the amplitude
and the duty cycle of the HIFU. �Work supported by the Department of the
Army award DAMD17-02-2-0014.�

10:45

4aPAa8. Spherical bubble pulsation between parallel plates. Jianying
Cui, Mark F. Hamilton �Dept. of Mech. Eng., Univ. of Texas, 1 University
Station C2200, Austin, TX 78712-0292�, Preston S. Wilson, and Evgenia
A. Zabolotskaya �Univ. of Texas, Austin, TX 78713-8029�

A simple model is proposed for investigating bubble pulsation in a
constrained medium. In free space, compressibility of the surrounding
medium introduces primarily radiation losses that can often be neglected.
In a constrained medium, compressibility plays an essential role. The ex-
ample we investigate here is linear pulsation of an acoustically driven
spherical bubble between two parallel rigid plates. The method of images
is used to obtain a bubble dynamic equation that accounts for time delays
associated with reflections of pressure waves radiated by the bubble. When
the bubble is midway between the plates, the series of terms for the re-
flections can be expressed in closed form. For narrow plate separations,
less than about ten bubble diameters, the bubble resonance frequency is
reduced from its value in a free field due to increased effective inertia of
the liquid, and radiation damping is increased. For larger plate separations,
but less than the acoustic wavelength, the quality factor associated with
radiation damping is proportional to plate separation. If effects of com-
pressibility are ignored, the effective inertia becomes infinite, and bubble
pulsation is prohibited by the equations of fluid mechanics. �Work sup-
ported by NIH Grant EB004047 and ARL IR&D funds.�
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11:00

4aPAa9. Evaluation of backscattered intensity to quantify the
destruction rate of echogenic liposomes. Tyrone M. Porter, Sampada S.
Vaidya, Christy K. Holland �Dept. of Biomed. Eng., Univ. of Cincinnati,
Cincinnati, OH 45267�, Shao-Ling Huang, Robert C. MacDonald
�Northwestern Univ., Evanston, IL�, and David D. McPherson
�Northwestern Univ., Chicago, IL�

Echogenic liposomes �ELIP� are vesicles with a phospholipid bilayer
shell that can serve as ultrasound contrast agents �UCA� for diagnostic
purposes and for targeted drug delivery. The efficacy of ELIP as an UCA
depends upon its stability in an acoustic field, whereas the use of ELIP for
drug delivery will require releasing the encapsulated drug rapidly at the
desired treatment site. The objective of this study was to evaluate the rate
of destruction of ELIP as a function of pressure and pulse repetition fre-
quency �PRF�. Assuming ELIP destruction is directly related to its echoge-
nicity, transducers with center frequencies of 3.5, 7.5, and 10 MHz were
used to acquire pulse-echo data from ELIP suspensions (� lipid�
�0.2 mg/ml). The rate of ELIP destruction was defined by fitting an
exponential decay function Ae�kt to the backscattered intensity data. The
relationship between ELIP destruction and acoustic pressure and PRF was
determined by comparing the decay time constant k across samples. Based
on this analysis, the rate of ELIP destruction was found to be directly
proportional to pressure and PRF for all frequencies tested.

11:15

4aPAa10. Microbubble oscillations and stability for drug delivery.
John S. AllenIII �Dept. of Mech. Eng., Univ. of Hawaii-Manoa, 2540
Dole St., Honolulu, HI 96822�

Ultrasound contrast agents have been developed from micron size
bubbles whose gas core is enclosed by a polymer, lipid or protein shell.
Furthermore, specific designs have been developed for drug delivery in
which the ultrasound contrast agent acts as drug delivery vehicle. A drug
may be suspended in the shell of these agents which is released at a

particular site as the microbubble undergoes destruction. Localized deliv-
ery depends on the destruction of a sufficient number of bubbles within a
confined geometry typically a capillary or small vessel. Experimental evi-
dence suggests the composition and thickness of the shell play important
role in the break-up. Break-up scenarios of buckling have been suggested
for elastic shell agents and shape stability for fluid shell agents. However,
these have not been rigorously examined theoretically. The formulations
of contrast agent designed for drug delivery are highlighted including a
description of a double polymeric layer design. Shape stability equations
for fluid shell agents are derived and analyzed in limiting cases. Further-
more, biological issues related to potential endothelial cell transport and
interactions are briefly discussed.

11:30

4aPAa11. Cavitation inception on micro-particles: Possible drug
carriers? Manish Arora, Bram Borkent, and Claus-Dieter Ohl �Phys. of
Fluids, U. Twente, Postbus 217, 7500 AE Enschede, The Netherlands�

Hydrophobic particles are known to act as cavitation nuclei when they
are exposed to a sufficient tensile wave. Yet, the dynamics of cavitation
inception from particles, the growth of the bubble and the separation from
the particle has only recently been observed. �M. Arora, C. D. Ohl, and K.
A. Moerch, Phys. Rev. Lett. 92, 174501 �2004�� In this presentation, high-
speed photography of the remarkable dynamics is presented together with
a modeling effort using a force balance approach. One of the results is that
particles are accelerated to velocities up to 10 m/s and detach from the
bubble. It was proposed, that micro-particles might act as drug carriers
which can be activated by a tensile wave and accelerate into tissue or cells.
In an effort to explore this possibility experiments on the cavitation incep-
tion ability on various types of micro-particles have been conducted in a
reproducible way. Cavitation inception is initiated with a single cycle ten-
sile wave and recorded with a camera. The number of cavitation bubbles
decreases from shot-to-shot, which can be explained with one-time
trigger-able nucleation sites on the particles.

11:45–12:00
Open Comments

THURSDAY MORNING, 19 MAY 2005 PLAZA A, 8:00 TO 10:15 A.M.

Session 4aPAb

Physical Acoustics: Wind Noise and Atmospheric Sound Propagation

Richard Raspet, Chair
Univ. of Mississipi, NCPA, Coliseum Dr., University, MS 38677

Contributed Papers

8:00

4aPAb1. Framework for windnoise studies. Richard Raspet, Jeremy
Webster, and Kevin Dillion �Dept. of Phys. and Astron., Univ. of
Mississippi, P.O. Box 1848, University, MS 38677�

Research in wind noise reduction in outdoor measurement micro-
phones has been limited largely to comparisons between bare and screened
microphones. Morgan and Raspet �J. Acoust. Soc. Am. 92, 1180–1183
�1992�� used simultaneous wind velocity and noise measurements to show
that the source of wind noise is incident wind fluctuations. In this paper,
two methods for predicting the upper limits of wind noise pressure spectra

from velocity spectra in the inertial range are developed. A lower limit on
wind noise is estimated from two theories of the intrinsic turbulent pres-
sure fluctuations. Empirical results for the self-noise windscreens in sub-
stantially non-turbulent flows are also presented. Measurements of the
wind velocity spectra and wind noise spectra from a variety of wind-
screens are described and compared to the theoretical predictions. All of
the wind noise data lies between the upper and lower limits. The theoret-
ical framework allows windscreens to be evaluated in terms of the best
and worst-case scenarios and establishes practical lower limits on wind
noise reduction for varying wind conditions. �Work supported by the Col-
laborative Technology Alliance sponsored by the US Army Research
Laboratory.�
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8:15

4aPAb2. Nighttime traffic noise in an urban environment. Kenneth E.
Gilbert, Roger Waxler, Carrick L. Talmadge, and James P. Chambers
�Natl. Ctr. for Physical Acoust., Univ. of Mississippi, University, MS
38677, kgilbert@olemiss.edu�

Traffic noise ducted near the ground at night and in the early morning
can be represented simply in terms of normal modes. The effects of sur-
face loss and atmospheric absorption, as well as meteorology, are con-
tained in the mode attenuation coefficients. For a long �5–10 km� road
section, the average noise levels are a function of the product of the mode
attenuation coefficients and the perpendicular distance from the roadway.
This paper considers a two-dimensional model for computing the effective
mode attenuation coefficients in an urban environment. Modal attenuation
is estimated by propagating modes over an irregular surface that approxi-
mates typical urban structures. The mode attenuation due to scattering
from the urban structures is compared to the attenuation from atmospheric
absorption and from a finite ground impedance. Predicted noise levels are
compared to available data and the implications for nighttime urban traffic
noise are discussed.

8:30

4aPAb3. The stability of the nocturnal quiet height. Roger Waxler,
Kenneth E. Gilbert, �NCPA, U. of Mississippi, University, MS 38677,
rwax@olemiss.edu�, and Carrick Talmadge �NCPA, University, MS
38677�

It has recently been demonstrated that for narrow band signals propa-
gating in the nocturnal boundary layer there is a height, a few meters off
the ground, at which the sound pressure is significantly reduced. In this
presentation the stability of the quiet height against fluctuations of the
sound speed will be discussed. It is demonstrated theoretically, and veri-
fied by experiment, that, in the first few meters of the atmosphere, the
dependence of the sound pressure level on altitude, relative to the sound
pressure level at any fixed altitude, is insensitive to sound speed fluctua-
tions.

8:45

4aPAb4. Wind noise at a flush microphone in a flat plate. Kevin
Dillion, Richard Raspet, and Jeremy Webster �Dept. of Phys. and Astro.,
Univ. of Mississippi, P.O. Box 1848, University, MS 38677�

Elliot �Boundary Layer Meteorology 2, 476–495 �1972�� states that a
flush-mounted microphone can measure the turbulent pressure fluctuations
in outdoor flows without self-noise problems. This suggests that flush
mounted microphones can be used to minimize wind noise. Wind velocity
spectra from a hot wire anemometer and wind noise spectra from a flush-
mounted microphone in a flat plate at ground level have been measured
outdoors. The velocity power spectral densities and average velocities as a
function of height are determined from the data. The measured pressure
power spectral densities are compared to theoretical values calculated
from fluid dynamic and meteorological turbulence theory. In particular we
investigate the contributions of predicted turbulence-turbulence and
turbulence-mean shear contributions to the pressure spectrum measured at
the surface of the plate. �Prepared in part through collaborative participa-
tion in the Collaborative Technology Alliance for Advanced Sensors spon-
sored by the US Army research Laboratory under Cooperative Agreement
DAAD19-01-0008.�

9:00

4aPAb5. Spatial correlations in fluctuations induced by long-range
propagation of sound in the atmosphere. Carrick L. Talmadge,
Shantharam Dravida, Kenneth E. Gilbert, and Roger Waxler �Univ. of
Mississippi, NCPA, Oxford, MS 38677, clt@olemiss.edu�

Amplitude and phase fluctuations associated with sound propagating
over long distances are well known to increase rapidly with distance �e.g.,
Wilson, Noble, and Coleman, J. Atmos. Sci. 60, 2473 �2003��. This in-
crease in the fluctuation level is usually given as an argument that the

sound source becomes temporally incoherent after propagating large dis-
tances, making signal processing techniques that rely on the temporal
coherence of the signal impracticable for single microphone measure-
ments. Results are presented from a series of experiments designed to
measure the spatial coherence of sound in both day- and nighttime condi-
tions. In these experiments, 24-element horizontal and 8-element vertical
arrays were used to measure the coherence of sound sources over the
frequency range 30–200 Hz �horizontal array� and 100–500 Hz �vertical
array�. In many of these experiments, surprisingly large spatial coherences
in the source strength were observed. These results suggest that array
measurements may allow us to compensate for the poor temporal coher-
ence of the signals for long-range propagated sound. We will also discuss
the different sources of the observed fluctuations in the sound level and
phases for daytime versus nighttime conditions. These sources include
atmospheric turbulence, changes in the nocturnal boundary layer height
and nocturnal gravity waves.

9:15

4aPAb6. Numerical simulation of acoustic tomography of the
atmosphere. Vladimir E. Ostashev, Sergey N. Vecherin, George H.
Goedecke �Phys. Dept., New Mexico State Univ., Las Cruces, NM
88003, vostashe@nmsu.edu�, D. Keith Wilson �U.S. Army Engineer Res.
and Development Ctr., Hanover, NH 03755�, Alexander G. Voronovich
�NOAA/ETL, Boulder, CO 80305�, and Edward G. Patton �Natl. Ctr. for
Atmospheric Res., Boulder, CO 80307�

A state-of-the-art array for acoustic travel time tomography of the
atmosphere is under construction by several organizations in the U.S. The
array will allow the estimation of the temperature and wind velocity fields
within a tomographic volume located a few meters above the ground with
a horizontal size of about 80 m. This paper is devoted to numerical simu-
lation of acoustic travel time tomography of the atmosphere. The tempera-
ture and velocity fields within the tomographic volume are modeled with
the use of quasi-wavelets and Large Eddy Simulation. Then, the travel
times of sound propagation between different pairs of sources and receiv-
ers of the tomography array are calculated. Given these travel times, three
algorithms for reconstruction of the temperature and velocity fields are
employed: the cell approach, basis function approach, and stochastic ap-
proach. It is shown that the first of these approaches allows us to reliably
estimate the mean temperature and velocity vector within the tomographic
volume, while the other two give a good reconstruction of fluctuations in
the temperature and velocity with respect to their mean values. �Work
supported by ARO, Grants DAAD19-03-1-0104 and DAAD19-03-1-
0341.�

9:30

4aPAb7. Modeling pulse propagation in the nocturnal boundary layer.
Roger Waxler, Kenneth E. Gilbert �NCPA, Univ. of Mississippi,
University, MS 38677, rwax@olemiss.edu�, Sergey Kulichkov �Russian
Academy of Sciences�, and Carrick Talmadge �NCPA, University, MS
38677�

The propagation of broad band �0 to 1000 Hz� pulses in downward
refracting atmospheres over lossy ground is modeled in the time domain
by Fourier synthesis using a modal model for sound propagation in the
frequency domain. Of particular interest is the dispersion of the pulse as it
propagates. A conjecture of Chunchuzov, Bush, and Kulichkov �J. Acoust.
Soc. Am. 88, 455–461 �1990�� that at long ranges such pulses have a
universal form, is shown to be true. In general, at long ranges from the
source, the pulse develops a narrow band tail, centered around 20 or 30
Hz. This tail is formed by the superposition of surface modes.
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9:45

4aPAb8. Prediction of aerodynamically generated sound via 3D
particle velocity measurements. Sean Wu, Aditya Kumar, Zhi Ni
�Dept. of Mech. Eng., Wayne State Univ., 5050 Anthony Wayne Dr.,
Detroit, MI 48202�, and Hans-Elias de Bree �Microflown Technologies,
AH Zevenaar, The Netherlands�

It has been shown �Wu and Hu, J. Acoust. Soc. Am. 103, 1763–1774
�1998�� that acoustic radiation from a vibrating object can be calculated
directly by an Alternate Integral-formulation Method �AIM�, once the par-
ticle velocity distribution over a hypothetical surface enclosing this object
is specified. This concept is extended here to prediction of aerodynami-
cally generated sound. The particle velocity distribution on a hypothetical
enclosure is measured by a fully integrated sound pressure-velocity (p-u)
probe. This novel p-u sensor combines a MEMS particle velocity sensor
and miniature pressure transducer, which allows for measurements of the
acoustic pressure and particle velocity at a single point simultaneously. It
is simple and easy to use and is suitable for both narrow and broadband
sound measurements. This p-u probe is employed to measure the particle
velocity field generated by a typical hairdryer. Measurements thus ob-
tained are taken as input to AIM to predict the radiated acoustic pressure
field. Experiments are conducted inside an anechoic chamber at the
Acoustics, Vibration, and Noise Control Laboratory at Wayne State Uni-

versity. The predicted acoustic pressures are then compared with those
measured at the same locations by microphones. Satisfactory agreements
are obtained at all frequencies.

10:00

4aPAb9. A comparison of conventional and metal foam windscreens.
Gunnar R. Becker, Guenther H. Hermstruewer, and Rainer Knoetsch
�Rheinmetall Defence Electron. GmbH, Brueggeweg 54, 28309 Bremen,
Germany�

In outdoor applications wind induced noise reduces the signal quality
significantly. Conventional windscreens made of polyurethane �PU� foam
are widely used to reduce this noise. However under harsh environmental
conditions such as high temperatures, exposition to UV radiation, etc., PU
may suffer. An alternative may be the usage of metal foams instead of PU
foams. Spherical windscreens made of open-pored metal foam with di-
mensions close to commercial ones and different pore distributions have
been manufactured by m-pore and were tested under different wind con-
ditions. Comparative measurements between both conventional PU- and
metal foam windscreens indicated that the reduction of wind induced noise
is almost the same. A reduction of the receiver level due to the wind-
screens was not observed. Measurements and test results will be presented.
�Work supported by m-pore.�

THURSDAY MORNING, 19 MAY 2005 PLAZA A, 10:45 A.M. TO 12:00 NOON

Session 4aPAc

Physical Acoustics: Thermoacoustics and Particle Agglomeration

Matthew E. Poese, Chair
Applied Research Lab., Pennsylvania State Univ., State College, PA 16804

Contributed Papers

10:45

4aPAc1. Specific acoustic impedance measurements of a
thermoacoustic stack. Heui-Seol Roh, Richard Raspet, and Henry E.
Bass �Dept. of Phys. and Natl. Ctr. for Physical Acoust., Univ. of
Mississippi, University, MS 38677�

Simmons �Ph.D. dissertation, University of Mississippi, 2003� at-
tempted to use a two-microphone specific acoustic impedance �SAI� mea-
surement of a thermoacoustic stack to determine the thermoviscous func-
tions and the coefficient of the thermal gradient in the acoustic pressure
differential equation for arbitrary geometry stacks. The proposed method
was tested in part by comparing the measured and predicted SAI of a
well-characterized parallel pore stack. Significant disagreement between
theory and measurement occurred. In this paper the results of an improved
four microphone SAI measurement on the well-characterized stack are
reported. This measurement will reduce uncertainties in the transfer matrix
method used by Simmons and determine if the discrepancies in Simmons
work were experimental or if the thermoacoustic theory is incomplete.

11:00

4aPAc2. High frequency operation of thermoacoustic coolers and
prime movers. Husam El-Gendy, Young Sang Kwon, and Orest G.
Symko �Dept. of Phys., Univ. of Utah, 115 S. 1400 E., Rm. 201, Salt Lake
City, UT 84112-0830�

By operating thermoacoustic engines at high frequencies, 4 kHz and
higher, the devices have characteristics which are important for many
applications. Since they are resonant systems, the power density increases
with frequency. Reduction of device size provides quick thermal response
time in both the cooler and the prime mover. Moreover, small device size

makes it practical to incorporate them into arrays, which can handle large
powers. Most important is the fact that small devices make it simple for
operation at high pressures in working gas without exceeding strength of
materials limitations. This leads to high power densities. Results will be
presented to illustrate how the above features affect device performance
for the frequency range of 4 kHz to 21 kHz. Measurements using Particle
Image Velocimetry of streaming, instabilities, and resonator mode interac-
tions will be discussed for this high frequency range. Ultimately as the
operating frequency is raised, device efficiency is limited by heat conduc-
tion along the stack and working fluid. �Work supported by the Office of
Naval Research and the State of Utah.�

11:15

4aPAc3. Initial investigations into thermoacoustic coal agglomerators.
Gordon Smith �Dept. of Phys. and Astonomy, Western Kentucky Univ., 1
Big Red Way, Bowling Green, KY 42101�

Each year, Kentucky coalmines produce about 160 million tons of
coal, mainly used to generate electricity at power plants in Kentucky and
throughout the midwestern and southeastern United States. Coal process-
ing generates an excessive amount of pollution in the form of heavy ex-
haust, which creates an environmental concern. In response to this grow-
ing concern for a balance between environmental impact and energy
production, many processing plants utilize electrostatic precipitation �ESP�
systems to agglomerate and filter out particulate matter �PM� from exhaust
streams before they enter the general environment. However, ESP effi-
ciency is limited by the size of the particulate exhaust. Particle agglom-
eration also results via time-averaged forces inherent in an acoustic stand-
ing wave. Thermoacoustic technology, which utilizes waste heat sources
for operation, embodies an ideal source for providing the requisite acous-
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tic conditions. This technology could also be installed to supplement ex-
isting technology as a preconditioner �increasing the particle size to one
more suitable for current ESP systems�, and increase the overall PM re-
moval efficiency. This talk will present initial investigations into applying
thermoacoustic technology to this problem.

11:30

4aPAc4. Experimental study of aerosol concentration in flow-through,
low-frequency resonators. Douglas Meegan, Justin Smith, and Wayne
Wright �Appl. Res. Labs., Univ. of Texas, Austin, TX 78713-8029�

An experimental method to study the concentration of micron-sized
aerosols in a low-frequency sound field was developed. The physical
mechanism for acoustic aerosol concentration in a low-frequency sound
field is the asymmetric Stokes drag which has been predicted to exceed the
effects of radiation pressure for typical aerosol sizes �Meegan and Ilinskii,
J. Acoust. Soc. Am. 114, 2387 �2003��. Related experiments were con-
ducted in which 5 micron aerosol was drawn through a small duct that was
driven in a transverse resonant mode with peak sound pressure levels of
greater than 150 dB re 20 microPascals and frequencies in the range 1 to
10 kHz. The aerosol stream was illuminated by a laser sheet through the
transparent walls of the duct in order to visualize �by video� the effects of
the sound field. The experiments confirm the basic feature of the asym-
metric Stokes drag model—specifically, the aerosol is observed to concen-

trate along acoustic velocity nodes. Ongoing experiments to quantify the
level of concentration will be described. �Work supported by RDECOM.�

11:45

4aPAc5. The effects of orthokinetic collision and the acoustic wake
effect on acoustic agglomeration of polydisperse aerosols. Shaozeng
Dong �Dept. of Mech. Eng., Virginia Commonwealth Univ., 601 West
Main St., Richmond, VA 23284�, Bart Lipkens �Western New England
College, Springfield, MA 01119�, and Timothy Cameron �Kettering
Univ., Flint, MI 48504�

A new concept of effective agglomeration length, which measures the
maximum particle separation distance for effective collisions, is proposed
for acoustic agglomeration of polydisperse aerosols with respect to the
separate and combined effects of orthokinetic collision and acoustic wake
in a horizontal acoustic wave. Particle gravity is found to be significant for
the acoustic wake effect while the particle collision efficiency is important
for the orthokinetic collision. Results indicate that orthokinetic collision
dominates at low frequencies for intermediate size ratios while the acous-
tic wake effect is more significant at higher frequencies for all particles.
The optimum frequency for orthokinetic collision is confirmed but shifts
downward with the increase of sound power. For the acoustic wake effect,
the agglomeration increases monotonically with sound frequency. Results
also show that the orthokinetic collision is not effective for agglomeration
of sub-micron particles because of low particle collision efficiency.

THURSDAY MORNING, 19 MAY 2005 REGENCY C, 8:00 A.M. TO 12:00 NOON

Session 4aPP

Psychological and Physiological Acoustics: Temporal Factors, Masking and Pitch „Poster Session…

Magdalena Wojtczak, Chair
Dept. of Psychology, Univ. of Minnesota, 75 East River Rd., Minneapolis, MN 55455

Contributed Papers

All posters will be on display from 8:00 a.m. to 12:00 noon. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 8:00 a.m. to 10:00 a.m. and contributors of even-numbered papers will be at their
posters from 10:00 a.m. to 12:00 noon.

4aPP1. The temporal effect for signal frequencies around a notched
cochlear hearing loss. Elizabeth Strickland and Lata Krishnan �SLHS
Dept., Purdue Univ., W. Lafayette, IN 47907�

The temporal effect �or overshoot� refers to the change in signal-to-
masker ratio at threshold for a short-duration tone as it is delayed from the
onset of a longer-duration masker. This study is one in a continuing series
of studies on the relationship between the temporal effect and the cochlear
active process. In a previous study, the temporal effect was measured as a
function of signal level in a broadband masker, for listeners with cochlear
hearing loss. Results showed that the pattern of the temporal effect with
level depended not only on the degree of hearing loss at the signal fre-
quency, but also on the degree of hearing loss above the signal frequency.
In the present study, this was examined further by measuring the temporal
effect as a function of signal level in listeners with notched cochlear hear-
ing loss, when the signal frequency was below, at or above the frequency
of the greatest hearing loss �the notch�. Results will be analyzed in terms
of changes in the amplification due to the cochlear active process at and
above the signal frequency. �Work supported by the Kinley Trust.�

4aPP2. Effect of frequency on the relationship between intensity
discrimination and the detection of amplitude modulation. Rebecca
E. Millman and Sid P. Bacon �Dept. of Speech and Hearing Sci. Arizona
State Univ., P.O. Box 870102, Tempe, AZ 85287-0102,
rebecca.millman@asu.edu�

Wojtczak and Viemeister �J. Acoust. Soc. Am. 106, 1917–1924
�1999�� found a clear relationship between the detection of intensity in-
crements and the detection of amplitude modulation �AM� for continuous
1-kHz sinusoids. In the present study AM detection thresholds and inten-
sity difference limens �DLs� were measured for 1-s gated sinusoids with a
frequency of 125 Hz or 1 kHz. The sinusoids were presented at levels
between 10 dB SL and 90 dB SPL. Modulation detection thresholds
�20 log(m)� improved as the carrier level was increased; for a comparable
range of levels �45 dB�, the improvement was similar at the two frequen-
cies. Intensity DLs �10 log(�I/I)� generally improved as the level of the
reference sinusoid was increased, although the improvement �‘‘near miss’’
to Weber’s Law� was smaller at 125 Hz than at 1 kHz over the same 45-dB
range of levels. For the 1-kHz sinusoids, the relationship between intensity
DLs and modulation detection thresholds was consistent with that shown
by Wojtczak and Viemeister �1999�. This same relationship apparently
does not hold at 125 Hz. Because the relationship between intensity dis-
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crimination and modulation detection depends upon frequency, the mecha-
nisms underlying the two tasks may be somewhat different. �Work sup-
ported by NIDCD.�

4aPP3. Level effects in amplitude modulation tuning. Magdalena
Wojtczak and Neal F. Viemeister �Univ. of Minnesota, 75 East River Rd.,
Minneapolis, MN 55455, wojtc001@umn.edu�

Psychophysical experiments on amplitude-modulation �AM� masking
suggest the existence of channels selectively sensitive to different ranges
of modulation rates. This study investigates whether tuning depends on
carrier level. Masking of a 40-Hz signal AM was measured as a function
of the masker-AM rate selected from the range between 4 and 256 Hz, for
Gaussian-noise and 5.5-kHz carriers. For the noise carrier, similar patterns
were observed at two different spectrum levels �25 and 40 dB SPL�, lead-
ing to similar estimates of the modulation-filter bandwidths. For the tonal
carrier, however, tuning in AM masking varied considerably across levels.
At the lowest level tested �40 dB SPL�, the patterns were very broad and
highly asymmetric. The patterns became more similar across carrier levels
when a highpass noise was presented with the carrier. The noise limited
the use of spread of excitation and thus, raised thresholds for the un-
masked signal detection. The data suggest that the AM selectivity is
strongly affected by the detection threshold for the unmasked AM. �Work
supported by NIH grants DC00683 and DC006804.�

4aPP4. Comparison of intensity discrimination, increment detection,
and comodulation masking release in the envelope and
audio-frequency domains. Paul C. Nelson �Dept. of Biomed. &
Chemical Eng. and Inst. for Sensory Res., Syracuse Univ., 621 Skytop Rd.,
Syracuse, NY 13210, pcnelson@syr.edu�, Stephan D. Ewert �Tech. Univ.
of Denmark, 2800 Kgs. Lyngby, Denmark�, Laurel H. Carney �Syracuse
Univ., Syracuse, NY 13210�, and Torsten Dau �Tech. Univ. of Denmark,
2800 Kgs. Lyngby, Denmark�

In the audio-frequency domain, the envelope apparently plays an im-
portant role in detection of intensity increments and in comodulation
masking release �CMR�. The current study addressed the question whether
the second-order envelope �‘‘venelope’’� contributes similarly for compa-
rable experiments in the envelope-frequency domain. One set of experi-
ments examined the relationship between gated intensity discrimination
and continuous-carrier increment detection. In contrast to the asymmetry
observed in the audio-frequency domain �listeners are more sensitive to
increments�, AM-depth discrimination thresholds were found to be the
same in conditions with a continuous �modulated� carrier and with tradi-
tional gated stimuli for AM frequencies ranging from 4 –64 Hz. The sec-
ond set of experiments compared the amount of CMR in a tone-in-noise
detection task when slow, regular fluctuations were imposed on the mask-
ing waveform in both domains. A significant release from masking of a
32-Hz signal in the modulation frequency domain was obtained only when
the venelope fluctuations were slower than 1–2 Hz. Both experiments
suggest a relatively weak contribution of venelope cues in the AM domain
when compared to those provided by envelope cues in the spectral do-
main. �Work supported by NIH-NIDCD R01001641 �PCN, LHC� and the
Danish Research Council �SDE, TD�.�

4aPP5. Temporal integration functions of amplitude modulation
detection and amplitude modulation depth discrimination. Jungmee
Lee and Glenis Long �Speech and Hearing Sci., The Grad. School and
Univ. Ctr., The City Univ. of New York, 365 5th Ave., New York, NY
10016�

Previous studies �Lee and Green, 1994; Lee and Bacon, 1997� sug-
gested that both AM rate and AM depth discrimination were influenced by
the number of AM cycles, instead of the duration of stimuli. AM detection
and AM depth discrimination �standard depth�0.1� were measured as a
function of the number of AM cycles for modulation rates of 10, 20, 40,

80, 125, 160, and 320 Hz. Different numbers of modulation cycles were
used for each modulation rate: 2, 4, or 8 for 10 Hz; 2, 4, 8, or 16 for 20
Hz; 2, 4, 8, 16, or 32 for 40 Hz; 2, 4, 8, 16, 32, or 64 for 80, 125, 160, and
320 Hz. The carrier was a broadband-noise �10 kHz lowpass�, and the
carrier was either gated with the modulator or presented 250 ms earlier
and 250 ms later than the modulator. The overall level of each presentation
was randomized within 6-dB range from 65 dB SPL. The results suggest
that there might be different temporal integration processes for AM detec-
tion and AM depth discrimination. The pattern is different for lower and
higher modulation rates. �Work was supported by NIDCD Grant No. R03
DC06605-01.�

4aPP6. Coherent modulation enhancement: Improving performance
in noise for hearing aids and cochlear implants. Pamela Souza �Dept.
of Speech and Hearing Sci., Univ. of Washington, 1417 NE 42nd St.,
Seattle, WA 98105�, Les Atlas, Steven Schimmel �Univ. of Washington,
Seattle, WA 98105�, Jay Rubinstein, Ward Drennan, and Jong Ho Won
�Univ. of Washington, Seattle, WA 98105�

Difficulty hearing in noise is a pervasive problem for hearing-impaired
listeners. One approach is to digitally reduce noise using a modulation
filter, which can selectively modify the time envelope of selected spectral
bands. Previous approaches to modulation filtering, such as those based
upon a Hilbert transform magnitude, increased signal distortion. A new
coherent approach was used to determine a fixed and an optimal adaptive
modulation filter. The optimal adaptive filter used information from the
target speech to design the modulation filter. Threshold signal-to-noise
ratio was measured adaptively using a spondee-in-noise task �Turner
et al., J. Acoust. Soc. Am. 115, 1729 �2004��. Subjects selected the
spondee heard in a forced-choice task with a two-talker babble back-
ground. The spondee level was fixed at the listeners most comfortable
level and noise level adjusted adaptively using a 2 dB step size, with
threshold based on 10 reversals. Sensorineural hearing-impaired listeners
completed three conditions: unprocessed speech; fixed modulation filter;
and optimal adaptive modulation filter. Normal-hearing subjects heard a
parallel set of conditions processed to simulate a 6-channel cochlear im-
plant. There was significant improvement in threshold signal-to-noise ratio
with the optimal adaptive filter for both groups. There was no improve-
ment for the fixed modulation filter relative to unprocessed speech.

4aPP7. Factors affecting gap duration discrimination performance.
John H. Grose, Joseph W. HallIII, and Emily Buss �Dept.
Otolaryngol.-HNS, Univ. of North Carolina at Chapel Hill, 1115
Bioinformatics CB#7070, Chapel Hill, NC 27599-7070, jhg@
med.unc.edu�

This investigation tests the hypothesis that reduced acuity in temporal
tasks is evident relatively early on in the aging process for tasks involving
brief stimuli or intervals, across-frequency processing, and/or significant
processing loads. In an earlier study of gap duration discrimination �GDD�
using fixed 20-ms markers, it was found that young listeners performed
significantly better than middle-aged listeners for both within-channel and
across-channel configurations. However, this age effect did not emerge in
a subsequent study that employed random-duration markers. The purpose
of the present study was to clarify stimulus conditions under which early
aging effects are evident in GDD tasks. Normal-hearing young �20–25
years� and middle-aged �40–55 years� listeners were tested using both
fixed- �20-ms� and random- (40 ms�50%) duration markers in configu-
rations that were either within-channel or across-channel. In addition, task
complexity was manipulated by incorporating a rhythm discrimination
feature into the GDD task. Results to date indicate that performance de-
clines when marker duration varies randomly, both for within- and across-
channel conditions, as well as when task complexity is increased. These
findings will be discussed in the context of identifying early aging effects
in temporal processing. �Work supported by NIDCD DC001507.�
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4aPP8. Fundamental frequency discrimination and harmonic
resolvability in sensorineural hearing impariment. Joshua G. W.
Bernstein and Andrew J. Oxenham �MIT Res. Lab. of Electrons. and
Harvard-MIT Speech & Hearing Bioscience & Technol. Prog., 77
Massachusetts Ave., Cambridge, MA 02139, jgbern@mit.edu�

Sensorineural hearing loss �SNHL� often results in impaired funda-
mental frequency (F0) processing. Three experiments tested the hypoth-
esis that this deficit is related to a loss of frequency selectivity, which may
result in fewer peripherally resolved harmonics. F0 difference limens
(F0DLs� were measured as a function of F0 for bandpass filtered sine-
and random-phase harmonic complexes in listeners with mild-to-moderate
SNHL. All listeners showed a transition between small �good� F0DLs at
high F0s and large �poor� F0DLs at low F0s, although the transition
point varied across subjects. Two measures that are thought to reflect
frequency selectivity generally corresponded to the F0DL transition point:
the maximum F0 for which F0DLs were phase-dependent, and the mini-
mum modulation frequency required to discriminate amplitude modulation
from quasi-frequency modulation. These results provide some support for
the idea that the F0-processing deficit associated with SNHL is related to
poor frequency selectivity. However, contrary to our hypothesis, poor cor-
respondence was observed between the F0DL transition point and audi-
tory filter bandwidths estimated using the notched-noise method in the
same subjects. This suggests a possible discrepancy between traditional
spectral-masking estimates of frequency selectivity and estimates based on
temporal interactions between unresolved components. �Work supported
by NIH grants R01DC05216 and 5T32DC00038.�

4aPP9. Modeling comodulation masking release using an equalization
cancellation mechanism. Tobias Piechowiak, Stephan D. Ewert, and
Torsten Dau �Ctr. for Appl. Hearing Res., Oersted-DTU, Tech. Univ. of
Denmark, Bldg. 352, 2800 Kgs. Lyngby, Denmark, tda@oersted.dtu.dk�

Across-filter comparisons of temporal envelopes are a general feature
of auditory pattern analysis which plays an important role in extracting
signals from noise backgrounds. One example where a comparison of the
temporal envelope in different frequency regions can lead to a substantial
facilitation of detecting a signal in noise is comodulation masking release
�CMR�. It has been suggested that in �monaural� across-channel process-
ing, like in �binaural� across-ear processing, an equalization-cancellation
�EC� based circuit might be an effective strategy of noise reduction. The
first part of the study investigates the relation between CMR and
envelope-based binaural masking level differences �BMLD�, using nar-
rowband noise maskers and classical across-channel configurations �like
N0Spi, N0Sm�. In the second part, a model is presented that explicitly
simulates CMR whereby the EC mechanism is assumed to take place at
the output of a modulation filterbank. In the case of several flanker bands,
the equalization is realized effectively by averaging the flanker bands, and
cancellation by subtracting the averaged representation from the signal
band. A generalized version of the model is presented that considers both
across-channel and within-channel contributions to signal detection in
CMR. �Work supported by the Danish Research Council.�

4aPP10. A unified view of the temporal-window and the adaptation-
loop model in conditions of forward- and simultaneous masking. Ole
Hau, Stephan D. Ewert, and Torsten Dau �Ctr. for Appl. Hearing Res.,
Oersted DTU, Tech. Univ. of Denmark, Bldg. 352, 2400 Kgs. Lyngby,
Denmark, se@oersted.dtu.dk�

Two different mechanisms have been discussed in the literature as a
possible explanation for forward masking: persistence �or temporal inte-
gration� and adaptation. In this study, two well established models of
temporal processing in the auditory system are compared in a unified
modeling framework. The temporal-window model representing a
temporal-integration mechanism and the adaptation-loop model as the rep-
resentative for the adaptation mechanism. The unified modeling frame-
work shared a compressive, non-linear auditory filter stage and a template-
based �optimal detector� decision stage. Predictions from both models

were obtained in conditions of forward masking at 1 and 4 kHz for
masker-to-signal gaps of 0 to 160 ms, and in conditions of simultaneous
masking, where the signal was temporally overlapping with the masker.
The signal was a 10- or 12-ms raised-cosine ramped pure tone and the
masker a 200-ms broadband noise. It was found that when both models are
adjusted to behave similarly, the two mechanisms can be considered as
being essentially equivalent. In fact, the combination of integration and the
signal-to-noise-ratio based detection criterion in the temporal-window
model can be interpreted as adaptation. Suggestions for a unified model of
auditory processing are presented. �Work supported by the Danish Re-
search Council.�

4aPP11. An examination of temporal signal uncertainty for sequences
of noise or random-frequency maskers. Lori Leibold, Donna Neff, and
Walt Jesteadt �Boys Town Natl. Res. Hospital, 555 North 30th St.,
Omaha, NE 68131, leiboldl@boystown.org�

The effect of temporal uncertainty was examined on detection of a
1000-Hz tone presented simultaneously with one of a sequence of five
masker bursts, using a 2-AFC, adaptive procedure. The signal and each
masker burst were 100-ms �10-ms rise/fall�, with no temporal overlap
between masker bursts. Each masker burst was 60 dB SPL. Across con-
ditions, maskers were broadband-noise �300–3000 Hz� or random-
frequency multi-tonal maskers with 1, 2, or 10 components. Components
for the random-frequency maskers were drawn from 300 to 3000 Hz,
excluding a 160-Hz band around the signal. Thresholds for conditions with
no temporal uncertainty �signal presented with the first, third, or fifth
masker burst on all trials� were compared to performance with maximal
temporal uncertainty �signal position varied on every trial�. There was no
effect of temporal uncertainty for the noise masker. For random-frequency
maskers, performance was uniformly poor for both fixed- and random-
position signals, except for some release from masking for signals pre-
sented with the last masker burst. For three of four listeners, even
1-component maskers showed large amounts of masking in all conditions.
These results suggest that the effects of temporal uncertainty are minimal
for these stimuli. �Work supported by NIDCD.�

4aPP12. Spectral integration and mutliple looks. Robert Lutfi �Dept.
of Communicative Disord. and Waisman Ctr., Univ. of Wisconsin,
Madison, WI 53706�

A fundamental property of hearing is that signals become more detect-
able as their bandwidth is increased. The rate at which detection improves
is reasonably well predicted by models that assume integration of energy
at the output of a single auditory filter roughly matched in bandwidth to
the signal. This paper tests an alternative account in which detection is
mediated by not one but several independent auditory filters whose outputs
are combined �multiple-looks model�. Listeners detected an increment in
the level of a multitone complex whose bandwidth was increased by add-
ing tones at successively higher and lower frequencies. In different con-
ditions the frequencies were fixed �F� or were perturbed at random from
trial to trial with the perturbation being the same �PS� or different �PD� for
each frequency. The multiple-looks model predicts performance should
improve with bandwidth at a faster rate for PD and at a slower rate for PS
compared to F; this due to differences in the shared variance in the output
of separate auditory filters. The single filter model predicts little effect of
frequency perturbation in either case. Individual differences in the results
provided partial support for both models. �Work supported by NIDCD.�

4aPP13. Response growth with and without a low-frequency
suppressor. Jeffrey J. DiGiovanni �School of Hearing, Speech and
Lang. Sci., Ohio Univ., Athens, OH 45701� and Magdalena Wojtczak
�Univ. of Minnesota, Minneapolis, MN 55455�

In a psychophysical study, Wojtczak and Viemeister �2005� demon-
strated that the response to a tone suppressed by a fixed-level, higher-
frequency suppressor grows faster than the response to the same but un-
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suppressed tone. This finding is consistent with a linearization of the re-
sponse under suppression. This study extends their experiment to suppres-
sors with frequencies below that of the suppressee. Detection of a 10-ms,
4-kHz probe was measured under two forward-masking conditions: one
with a 200-ms, 4-kHz masker presented alone, and the other with the same
masker/probe paired with a 2.4-kHz fixed-level suppressor. A range of
probe levels was used to measure growth of masking with and without the
suppressor. The 4-kHz masker level was varied adaptively to find the
masked threshold. Suppression was revealed by the difference between the
masker levels needed for the masked threshold in the presence and ab-
sence of the suppressor. Initial comparison of the rates of masking growth
between the two conditions suggests a linearization of the response to the
4-kHz masker in the presence of a lower-frequency suppressor. A few
levels of the suppressor were used to determine the rate of suppression
growth and its effect on the growth of response at the suppressee-
frequency place.

4aPP14. Stochastic resonance in Gaussian and uniform noise. Dennis
Ries �School of Hearing, Speech, and Lang. Sci., Ohio Univ., Grover Ctr.
W221, Athens, OH 45701, ries@ohio.edu�

The improvement in threshold of a 2.0 kHz tone in the presence of low
levels of uniform and Gaussian noise is compared to tonal threshold mea-
sured in quiet. Uniform noise was created using a rectangular amplitude
distribution. The noises were low-pass filtered at 12.0 kHz and were pre-
sented continuously throughout a run at spectrum levels ranging from 0 to
�30 dB/Hz. Pure-tone signals were 400 ms in duration including 10 ms
raised cosine onset and offset ramps. Thresholds were obtained using a
3-interval, forced-choice procedure with correct answer feedback in con-
junction with a two down, one up adaptive tracking paradigm that targets
70.7% correct on the psychometric function. Subjects were instructed to
select the interval that was different from the others. Preliminary results
for the Gaussian noise conditions are similar to earlier results �Zeng et al.,
Brain Res. 869, 251–255 �2000��. Initial results for the uniform noise
indicate that it produced equivalent or slightly lower thresholds than those
measured in the presence of Gaussian noise.

4aPP15. Spatial release from informational masking along the front-
back dimension. Neil L. Aaronson �Dept. of Phys. and Astron.,
Michigan State Univ., 4230 BPS Bldg., East Lansing, MI 48824�, Brad
Rakerd �Michigan State Univ., East Lansing, MI 48824�, and William M.
Hartmann �Michigan State Univ., East Lansing, MI 48824�

When two independent speech samples are presented together from a
single location in front of the listener, one will mask the other. The amount
of masking can be reduced by presenting a repeated masker from a differ-
ent location off to the side and shifting it slightly forward (�) or back-
ward (�) in time compared to the masker in front. New experiments,
using the coordinate response measure technique with a two-female-talker
masker and a female target, show that masking release can also be ob-
tained when the target and masker are in front and the repeated masker is
directly in back. Release is seen for both forward and backward time
shifts, ranging from �32 to 32 ms. The amount of release is somewhat
more than half that obtained when the repeated masker is off to the side.
Release from masking can also be seen when the repeated masker comes
from a location directly above the target and masker in front, but only for
a single value of time shift, namely �2 ms. It is concluded that both

spatial and spectral cues mediate release from informational masking in
the front-back dimension. �Work supported by the NIDCD grant DC
00181.�

4aPP16. The advantage of knowing where to listen. Gerald Kidd, Jr.,
Tanya L. Arbogast, Christine R. Mason, and Frederick J. Gallun
�Commun. Disord. and Hearing Res. Ctr., Boston Univ., 635
Commonwealth Ave., Boston, MA 02215�

This study examined the importance of a priori knowledge about the
location of a target in a multitalker environment. On each trial, three
equal-level sentences from the Coordinate Response Measure test were
presented from different loudspeakers separated by 60° azimuth. The
sentences—target and 2 maskers—had the structure ‘‘Ready �callsign� go
to �color� �number� now.’’ The task was to repeat the color and number
associated with a specific callsign. The target location was chosen among
the 3 loudspeakers on every trial. The main experimental variables were
the probability of occurrence of the target at each speaker location and
whether the listener was provided with the callsign of the target before or
after stimulus presentation. Performance ranged from near perfect when
the target location was completely certain to about 33% correct when the
location was random and the callsign was not known in advance. When
target location was random, performance improved from about 33% to
70% correct when the callsign was known in advance. Overall, these re-
sults support the view that knowing where to focus attention provides a
great advantage in speech recognition in complex and uncertain environ-
ments. �Supported by NIH/NIDCD.�

4aPP17. Effect of signal frequency uncertainty for random multi-
burst maskers. Rong Huang and Virgina M. Richards �Dept. of Psych.,
Univ. of Pennsylvania, 3401 Walnut St., Ste. 302C, Philadelphia, PA
19104�

The detectability of a sequence of equal-frequency tone pips masked
by random multi-burst complexes may depend on the perceptual segrega-
tion of the signal stream from the random masker. If so, detection thresh-
olds may be independent of whether the signal frequency is known versus
uncertain. In this experiment observers detected a signal stream of 8 se-
quential equal-frequency 30 ms tone pips embedded in a random masker
composed of 8 sequential bursts. A yes/no procedure was used, and the
independent variable p �probability a tone was played at a particular time-
by-frequency location� governed the number of masker tones in each
burst. The dependent variable was d . Threshold values of p were obtained
for signal streams at 5 different frequencies. Sensitivity was superior for
the mid-frequency signal, and decreased as the signal frequencies ap-
proached the edge of the frequencies the masker tones occupied �200–
5000 Hz�. When the frequency of the signal stream was randomly varied
from trial to trial, sensitivity was poorer than for any of the fixed-
frequency signals. Thus, the detectability of a sequence of tone pips is
reduced when the signal frequency is uncertain compared to certain. Ad-
ditionally, sensitivity increased when the signal stream was delayed rela-
tive to the masker bursts.

4aPP18. Training listeners or preserving phase information improves
the effect of perceived spatial separation on releasing spectrally
degraded Chinese speech from information masking. Jing Chen,
Chenfei Ma, Chun Wang, Hongwei Qu �Natl. Key Lab. on Machine
Percept. Speech and Hearing Res. Ctr., Dept. of Psych., Peking Univ.,
Beijing 100871, China�, Xihong Wu, Liang Li �Peking Univ., Beijing
100871, China�, and Bruce Schneider �Univ. of Toronto at Mississauga,
Canada L5L 1C6�

Physical or perceived spatial signal/masker separation unmasks speech
more when maskers are informational than when energetic. However, it is
unclear how beneficial the separations are to cochlear-implant listeners,
because signal transductions applied in cochlear implant degrade signals
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spectrally, and spectrally degraded speech is more vulnerable to maskers.
Here, spectrums of both target speech �nonsense sentence� and masker
�steady speech-spectrum noise, speech modulated speech C-spectrum
noise, or speech� were filtered into 15 frequency bands. For both target
and masking speech, the center-frequency pure tone of each band was
modulated by the extracted envelope from the band. The target speech was
composed by the sum of the 8 odd-band tones, and the masker was either
same-band �with the 8 odd-band tones� or different-band �with the 7 even-
band tones�. The results show that physical but not perceived spatial sepa-
ration unmasked target speech in naive normal-hearing listeners. However,
following pre-presentations of both degraded and normal correspondent
speech to listeners for a period of time or the introduction of phase infor-
mation into modulated tones, perceived spatial separation reduced the in-
fluence of different-band speech masking but not that of same-band speech
masking. These results are useful for improving cochlear-implant pro-
grams at both behavioral and technical levels.

4aPP19. Development of backward masking in elementary school
children. Cynthia M. Zettler, Marsha G. Clarkson, Rose A. Sevcik, and
Robin D. Morris �Dept. of Psych., Georgia State Univ., Atlanta, GA
30303�

Previous research on backward masking �BM� suggests that the ability
develops slowly across childhood. When a spectral notch is placed in a
noise masker, thresholds improve due to a decrease in masker energy at
the frequency of the signal. To further clarify the developmental course of
BM thresholds for BM and backward notched-noise �BM-N�, conditions
were measured in 81 children ranging in age from seven to ten years. BM
stimuli consisted of a 20-ms, 1000-Hz tone presented 20 ms prior to a
300-ms, 600–1400 Hz bandpass noise. BM-N stimuli consisted of a
1000-Hz tone presented 20 ms prior to the onset of a 300-ms, 400–1600
Hz bandpass noise with a spectral notch between 800 and 1200 Hz. Mul-
tivariate analysis of variance indicated a significant difference among age
groups for the BM condition (F(3,77)�3.63, p� .05), but not for the
BM-N condition. Thresholds generally decreased with increasing age in
the BM condition �age seven 87.86 dB; eight 81.36 dB; nine 75.31 dB,
and ten 77.26 dB�. Increased BM thresholds in younger children may
indicate poorer processing efficiency, whereas the notched results suggest
that frequency selectivity is relatively mature by age seven.

4aPP20. Tone-in-noise detection using narrowband reproducible
maskers with restricted energy and envelope cues. Sean A. Davidson
�Dept. of Biomed. and Chem. Eng., Inst. for Sensory Res., 621 Skytop Rd.,
Syracuse Univ., Syracuse, NY 13244, sadavids@syr.edu�, Robert H.
Gilkey �Wright State Univ., Dayton, OH�, and Laurel H. Carney
�Syracuse Univ., Syracuse, NY 13244�

Both energy- and envelope-based models have been successfully used
to predict narrowband tone-in-noise detection thresholds. To distinguish
between these models, hit and false-alarm rates for 25 reproducible
maskers were measured in the N0S0 and N0S� interaural configurations
and 4 cue conditions: �1� normal energy and envelope cues, �2� restricted
envelope cues, �3� restricted energy cues, or �4� restricted energy and
envelope cues. Preliminary results show that hit and false-alarm rates were
strongly correlated between the conditions with and without restricted en-
ergy cues, indicating that the reduction of energy cues did not substantially
affect the detection process. However, hit and false-alarm rates were more
weakly correlated between the conditions with and without restricted en-
velope cues, suggesting that the reduction of envelope cues did affect the
detection process. Restricting envelope cues also had a larger �but still
modest� effect on d� under the N0S� configuration, but restricting energy
cues had a larger effect for the N0S0 configuration. Overall, these results
are more consistent with envelope-based models, but indicate that addi-
tional cues must play a role. �Work supported by NIDCD RO1-DC-
001641 �LHC, SAD� and the Ohio Board of Regents �RHG�.�

4aPP21. The spiral model of pitch: Interrelations with musical and
psychoacoustic scales and with cochlear parameters. James D. Miller
�Dept. of Speech and Hearing Sci., Indiana Univ., 200 S. Jordan Ave.,
Bloomington, IN 47405, jamdmill@Indiana.edu�

A spiral model of pitch can represent pitch chroma and pitch height. Its
arclength provides the frequency-position map of the cochlea, and, when
scaled by the number of auditory-ganglion cells, provides the Mel scale.
Pitch-like scales fall into three groups. Group I is typified by the Cent
scale, which can be expressed as a pitch spiral. Other Group-I scales are
musical notation, logarithmic scales of frequency, Fechners Law for com-
plex tones, and the pitch helix. Group II is typified by Greenwoods co-
chlear map, which is simply related to the arclength of the pitch spiral.
Other Group-II scales are the sums of the number of �a� equivalent-
rectangular bandwidths �NERBs�; �b� difference limens for frequency
�NDLFs�; and �c� inner-hair cells �NIHCs� and are consistent with critical
ratios. Group III is typified by the Mel Scale, which can be derived from
the pitch spiral and the distribution of auditory-ganglion cells. Other
Group-III scales are the sums of the number of �a� auditory ganglion cells
�NSGCs�, �b� frequency-modulation-difference limens �NFMDLs�, and �c�
Barks �NBARKs�. The pitch spiral seems a basic concept from which
other pitch-like scales can be derived.

4aPP22. Repetition ‘‘pitch’’ in chinchillas. William P. Shofner and
William M. Whitmer �Parmly Hearing Inst., Loyola Univ. Chicago, 6525
N. Sheridan Rd., Chicago, IL 60626, wshofne@luc.edu�

Repetition pitches are evoked in human listeners by rippled noises.
Infinitely iterated rippled noise �IIRN� is generated when wideband noise
is delayed, attenuated, and added to the original wideband noise through
positive (�) or negative (�) feedback. In human listeners, the pitch of
IIRN(�) is matched to the reciprocal of the delay, whereas the pitch of
IIRN(�) is an octave lower. A stimulus generalization paradigm was used
to characterize IIRN repetition pitch in chinchillas. Chinchillas were
trained to discriminate IIRN(�) with a 4-ms delay from IIRN(�) with a
2-ms delay. In the generalization task, chinchillas were tested with
IIRN(�) having delays between 2–4 ms. The pitches evoked by these
IIRNs ranged from 500–250 Hz. The delayed noise attenuation for all
IIRNs was fixed at �1 dB. A systematic gradient in behavioral response
occurred along the dimension of delay for each animal tested, suggesting
that a perceptual dimension of pitch exists. Responses to IIRN(�) evok-
ing pitches between 500–250 Hz �delays of 1–2 ms� were also measured.
Responses to IIRN(�) were more variable among animals, suggesting
that other perceptual cues such as timbre differences may be stronger than
the pitch cues. �Work supported by NIDCD R01 DC005596.�

4aPP23. Influence of beats on mistuning detection in consonant and
dissonant musical intervals. Craig E. Lewiston and Andrew J.
Oxenham �MIT Res. Lab. of Electron. and Harvard-MIT Speech &
Hearing Bioscience & Technol. Prog., 77 Massachusetts Ave., Cambridge,
MA 02139, lewiston@mit.edu�

This study investigated the mechanisms underlying the detection of
mistuning in musical intervals. Musical consonance is thought to be de-
fined in part by an absence of cochlea-generated beats. Dissonant inter-
vals, and mistuned consonant intervals, produce a percept of beats. Thus,
mistuning of consonant intervals might be detected through the presence
of beats, whereas mistuning of dissonant intervals might be detected by a
change in the pattern of beats. Alternatively, mistuning might be detected
by a direct comparison of the two pitches in each interval. In our experi-
ment the presence of beats was controlled by presenting the two tones to
both ears or to separate ears, by using either pure tones or complex tones,
and by presenting the tones sequentially or concurrently. Results using
highly trained musicians showed large threshold elevations �poorer perfor-
mance� in the absence of cochlea-generated beats, suggesting that the
mistuning of concurrent sounds in normal circumstances is mediated by
beat detection. However, even in the absence of beats, mistuning detection
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thresholds for dissonant intervals, such as the tritone or minor second,
were poorer than for consonant intervals, such as the octave or fifth. �Work
supported by NIH grants T32DC00038 and R01DC05216.�

4aPP24. Further explorations of the contribution of a
nonsimultaneous mistuned harmonic to residue pitch. Hedwig E.
Gockel, Robert P. Carlyon �MRC Cognition and Brain Sci. Unit, 15
Chaucer Rd., Cambridge CB2 2EF, UK, hedwig.gockel@
mrc-cbu.cam.ac.uk�, and Christopher J. Plack �Univ. of Essex, Wivenhoe
Park, Colchester CO4 3SQ, UK�

Ciocca and Darwin �V. Ciocca and C.J. Darwin, J. Acoust. Soc. Am.
105, 2421–2430 �1999�� reported a surprising finding: The shift in residue
pitch caused by mistuning a harmonic was the same when the mistuned
harmonic was presented after the remainder of the complex as when it was

simultaneous. The present study tried to replicate this result, and investi-
gated the role of the presence of the nominally mistuned harmonic in the
matching sound. Subjects adjusted a matching sound so that its pitch
equaled that of a subsequent 90-ms complex tone �12 harmonics of a
155-Hz F0), whose mistuned (�3%) 3rd harmonic was presented either
simultaneously with or after the remainder. In experiment 1, the matching
sound was a harmonic complex whose 3rd harmonic was either present or
absent. In experiment 2, it was a sinusoid. In experiment 3, the target and
matching sound contained non-overlapping harmonics. In all experiments,
a non-simultaneous mistuned component produced significantly smaller
pitch shifts than a simultaneous one. In the absence of the nominally
mistuned harmonic in the matching sound, the pitch shift with simulta-
neous presentation was about five times larger than that with non-
simultaneous presentation of the mistuned component. �Work supported
by EPSRC Grant GR/R65794/01.�
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4aSA1. The banjo in the time-domain. Joseph Dickey �The Whiting School of Eng., Johns Hopkins Univ., 810 Wyman Park Dr.
Ste. G010, Baltimore, MD 21211�

The banjo is under-represented in the musical acoustics literature. This is the case even though it is basically a vibrating and
radiating membrane driven by a plucked string, and thereby lends itself naturally to modeling and analysis. A recent frequency domain
model, �Dickey, J. Acoust. Soc. Am. 114, 2958–2966 �2003�� will be reviewed. The work reported here is a time domain analysis.
First, the response of an isolated, plucked, lossy and dispersive string is presented. The string is then connected through a bridge to
the center of a circular membrane. The string and head are treated as two fully connected dynamic systems and the response of the
head is calculated. The isolated head is then driven off-center with an harmonic drive and the temporal response is determined by
ray-tracing and summing amplitudes over a grid. Resonance frequencies and modal patterns agree well with experiment thereby
validating the technique. Finally, the resonant string is considered as an external, transient, off-center and spatially distributed drive
and the temporal response of the head is derived using the ray tracing technique. These modal patterns evolve in time and eventually
stabilize to patterns that are in qualitative agreement with experiment.

9:30

4aSA2. Structural vibrations and sound radiation fields of classical guitars. Bernard E. Richardson �School of Phys. and
Astron., Cardiff Univ., 5 The Parade, Cardiff CF24 3YB, UK, RichardsonBE@cardiff.ac.uk�

In its few lines, Federico Garcia Lorca’s poem ‘‘Las Seis Cuerdas’’ �the six strings� invokes a beautiful image of sound production
on the guitar. It is the player’s interaction with the six strings which makes the music, but were it not for the body of the guitar, the
instrument would have no voice. Most studies of the acoustical function of guitars have concentrated on measuring the structural
vibrations or the sound radiation fields in isolation of the strings. These studies fail to encapsulate the important aspects of string-body
coupling, which has a marked influence on the decay rates of string vibrations, and the radiativity of individual body modes. By
measuring both input admittance at the bridge and sound-field topology for individual modes of the guitar, it is possible, through
psychoacoustical experiments, to investigate the relative importance of the various acoustical parameters which define the response of
the instrument. This paper will discuss experimental techniques and present data on ten classical guitars which go some way to
identifying key components in the low- to mid-frequency mechanical and acoustical actions of the guitar. �Work originally supported
by the Leverhulme Trust.�
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10:00–10:15 Break

10:15

4aSA3. Development of a composite material concert harp soundboard to match the structural acoustic performance of a
wooden soundboard. Thomas J. Royston, Melinda J. Carney, Curt Preissner, and John Roxworthy �Acoust. & Vib. Lab., Univ. of
Illinois at Chicago, 842 W. Taylor St., MC 251, Chicago, IL 60607, troyston@uic.edu�

The replacement of a Sitka spruce grand concert harp soundboard with a carbon fiber-reinforced plastic soundboard could provide
improved durability and long-term stability, helping to mitigate stresses relating to fluctuating temperature and humidity that are
inherent in wooden instruments. This presentation outlines the development of a composite soundboard by a combined experimental
and computational approach. Experimental modal analysis data was compared with the results from a computational finite-element
model to find the effective material properties of the multi-layered laminate wooden soundboard, treating the veneer, soundboard and
varnish as one material. With the effective wood material properties determined, a composite test section was designed and fabricated
based on specific matching criteria, duplicating the behavior of the wood with the composite laminate. The experimental natural
frequencies and mode order of the composite test section closely matched the experimental results of the wood section within a 10%
difference. Given these results, the method was then applied to design and manufacture a full composite soundboard. Various finite
element models were created to develop the most practical design while sufficiently matching the wood soundboard properties. Issues
regarding the implementation of the composite soundboard were also investigated.

10:45

4aSA4. Modes of vibration and sound radiation from percussion instruments. Thomas D. Rossing �Phys. Dept., Northern
Illinois Univ., DeKalb, IL 60115, rossing@physics.niu.edu�

When a membrane or bar or plate is struck, it vibrates in a complex manner, which can be described in terms of normal modes of
vibration. We describe the modes of vibration of percussion instruments, such as drums and bells, some ways in which the normal
modes are observed, and the way in which they determine sound radiation from the instruments.

11:15

4aSA5. Interferometric studies of a piano soundboard. Thomas R. Moore �Dept. of Phys., Rollins College, Winter Park, FL
32789, tmoore@rollins.edu�

Ongoing efforts to understand and model the dynamics of the modern piano are hampered by a lack of understanding of the
deflection shapes of the soundboard, which are extremely complicated due to the complex construction. Often deflection shapes of
harmonically vibrating objects can be determined using holographic or speckle pattern interferometry, but in practice the stability
necessary to implement these methods is difficult to achieve for a large wooden structure such as a piano. We show theoretically and
experimentally that the deflection shapes of large objects that are typically too unstable for interferometry can be determined by
modifying the common form of the electronic speckle pattern interferometer. Furthermore, using this modified interferometer the
decorrelation of the speckle due to ambient vibrations actually enhances the precision of the interferogram. We discuss some
interesting observations of the deflection shapes of the soundboard of a fully assembled piano, compare the deflection shapes of the
lowest resonances with simple models, and demonstrate how the interferograms can be used to determine the driving point impedance.
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THURSDAY MORNING, 19 MAY 2005 REGENCY D, 8:00 A.M. TO 12:00 NOON

Session 4aSC

Speech Communication: Advanced Methods in Speech Research and Speech Technology „Poster Session…

Terrance M. Nearey, Chair
Dept. of Linguistics, Univ. of Alberta, 4-32 Assiniboia Hall, Edmonton, AB T6G 2E7, Canada

Contributed Papers

All posters will be on display from 8:00 a.m. to 12:00 noon. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 8:00 a.m. to 10:00 a.m. and contributors of even-numbered papers will be at their
posters from 10:00 a.m. to 12:00 noon.

4aSC1. Development of an anthropomorphic talking robot and the
mimicking speech control. Kotaro Fukui, Kazufumi Nishikawa,
Toshiharu Kuwae, Atsuo Takanishi �Dept. of Mech. Eng., Waseda Univ,
3-4-1 Ookubo, Shinjuku-ku, Tokyo, Japan�, Hideaki Takanobu �Kogakuin
Univ., Tokyo, Japan�, Takemi Mochida �Commun. Sci. Labs., NTT,
Kanagawa, Japan�, and Masaaki Honda �Waseda Univ., Saitama, Japan�

We developed an anthropomorphic talking robot WT-4 �Waseda Talker
No. 4� to produce human speech. WT-4 consists of 1-DOF lungs, 4-DOF
vocal cords and articulators �the 7-DOF tongue, 5-DOF lips, 1-DOF teeth,
nasal cavity and 1-DOF soft palate�; the total DOF is 19. The lips and the
tongue are made of elastic material to allow large deformation and to
prevent from the air and sound leaks, and are controlled by a looped wire
mechanism to form their various configurations. The talking robot enables
to produce vowel and consonant sounds by mimicking the vocal cords
vibration and the fricative and plosive source generation by the air flow as
well as dynamically controlled vocal tract acoustic resonance in human
speech production. Articulatory control of the talking robot is designed to
track the acoustic goals �pitch, sound power, two formant frequencies, and
voice-unvoiced timing� of the speech. The robot parameters are deter-
mined by minimizing the weighted mean squared error of these acoustic
parameters between the human and robot speech sounds. It is shown that
this mimicking speech control is effective in producing fluent continuous
speech by the talking robot.

4aSC2. The tube resonance model speech synthesizer. Leonard C.
Manzara �Dept. of Comput. Sci., Univ. of Calgary, 2500 Univ. Dr. NW,
Calgary, AB, Canada T2N 1N4, manzara@cpsc.ucalgary.ca�

The Tube Resonance Model �TRM� synthesizer is an articulatory
speech synthesizer implemented in software. It directly emulates the reso-
nant behavior of the oropharyngeal and nasal tracts using digital
waveguides. The oropharyngeal cavity is subdivided into 8 regions of
unequal length, where particular regions correspond to the human articu-
lators of tongue, teeth, and mouth. The radius �cross-sectional area� of
each region can be varied independently over time. The differences in radii
between regions gives rise to differences in acoustic impedance, which is
modeled using two-way scattering junctions. The nasal cavity is composed
of 5 equal-length sections, and is connected to the vocal tract via another
section �the velum� using a three-way scattering junction. The total length
of the tube can be varied over a continuous range, allowing one to syn-
thesize male, female, and juvenile voices.

4aSC3. Study of effect of speaker variability and driving conditions
on the performance of an automatic speech recognition engine inside
a vehicle. Shubha Kadambe �HRL Labs., LLC, 3011 Malibu Canyon
Rd., Malibu, CA 90265�

Spoken dialogue based information retrieval systems are being used
inside vehicles. The user satisfaction of using such a system depends on
how an ASR engine performs. However, the performance of an ASR is
affected by speaker variability, driving conditions, etc. Here, we report the
study that we performed to analyze these effects of speaker variability,
different driving conditions and the effect of driving task on the ASR
performance. This study consists of experimental design, data collection
and systematically testing an ASR engine using this data. From the ob-
tained results, it can be observed that �I� the ASR performance exhibits �a�
significant speaker variability since the stress of driving task varies from
speaker to speaker, �b� significant performance degradation across driving
conditions since the noise type and level varies and �c� significant effect of
driving task on recognition performance, and �II� the effect of live noise
on recognition performance is not same as adding car noise to the pre-
recorded speech data. The former observation is important since by just
training an ASR engine on lots of speech data will not help and it is
essential to include stress factors and cognition load in ASR engines to
improve its performance.

4aSC4. A noise-reduction strategy for speech based on
phase-opponency detectors. Om Deshmukh �Dept. of Elec. and Comp.
Engr. and Inst. for Systems Res., Univ. of Maryland, College Park, MD
20742�, Michael C. Anzalone �Syracuse Univ., Syracuse, NY 13224�,
Carol Y. Espy-Wilson �Univ. of Maryland, College Park, MD 20742�, and
Laurel H. Carney �Syracuse Univ., Syracuse, NY 13224�

A noise-reduction algorithm was developed based on a neural model
for detection that is robust in fluctuating noise. The phase-opponency �PO�
neural model correlates the outputs of two different auditory filters that
differ in phase by 180 degrees at the target frequency. The PO detector
used here consists of a pair of overlapping bandpass filters with phase
responses that differ by 180 degrees near the center frequency �CF�. The
correlation between the filter responses is reduced when a narrowband
signal near CF is present in a noisy background. A bank of PO detectors
was used to process speech corrupted by additive Gaussian noise. The
time-varying outputs of the detectors can be post-processed to retain
information-rich regions, such as formants and frication onsets, while
greatly reducing noise between formants. The final detector output con-
trolled the gains in a separate analysis/synthesis filterbank. Spectrograms
of speech sounds before and after noise reduction illustrate the ability of
the system to detect major features in speech down to low signal-to-noise
ratios. The quality of the processed signal will be demonstrated. This
system is intended as a front-end for speech recognition systems or in
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hearing-aid noise-reduction algorithms. �Work supported by NSF
BCS0236707 �OD,CYE� and NIH DC-001641 �MCA,LHC�.�

4aSC5. A new method of extracting the filter characteristics of the
nasal cavity using homorganic nasal-stop sequences. Hansang Park
�Dept. of English Education, Hongik Univ., 72-1 Sangsu-dong, Mapo-gu,
Seoul, Korea�

This study attempts to derive the filter characteristics of the nasal
cavity of individual speakers. Since the only difference between a nasal
and a homorganic voiced stop, such as �mb� and �nd�, is whether the
passage to the nasal cavity is open or not, the subtraction of the LPC
spectrum of the voiced stop from that of the preceding nasal leads to the
filter characteristics of the nasal cavity of an individual speaker regardless
of place of articulation. The results showed that the spectral differences
between samples of 20 ms taken from the steady states of the nasal and the
following voiced stop were close to constant regardless of place of articu-
lation, representing characteristic poles and zeroes, and that the spectral
differences varied with speakers. This study is significant in that it pro-
vides a new method of extracting the filter characteristics of the nasal
cavity, and that the spectral difference between a nasal and a homorganic
voiced stop can be used as a parameter of the filter characteristics of the
nasal cavity of individual speakers.

4aSC6. Synthesizing speech acoustics from head and face motion.
Adriano V. Barbosa, Hani C. Yehia �CEFALA/PPGEE, Universidade
Federal de Minas Gerais, Av. Antonio Carlos, 6627, Belo Horizonte, MG,
31270-010, Brazil, adriano.vilela@gmx.net�, Andreas Daffertshofer
�Vrija Universitat, Amsterdam, The Netherlands�, and Eric Vatikiotis-
Bateson �Univ. of British Columbia, Vancouver, BC, Canada V6T 1Z1�

This work outlines a quantitative analysis of the relation between
speech acoustics and the face and head motions that occur simultaneously
�A. V. Barbosa, Ph.D. thesis, Universidade Federal de Minas Gerais, Belo
Horizonte, Brazil, 2004�. 2-D motion data is obtained by means of a video
camera. An algorithm has been developed for tracking markers on the
speaker’s face from the acquired video sequence �A. V. Barbosa, E.
Vatikiotis-Bateson, and A. Daffertshofer, in Proceedings of the 8th ICSLP
Interspeech 2004, Korea, 2004�. The motion domain is represented by the
2-D marker trajectories, whereas line spectrum pairs �LSP� coefficients
and the fundamental frequency F0 are used to represent the speech acous-
tics domain. Mathematical models are trained to estimate the acoustic
parameters �LSPs � F0) from the motion parameters �2-D marker posi-
tions�. The estimated acoustic parameters are then used to synthesize the
acoustic speech signal. Cross-domain analysis for undecomposed �i.e., full
head � face� and decomposed �i.e., separated head and face� normalized
2-D motions is performed. Syntheses from each method using intelligibil-
ity tests and qualitative comparison of the original and synthesized utter-
ances are being evaluated.

4aSC7. ArtiSynth designing a modular 3D articulatory speech
synthesizer. Florian Vogt, Oliver Guenther, Allan Hannam, Kees van
den Doel �Univ. of British Columbia, 2356 Main Mall, Vancouver, BC,
Canada V6T 1Z4, fvogt@ece.ubc.ca�, John Lloyd, Leah Vilhan, Rahul
Chander, Justin Lam, Charles Wilson, Kalev Tait, Donald Derrick, Ian
Wilson, Carol Jaeger, Bryan Gick, Eric Vatikiotis-Bateson, and Sidney
Fels �Univ. of British Columbia, Vancouver, BC, Canada V6T 1Z4�

ArtiSynth is a modular, component-based system for performing dy-
namic 3D simulations of the human vocal tract and face. It provides a test
bed for research in areas such as speech synthesis, linguistics, medicine,
and dentistry. ArtiSynths framework enables researchers to construct, re-
fine, and exchange models of all parts of the vocal tract and surrounding
structures. ArtiSynth introduces a probe concept to unify input and output
data flow, which allows control of and access to models with time varying
data series. ArtiSynth supports interconnected heterogeneous models, such

as rigid body, mass-spring, and parametric, using a point-set connection
method, called markers, for constraint satisfaction. Using ArtiSynth, we
created a muscle-driven rigid body jaw model, a parametric principle com-
ponent tongue model from MRI images, a parametric lip model, and mass-
spring face tissue model. We combined them in various ways. Data from
medical imaging �MRI, CT, and ultrasound� and other technologies such
as optical tracking can be used to drive ArtiSynth models. We are currently
developing an acoustical rendering framework supporting source-filter
models and other advanced methods. The system incorporates a powerful
scripting interface as well as an easy-to-use graphical interface. �Work
supported by NSERC Canada and ATR Japan.�

4aSC8. Design of a 6 degree of freedom anthropomorphic robotic jaw.
Edgar Flores and Sidney Fels �Dept. of Elec. & Comput. Eng., UBC,
2356 Main Mall, Vancouver, BC, Canada V6T 1Z4�

We have created a 6 DOF robotic jaw capable of producing, in real-
time, the complex set of motions described by the human jaw during
speech or mastication. The jaw is designed to fit within a larger robotic
human figure such as the head, neck and torso of the 25 DOF Infanoid.
�Kozima, Hideki: Infanoid: A Babybot that Explores the Social Environ-
ment, K. Dautenhahn et al. �eds.�, Socially Intelligent Agents: Creating
Relationships with Computers and Robots, Kluwer Academic Publishers,
pp. 157–164, 2002�. The produced mechanical prototype has been de-
signed to accommodate a prosthesis mandible with dentures. The mecha-
nism could fit within the skull of the average man; where it would occupy
less than 1/3 of the skull cavity. Two TMJs �temporomandibular joints�
support the prosthesis, where each is driven by a 3 DOF parallel manipu-
lator. In order to combine the motion of both manipulators each TMJ is
capable of 3 DOF. The system is controlled via a USB port using software
that models the human skull including collision detection mechanisms.
The jaw allows for linear control, zero-backlash, and up to three times
exaggerated mobility ranges making it also suitable for speech research,
facial gesture affect research and dentistry applications.

4aSC9. Effects of subglottal acoustics on phonation onset. Juergen
Neubauer, Zhaoyan Zhang, and David Berry �UCLA School of Medicine,
31-24 Rehabilitation Ctr., 1000 Veteran Ave., Los Angeles, CA 90095,
zyzhang@ucla.edu�

The effect of subglottal acoustic loading on the vocal fold vibration
was investigated using a self-oscillating mechanical model of the folds.
Although the influence of the supraglottal tract on vocal fold vibration has
received more attention than the subglottal system, the influence of the
subglottal system on vocal fold vibration is also potentially significant,
and merits investigation. In this study, the subglottal system consisted of a
uniform tube connected to an expansion chamber on the flow supply end
�e.g., a pseudo-lung�. The length of the subglottal tube was varied system-
atically over a relatively large range in order to investigate the influence of
subglottal acoustics on vocal fold vibration. Phonation onset and offset
pressures were measured in the subglottal tube as a function of tube
length. Over the range of investigation, the fundamental frequency of pho-
nation was found to be negatively correlated with the subglottal tube
length. However, both phonation onset and offset pressure were positively
correlated with subglottal tube length, with the onset pressure increasing
faster than the offset pressure. This hysteresis effect vanished and the two
pressures merged at a small value of the subglottal tube length, indicating
a change in the onset behavior from a subcritical Hopf bifurcation to a
supercritical Hopf bifurcation �a codimension-2 bifurcation point�. In ad-
dition, phonation did not exist below a critical subglottal tube length.
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4aSC10. Classification of initial segments of sounds using onset data
structures. Dagmar S. Fraser and Leslie S. Smith �Dept. of Computing
Sci. and Mathematics, Univ. of Stirling, Stirling FK9 4LA, Scotland,
dsf@cs.stir.ac.uk�

Biologically motivated techniques are used to record onset data struc-
tures �L. S. Smith and D. S. Fraser, IEEE TNNS 15, 1125–1134 �2004��.
These structures record sets of events detailing both the spectral and in-
tensity structure of sound onsets. They are inspired by the output spikes
from onset cells in the cochlear nucleus. We suggest that the spectro-
temporal characteristic of these structures provides useful information for
classifying initial segments of sounds. The original onset data structure is
of high dimensionality, and is difficult to interpret directly. A self-
organizing feature map �SOFM or Kohonen network� is therefore used to
provide a lower dimensional coding. The SOFM requires fixed-length data
vectors, preferably not of too high a dimensionality. A number of different
reformatting techniques are used to provide this. For the SOFM, identified
activated map areas are associated with particular sounds. Using the
TIMIT database these areas can be labelled, providing a testable classifi-
cation scheme. This is compared with other work classsifying TIMIT pho-
nemes. We believe that the SOFM can be extended to classify the onsets of
other �non-speech� sounds. �Work supported by UK EPSRC.�

4aSC11. Computational fluid dynamics simulation of a sibilant.
Kazunori Nozaki, Toyokazu Akiyama, Shinji Shimojo �Cybermedia Ctr.,
Osaka Univ., 5-1 Mihogaoka, Ibaraki, Osaka 567-0047, Japan,
nozaki@cmc.osaka-u.ac.jp�, Shingo Maeda, Takeshi Kaishima �Osaka
Univ.�, Hiroo Tamagawa, and Yoshinobu Maeda �Osaka Univ.�

It is well known that a sibilant is generated around the anterior teeth
and the frontal part of palate. However, there is no study that the sibilant
sound source is detected and visualized. Dentists often need to fabricate
the prostheses including the anterior teeth and the palate. It would be
useful if the critical part of the prostheses on the generation of sibilant
could be detected before the fabrication and treatment. In this present
study, Computational Fluid Dynamics simulation was performed in order
to examine the oral air flow on pronouncing sibilant. Moreover, Powell
sound source around the anterior teeth was detected and visualized by
combining Computational Fluid Dynamics simulation and Computational
Acoustical Analysis. As a result of this study, dentists can obtain the clini-
cal criteria of the prosthetic treatment with considering sibilant.

4aSC12. Deriving speaking rate effects on tonal realization without
varying the speech rate. Alan C. L. Yu �Univ. of Chicago, 1010 E 59th
St., Chicago, IL 60637, aclyu@uchicago.edu�

Previous research investigates the effect of durational variation on
tonal realization by artificially inducing a change in speaking rate.
Through an investigation of the f 0 pattern of Cantonese mid-rising tone,
this paper introduces a novel, indirect, method of investigating durational
effect on tonal realization by looking at the variation in tonal realization in
different syllable types. Cantonese has three syllable types: CV, CV�V�O,
CV�V�N. CV�V�N syllables are found to be significantly longer than CV
syllables, which in turn are significantly longer than CV�V�O syllables. In
this study, five native Cantonese speakers were asked to recite a list of
Cantonese words with a mid-rising tone in a carrier phrase. The f 0 of the
Turning Point �the lowest point of a rise�, the f 0 peak of the rise, the
durations of the Turning Point and the f 0 peak relative to the onset of
voicing, and the duration of the syllable rime were measured. The results
show that the f 0 peak frequency remains constant regardless of the dura-
tion of the syllable. The f 0 of the Turning Point gets higher when the
duration of the syllable becomes shorter. Finally, the slope of the f 0 rise
remains constant regardless of the duration of the syllable.

4aSC13. Mechanical vocal cord model mimicking human biological
structure. Eiji Shintaku, Kotaro Fukui, Kazufumi Nishikawa, Shunsuke
Ikeo �Dept. of Mech. Eng., Waseda Univ., 3-4-1 Ookubo, Shinjuku-ku,
Tokyo 169-8555, Japan�, Kentaro Takada, Atsuo Takanishi �Waseda
Univ., Saitama, Japan�, Hideaki Takanobu �Kogakuin Univ., Tokyo,
Japan�, and Masaaki Honda �Waseda Univ., Saitama, Japan�

We present a mechanical vocal cord model aiming for a talking robot,
WT-5 �Waseda Talker No. 5�. Unlike a musical reed which has been used
in conventional mechanical speech synthesizer, the vocal cord model is
formed to mimic the human’s vocal cord in the shape and the biological
structure. It is made of a thermoplastic rubber, Septonh �Kuraray Co. Ltd.�
of which the elasticity like a human’s, and has 3-DOF mechanisms which
is similar to the human structure. 1-DOF link mechanism could change the
pitch by stretching the length of the vocal cords. The 2-DOF arm mecha-
nism is used to mimic the abduction and adduction of a human arytenoid
cartilage. The vocal cord model was excited by air flow exhausted from a
mechanical lung model. The vibration pattern was observed by a high-
speed camera, and the glottal volume velocity and the sound pressure were
recorded by a mask-type wire screen pneumotachograph and a micro-
phone. It was shown that the lower and upper edges of the vocal cords
could vibrate in a different phase and the sound spectrum was similar to
the source spectrum of human speech.

4aSC14. An educational articulatory synthesizer, EASY. Richard S.
McGowan �CReSS LLC, 1 Seaborn Pl., Lexington, MA 02420� and
Reiner Wilhelms-Tricarico �CReSS LLC and Haskins Labs., New Haven,
CT 06511�

An articulatory synthesizer has been written for general educational
and research use. It has been named Educational Articulatory Synthesizer,
EASY, and written in the MATLAB programming language. In its current
instantiation, the synthesizer performs calculations in the frequency do-
main and includes the effects of wall-vibration, viscous and thermal
boundary layer loss, and radiation loss. Sources anywhere from the glottis
to the mouth can be specified. Further, the code allows for side branches
other than the nasal tract so that sounds such as laterals can be specified.
A low-frequency aerodynamic module has also been included. Midsagittal
shape is controlled by a hierarchy of flesh points. Points high in the hier-
archy specify the overall shape by determining reference positions for
points lower in the hierarchy, which, in turn, determine the shape locally.
�Work supported by grant NIDCD-001247 to CReSS LLC.�

4aSC15. The relation between learning Mandarin Pinyin or Zhuyin
and L2 „English… production. Yan Helen Yu and Fredericka Bell-Berti
�Dept. of Speech, Commun. Sci., & Theatre, St. John’s Univ., 8000 Utopia
Pkwy, Jamaica, NY 11439�

This study investigates the relation between early written first lan-
guage learning experience and the perception and production of speech in
a person’s second langauge (L2). It compares the English pronunciation
of native Mandarin speakers who have had different sound-annotating
learning experiences �Pinyin versus Zhuyin�. We predict that native Man-
darin speakers who used the Pinyin system will produce some English
sounds as their Pinyin counterparts if the same Roman letter is used as a
pronunciation symbol both in English and in Pinyin system. However,
because Pinyin and Zhuyin are not the primary written form for Mandarin,
and are extensively used only in the first years of school, and because L2
learning involves exposure to speech as well as reading, we expect only
moderate differences between the two groups’ perception and production
abilities. We will examine the interaction for Pinyin and Zhuyin learners
between �Mandarin� L1 learning experience, age effects, L2 experiences,
and the establishment of English phonetic categories for the English
monophthongal vowels and consonants /r/, /z/, and /l/.
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4aSC16. Characterization of voice pathologies from acoustic signals
using wavelet analysis. Sarah A. Bentil and Yuling Yan �Dept. of Mech.
Eng., 302 Holmes Hall 302, Univ. of Hawaii-Manoa, Honolulu, HI 96822,
bentil@hawaii.edu�

We present a method to quantitatively characterize voice abnormalities
using wavelet analysis. The proposed method uses wavelets to decompose
acoustic signals, acquired clinically from patients with normal and patho-
logical voices, into their designated frequency/time components. These
components contain valuable information on the unique dynamic proper-
ties of the vocal system and correlate with specific voice conditions. A
comparative analysis of these vocal signals using spectrogram is also pre-
sented. These combined analyses provide comprehensive representation
and quantitative characteristics of the vocal dynamics, which may provide
key indication of vocal abnormalities. Further wavelet analysis of acoustic
data evaluates variations in the characteristics of the vocal signal from one
glottal cycle to the next. This is valuable since vocal signals representing
most pathological voice productions exhibit inter-cycle variations in inten-
sity or/and frequency. Our results of analysis show that the wavelet analy-
sis can be used to characterize voice pathologies and provide information
regarding the type and severity of the disorder. �Work supported by NSF
awarded to Yan.�

4aSC17. Synthesizer software for modeling voice quality. Norma
Antonanzas-Barroso, Bruce R. Gerratt, and Jody Kreiman �Div. of Head/
Neck Surgery, UCLA School of Medicine, 31-24 Rehab Ctr., Los Angeles,
CA 90095-1794, jkreiman@ucla.edu�

This poster presents a formant synthesizer that is designed especially
for detailed modeling of voice quality. Users may interactively manipulate
source pulse shapes and/or spectral characteristics of the voice source, the
noise spectrum and noise-to-signal ratio, jitter and shimmer, vocal tremor
rate and extent, and the vocal tract transfer function �formants and band-
widths�, all in near-real time. Pitch contours can be modeled directly or
imported. The synthesizer may be utilized in method-of-adjustment tasks,
or sequences of stimuli may be created for use in other experimental
paradigms. An interactive audio-visual display makes this a useful tool for
teaching voice acoustics as well. Both an executable version of the pro-
gram and the underlying code will be available during the conference.
Copies of software that supports the voice modeling effort, including an
interactive inverse filter, will also be distributed. �Work supported by
NIDCD grant DC01797.�

4aSC18. Simulation and analysis of tremor in speech production.
Kimberly A. Farinella and Brad H. Story �Dept. of Speech, Lang., and
Hearing Sci., Univ. of Arizona, P.O. Box 210071, Tucson, AZ 85721-0071�

Tremor of the muscles used for voice and speech production creates
frequency and amplitude modulations in the acoustic speech signal. Fre-
quency modulation results primarily from changes in muscle activations
that alter the mass and stiffness of the vocal folds, consequently altering
the fundamental frequency (F0). The primary source of amplitude modu-
lation comes from time-varying activation of the respiratory muscles
�which alter alveolar pressure�, from laryngeal muscles that modify the
maximum glottal area, or from interaction of voice source harmonics with
the vocal tract filter. The purpose of this preliminary investigation was to
analyze acoustic signals generated with an articulatory speech synthesizer
in which tremor was imposed separately at each of the three anatomical
sites: the respiratory system, larynx, and upper airway �pharynx�. The
synthesizer consisted of a voice source model of the time-varying glottal
area coupled to a wave propagation model of the airways upstream and
downstream of the vocal folds. This allowed for complete control of F0,
alveolar pressure, glottal area, vocal tract shape, and modulation frequen-
cies of each. Frequency and amplitude contours of the resulting acoustic

signals were extracted from the waveform and analyzed and compared
using customized Matlab routines. Submitted For �Speech Communica-
tion� Young Presenter Award and �Speech Communication� Best Student
Paper Award.

4aSC19. Temporal features in TV news and weather forecasts.
Tatiana I. Shevchenko and Natalia Uglova �Moscow State Linguistic
Univ., 38 Ostozhenka, Moscow 119992, Russia�

The paper is aimed at investigating the specific features of temporal
component as manifested in authentic TV speech, news and weather fore-
casts of the three channels: NBC, Texas News, Philadelphia Fox. In our 10
min corpus �9 speakers, 5 men and 4 women� durational patterns and
pauses between them as well as their ratio were measured. The data
showed that on average a durational pattern lasts 2655 ms, while an aver-
age pause duration is 193 ms. Thus pausing does not take a major amount
of time, while phonation is 14 times as long. Furthermore, the analysis
reveals the abundance of short and extra short pauses which also stands for
a rapid tempo. The temporal characteristics were correlated with regional
affiliation, genre and gender distinctions. The speakers demonstrated uni-
formity in the basic temporal features determined by time limit con-
straints. The results of our investigation basically agree with previous
research based on mass media interviews, reading and spontaneous mono-
logues. However, our findings show that a salient feature of newsreaders
speech is their ability to deliver an enormous volume of information at a
very quick tempo, which is a real challenge to viewers.

4aSC20. Stabilization techniques for ultrasound imaging of speech
articulations. Lisa Davidson and Paul De Decker �Dept. of Linguist.,
New York Univ., 719 Broadway 4th Fl, New York, NY 10003�

One challenge for the ultrasound imaging of the tongue during con-
nected speech is stabilization of both speakers heads and the ultrasound
transducer. To accurately analyze tongue shapes, researchers must ensure
that differences among images result from changes in tongue shape, not
head or transducer movement. In this validation study, we present an in-
expensive, space-saving technique for stabilizing the head and transducer
during the collection of ultrasound images in the laboratory. Four speakers
were video-recorded producing 5 blocks of 19 sentences each. The speak-
ers’ heads were immobilized with a moldable head stabilizer �Comfort
Company, model #HSM� affixed to a wall while the transducer was held
by a microphone stand. Markers were attached to points on the speakers’
faces and the transducer. Custom-written MATLAB software was used to
find the center of the markers for every 10th frame of the recordings.
Results indicate that the transducer does not move, and head movement
beyond the measurement error of 1 mm is confined to the first block, while
speakers are adjusting to the equipment. As compared to other stabiliza-
tion techniques �Stone and Davis, J. Acoust. Soc. Am. 98, 3107–3112
�1995��, this method provides equivalent immobilization that is signifi-
cantly less expensive and portable for fieldwork.

4aSC21. Acoustic eigenmodes and formant-cavity affiliations for the
time-varying vocal tract. Gordon Ramsay �Haskins Labs., 270 Crown
St., New Haven, CT 06511-6204, ramsay@haskins.yale.edu�, Philip
Rubin �Haskins Labs., New Haven, CT 06511-6204�, and Catherine Best
�Haskins Labs., New Haven, CT 06511-6204�

Acoustic analyses of speech production are often based on assump-
tions about formant-cavity affiliations. Typically, these are derived from
approximations based on coupled resonators, or from small-perturbation
analyses for open vowel configurations. Few studies have accurately cal-
culated formant-cavity affiliations for tightly-constricted vocal tract
shapes, or for vocal tract shapes that change in time. In this paper, we
show how to determine the acoustic eigenmodes of the vocal tract from a
physical simulation, and apply this to examine time-varying formant-
cavity affiliations during sequences of consonants and vowels. A state-
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space model of quasi-one-dimensional acoustic wave propagation in a
time-varying elastic tube is derived, using the finite volume method. The
eigenvalues and eigenvectors of the resulting implicit matrix recursion are
shown to determine the formant frequencies and bandwidths, and the spa-
tial distribution of potential and kinetic energy for each formant, at each

point in time. Illustrations are given for examples of VCV sequences con-
structed using an articulatory model, including stops, fricatives, and ap-
proximants in different vocalic contexts. Formant-cavity affiliations, as
defined by the localization of acoustic energy along the vocal tract, do not
necessarily correspond to actual cavities. �Work supported by NIH.�

THURSDAY MORNING, 19 MAY 2005 GEORGIA A, 8:30 TO 11:45 A.M.

Session 4aSP

Signal Processing in Acoustics: Design and Applications of Arrays

Paul J. Gendron, Chair
Naval Research Lab., Acoustics Div., 4555 Overlook Ave., SW, Washington, DC 20375-0002

Contributed Papers

8:30

4aSP1. Broadband nearfield beamformer with compact size by using
Nash genetic algorithm. Soonkwon Paik �Elect. & Comput. Eng., Univ.
of Texas, 1 Univ. Station Stop C0803, Austin, TX 78712,
soonkwon@mail.utexas.edu� and Elmer L. Hixson �Univ. of Texas,
Austin, TX 78712�

Though the acoustical array is effective in the reverberant field, its
usage has been limited at low frequencies since the array with the length
of more than 1 meter is difficult to install inside a vehicle. Furthermore, it
is impractical to use circular coordinates especially inside vehicle since the
sound source, a human mouth, stays at a fixed distance from and moves
along the parallel line to the surface of the headliner. For the delay-and-
sum beamformer in near-field, it is difficult to get the complex coeffi-
cients, amplitude weight and time delay, by analytical methods. In this
paper, one numerical optimization method for a fixed microphone array is
investigated which uses the Nash Genetic Algorithm �Nash GA� which
was originally used in electromagnetism problems. By using Nash GA,
first the optimal geometry of array element alignment inside a vehicle is
found, then the complex coefficients are obtained. The results measured in
an anechoic chamber correspond to that of computer simulation and sat-
isfy the requirement of hands-free mobile telephony where the micro-
phone array is installed in a vehicle’s headliner and the data is also mea-
sured in a reverberant field to investigate the signal to noise ratio.

8:45

4aSP2. Capacity of the oceanic waveguide. W. J. Higley, Philippe
Roux, and W. A. Kuperman �Marine Physical Lab., Scripps Inst. of
Oceanogr., 9500 Gilman Dr., La Jolla, CA 92093-0238�

Capacity between two multiple-input/multiple-output �MIMO� arrays
can be computed by decomposing the Green’s function matrix into or-
thogonal functions, which can be thought of as independent subchannels.
In a waveguide with sufficient array sampling, the modes are the indepen-
dent subchannels, and capacity can easily be calculated for given wave-
guide parameters. Capacity is calculated using the optimal power alloca-
tion strategy of ‘‘water-filling.’’ Water-filling is simultaneously done
across modes and frequency. Theoretically computed capacities for an
oceanic waveguide between two vertical arrays for various waveguide
parameters, along with physical explanation, will be presented.

9:00

4aSP3. Detection enhancement using multiple time-reversed guide
sources in shallow water: Analysis of TREX04 data. David C. Calvo,
Charles F. Gaumond, and David M. Fromm �Acoust. Div. Naval Res.
Lab., Washington, DC 20375-5320�

Detection in a monostatic, broadband, active sonar system in shallow
water is degraded by propagation-induced spreading. In the TREX04 ex-
periment, performed south of the Hudson Canyon off the coast of New
Jersey, 0.25 sec LFMs were transmitted with 500 Hz bandwidths chosen
over a 0.5–3.5 kHz range using the NRL 64 element source-receiver array.
The transmissions were then echo-repeated by a distant ship at a range
varying between 1–5 km. The echo-repeating ship also transmitted one-
way, 1 s, LFMs which were used as guide-source signals. These guide-
source signals, which contain environmental information, form the basis
of a technique for improving detection without having explicit environ-
mental knowledge. Using an empirical-orthogonal-function representation
of the set of monostatic guide-source signals, echoes were convolved with
the time-reversed orthogonal functions as part of a filter bank. The result is
improved probability of detection of noisy echoes using multiple guide-
source signals in comparison with a baseline probability of detection using
matched-filtering. In this talk, ROC curve improvement is analyzed as a
function of the many parameters, e.g., target depth, source aperture, band-
width, number of guide sources and their spatial and temporal separation.
Comparison with numerical simulations is also made. �Work supported by
ONR.�

9:15

4aSP4. Backpropagation image analysis of broadband decomposition
of the time reversal operator „DORT… data from TREX-04. David M.
Fromm, Charles F. Gaumond, Richard Menis, David C. Calvo �Naval
Res. Lab., 4555 Overlook Ave. SW, Washington, DC 20375-5320�, Joseph
F. Lingevitch, Geoff F. Edelmann, and Elisabeth Kim �Naval Res. Lab.,
Washington, DC 20375-5320�

Single-frequency DORT is a method of isolating scatterers with a
multiple-source/multiple-receiver system �C. Prada et al., J. Acoust. Soc.
Am. 99, 2067–2076 �1996��. Broadband DORT overcomes problems of
frequency fading and dispersion by exploiting the response of singular
values across the entire signal bandwidth. In spring 2004, the Time Re-
versal Experiment, TREX-04, collected data for the evaluation of the
broadband DORT technique. An 80 m vertical source/receiver array with
64 hydrophones was deployed in 100 m deep water in an area south of
Hudson Canyon off the New Jersey coast. Sets of four, five, or six beams
were transmitted at small angles from horizontal and the response from an
echo repeater was recorded on 64 channels. Data was collected in 500 Hz
bands between 500 and 3500 Hz with the echo repeater at ranges from 0.5
to 5.0 km and at mid-water column and near-bottom depths. Applying the
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broadband DORT algorithm, the isolation of the echo repeater signal in the
singular vectors and the robustness of broadband backpropagation images
will be presented as a function of frequency band, signal coherence, echo
repeater range and depth, noise levels, and receiver aperture. �Work sup-
ported by the ONR.�

9:30

4aSP5. Ultrasonic tomography for density gradient determination
and defect analysis. Xiang Zhao and Joseph L. Rose �Dept. of Eng. Sci.
and Mech., Penn State Univ., University Park, PA 16802�

Ultrasonic tomography is used to study density gradients and structural
defects. In practice, it is not possible to measure an almost infinite number
of projections, necessary for the transform-based techniques to produce
highly accurate results. To overcome this difficulty, interpolations with
respect to sample angle and projection angle based on fewer measure-
ments are used to generate the required projection data. The number of
sampled grid values necessary for displaying a well-balanced recon-
structed image to reduce the aliasing distortions caused by insufficiency of
the input data is then possible. For slowness reconstruction, as an example,
one should constrain the time of flight at a source point to zero when using
interpolation, other than using extrapolation to generate projection data to
guarantee that the interpolated data around the source converges to zero.
Hence no time is taken when a source and a detector overlap. Algebraic
reconstruction algorithms, however, lack the accuracy when using a
smaller number of measurements, and computational efficiency when us-
ing an abundant data set generated by interpolating. Results show that this
approach can improve the overall accuracy and cost more effectively, thus
making it a potentially, powerful tool for studying in-situ process and
health monitoring. �Work supported by NSF.�

9:45

4aSP6. Implementation of a nearfield acoustic holography system
based on pressure and velocity measurements. Michael C. Harris,
Jonathan D. Blotter �Dept. of Mech. Eng., Brigham Young Univ., 435
CTB, Provo, UT 84602�, and Scott D. Sommerfeldt �Brigham Young
Univ., Provo, UT 84602�

Analytical models have indicated that a pressure and velocity-based
nearfield acoustic holography �NAH� method will provide the same recon-
struction resolution of current NAH methods with significantly fewer mea-
surement locations. This would lead to a considerable savings in data
acquisition time for scanning array systems and reduce the inefficiency of
NAH for high spatial frequencies. The pressure and velocity-based NAH
method will be introduced. Experimental results for a simply supported
plate and cylinder will be presented. These results will be compared to
results obtained using conventional NAH methods.

10:00–10:15 Break

10:15

4aSP7. Energetically optimal regularization in nearfield acoustical
holography. Xiang Zhao �Dept. of Eng. Sci. and Mech., Penn State
Univ., University Park, PA 16802�

Regularization techniques, such as singular value discarding or
Tikhonov regularization, are commonly used to improve estimate of
source field to be reconstructed from measured acoustic pressures at many
points in nearfield acoustical holography. Theoretically, however, the regu-
larized solution always underestimates the sound power of the real source.
This paper presents an energetically optimal regularization method to
solve this problem in nearfield acoustical holography by introducing a
compensation factor in the generalized cross-validation function used to
determine the optimal regularization parameter based on the Tikhonov
regularization technique. Numerical examples show that the resulting
regularization parameter will not only ensure a good fit of the predicted
acoustic pressures to all measured data, but also ensure that the sound
power of the equivalent source is always in agreement with the measured

sound power, thus making this regularization method more ideal and much
better than others in finding a compromise between the fidelity to input
data and the fidelity to source field, and yielding a robust solution to the
source field. �Work supported by NSF.�

10:30

4aSP8. Multi-variate error analysis of beam-forming acoustic
measurements in a wind-tunnel. Ramani Ramakrishnan, Greg Kawall,
Pushpinder Bhullar �Ryerson Univ., 350 Victoria St., Toronto, ON,
Canada M5B 2K3, rramakri@ryerson.ca�, and Norman Ball �Inst. for
Areospace Res., NRCC, Ottawa, Canada K1A 0R6�

Source localization has been in the forefront in acoustics, since quan-
tification of the source power and its exact location is de rigueur for
successful noise control. Starting from single microphone measurements,
many different methods, progressively more successful and complex, have
been attempted for source localization. Recently, beam-forming methods,
due to their success in underwater acoustics and architectural acoustics,
have been used in wind tunnel tests. These tests have been quite exten-
sively utilized both in automotive and aircraft tests. Beamforming tech-
niques use an array of microphones, arranged in different patterns, to
detect the source location and source power. In beamforming, the array in
effect beams, not in the physical sense, towards the source to determine its
position. Various parameters determine the success of the beamforming
techniques. Some of these parameters are: number of microphones, micro-
phone spacing, array pattern, source frequency and signal analysis proce-
dures. A series of microphone array tests were conducted at the national
Research Council of Canada’s wind tunnel, with and without flow. The
source location was known a priori. A multi-variate error analysis was
performed to determine the importance of the different parameters. The
results of the analysis will be presented in this paper.

10:45

4aSP9. Acoustical spectral analysis of a wake vortex cross-section
using microphone-arrays. Hadi S. Wassaf �John A. Volpe Natl.
Transportation Systems Ctr., Cambridge, MA 02142�, Oliver C. Ibe
�Univ. of Massachusetts, Lowell, MA 01854�, and Robert P. Dougherty
�OptiNav Inc., Bellevue, WA 98004�

The ability to unambiguously identify the acoustic energy generated by
airplane wake vortices using phased microphone-array intensity distribu-
tion maps is hampered by the lack of knowledge of the associated non-
stationary spectrum throughout the wake’s duration. This ambiguity is
especially pronounced when the low broadband signal to noise ratio ren-
ders the wake signal difficult to isolate from contaminating background
noise. In this paper, a technique to isolate the acoustic spectral content of
a cross sectional wake track �CSWT� is presented. First, image processing
is used to generate a CSWT from vertical intensity distribution maps. In a
second beamforming stage, the array’s main-lobe traces the track to am-
plify the acoustic signal along the CSWT and estimate its time-varying
power spectral density PCSWT( f ) using Short Time Fourier Transform.
Simultaneously, the background noise frequency-dependent upper confi-
dence limit CL( f ) is estimated at each time increment by steering the
array away from the wake source. The time varying CL( f ) is then used as
an adaptive threshold function on PCSWT( f ) in order to dynamically seg-
ment out the wake frequency bands from those of the contaminating noise
sources.

11:00

4aSP10. Performance analysis of ambiguity function based
broadband chirp direction of arrival estimation. Ning Ma and Joo
Thiam Goh �DSO Natl. Labs., Singapore�

When estimating the direction of arrival �DOA� estimation of broad-
band sources with an array, the source is usually modeled as white noise.
However, when the source signal has certain time-frequency structure,
studies have shown that the DOA estimation performance can be improved
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by using the information about its structure. In our previous work �Ning
Ma and Joo Thiam Goh, ‘‘DOA Estimation for Broadband Chirp Signals,’’
Proc. of ICASSP 2004, Vol. II, pp. 261–264�, we have proposed two new
methods for broadband chirp signal DOA estimation based on the ambi-
guity functions, namely Incoherent Broadband Chirp DOA estimation
�CBD-I� and Coherent Broadband Chirp DOA estimation �BCD-C�. Be-
sides improving the accuracy of the DOA estimates, these algorithms work
with signal frequencies that are higher than the array design frequency.
The number of sources are also not constrained by the number of sensors.
The performance of the proposed DOA estimation methods is analyzed
theoretically and numerically in this work. The analysis results show that
these methods can improve the output SNR and therefore the DOA esti-
mation performance when input SNR is higher than certain level.

11:15

4aSP11. Experimental reproduction of random pressure fields in
laboratory conditions. Teresa M. Bravo and Cedric Maury �Dept. de
Genie Mecanique Acoustique, UTC, Ctr. de Recherche Royallieu,
BP20529, 60205 Compiegne France, teresa.bravo-maria@utc.fr�

The design and the physical implementation of an experimental set-up
are discussed for the off-line reproduction of random wall-pressure fluc-
tuations with given spatial correlation characteristics. This approach could
provide a cost-effective laboratory method of both reducing the variability
of low frequency sound transmission measurements as well as measuring
the boundary layer noise transmitted through aircraft fuselage structures.
Three different types of random excitations are considered, namely an
acoustic diffuse field, a turbulent boundary layer excitation and an acoustic
progressive wave at grazing incidence angle. The corresponding excita-
tions are generated in a semi-anechoic chamber using a near-field array of
4�4 loudspeakers optimally driven and located above a set of 13�16
microphones. The microphones are positioned a short distance apart from

an aluminum test panel. The optimal driving signals are determined from
acoustic transfer functions measurements between the grid of microphones
and the array of loudspeakers. Given this number of loudspeakers, a rea-
sonable reproduction of the boundary-layer excitation is achieved up to
about 200 Hz and a good approximation of both the acoustic diffuse field
and the progressive wave is obtained over the frequency range of interest,
i.e. up to about 700 Hz. �Work supported by ANVAR.�

11:30

4aSP12. Acoustic to seismic ground excitation using time reversal.
Brad Libbey and Douglas J. Fenneman �Night Vision and Electron.
Sensors Directorate, 10221 Burbeck Rd., Fort Belvoir, VA 22060�

Time reversal is a promising method of controlling the arrival of
acoustic signals at receiver locations underwater and in biomedical tissues.
This work applies the techniques in soil for landmine detection. The mea-
surement of seismic vibrations between 50 and 300 Hz is problematic due
to difficulties in transmitting energy into and through the soil from loud-
speakers. The experimental setup consists of an array of loudspeakers
capable of playing independent signals and a soil vibration sensor. The
system response between the loudspeakers and the sensor are approxi-
mated, time reversed, and rebroadcast such that arrivals at the sensor
are coincident. If the airborne and seismic paths are sufficiently complex,
time reversal may help to control the energy distribution of a signal reach-
ing the target region. However, the focusing ability is limited by an auto-
correlation of the system impulse response that is inherent with time
reversal processing. Simulations and experiments will be presented
that demonstrate the advantages and limitations of using time reversal
for controlling energy at a receiver. Results will compare vibration
amplitude with and without the time reversal processing for target soil
locations.

THURSDAY MORNING, 19 MAY 2005 GEORGIA B, 8:30 A.M. TO 12:00 NOON

Session 4aUW

Underwater Acoustics: Propagation: Modeling, and Experimental Results I

Kathleen E. Wage, Chair
Dept. of ECE, George Mason Univ., 4400 University Dr., Fairfax, VA 22030

Contributed Papers

8:30

4aUW1. Spectral features of sound field fluctuations in shallow water
with internal solitons. Mohsen Badiey �Univ. of Delaware, College of
Marine Studies, Newark, DE 19716�, Valery Grigorev �Voronezh State
Univ., Voronezh 394006, Russia�, Boris Katsnelson �Voronezh State
Univ., Voronezh 394006, Russia�, and James Lynch �Woods Hole
Oceanogr. Inst., Woods Hole, MA 02543�

Mode coupling of acoustic wave propagation in shallow water, in the
presence of internal soliton is considered. It is shown that quasiperiodical
behavior of temporal variability of the received signal �arising from the
motion of soliton packets� provides some peaks in frequency spectrum.
Positions of these peaks in spectrum are determined both by the space
scales of interference beating �ray cycles� and velocity of solitons. Results
of theoretical and numerical modeling as well as related experimental
setup is discussed. �Work supported by ONR, RFBR and CRDF.�

8:45

4aUW2. Influence of random nonlinear internal wave parameters on
resonant acoustic mode coupling. Scott D. Frank �Dept. of
Mathematics, Marist College, Poughkeepsie, NY 12601� and William L.
Siegmann �Rensselaer Polytechnic Inst., Troy, NY 12180�

Shallow water transmissions sometimes suffer anomalous amplifica-
tion or loss caused by mode coupling due to the presence of nonlinear
internal wave packets. The possibility of coupling between two acoustic
modes is specified by an internal wave-acoustic resonance condition,
which relates acoustic wavenumber differences to peak locations of the
packet spectrum. This mechanism is critical in a recent analysis �S. D.
Frank et al., J. Acoust. Soc. Am. 116, 3404–3422 �2004�� of some broad-
band intensity variations from the SWARM 95 experiment. That investi-
gation used regularly spaced, evenly-sized nonlinear internal wave packets
and it is important to determine how random variations in the wave widths
and inter-wave spacings affect propagation results. An analytic expression
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for the wavenumber spectrum of an idealized packet is obtained in terms
of these parameters. This expression predicts spectral peak locations for
parameters from the SWARM 95 model that correspond with observed
data. Estimates of peak location statistics arising from random packet
parameter variations are analyzed computationally and analytically. Vari-
ability of internal wave spectral peak locations is correlated with broad-
band intensity fluctuations obtained from parabolic equation computations.
�Work partially supported by ONR.�

9:00

4aUW3. Influence of internal wave fluctuations on acoustic
underwater propagation. Tatiana A. Andreeva, William W. Durgin, and
Stefanie E. Wojcik �Mech. Eng. Dept., Worcester Polytechnic Inst., 100
Institute Rd., Worcester, MA 01609�

The work presents a ray acoustic based analysis of the effect of ocean
internal waves and its fluctuations on acoustic wave propagation. In the
present work, it is shown that consideration of only perfect internal waves
simplifies the real problem, disregarding the fluctuations of internal waves.
The focus of the paper is to study numerically the influence of internal
wave fluctuations and the role of an initial ray angle onto underwater
acoustic propagation. In the present formulation the eikonal equation is
considered in the form of a second order, nonlinear ordinary differential
equation with harmonic excitation due to internal wave. The harmonic
excitation is taken imperfect, i.e., with a random phase modulation due to
Gaussian white noise. The amplitude and wavelength of the acoustic
waves are used as the principle signal characteristics in bifurcation analy-
sis. The regions of instability are identified using the bifurcation and phase
diagrams. The effect of internal waves phase modulation is demonstrated
by means of comparison of the numerical data obtained in the present
work with data, obtained perfect internal wave. The preliminary analysis
shows very strong dependence of acoustic propagation on intensity of
fluctuations.

9:15

4aUW4. Influence of internal waves on vertical coherence of sound
propagation in the East China Sea. Jie Yang and Peter H. Rogers
�School of Mech. Eng., Georgia Inst. of Technol., Atlanta, GA
30332-0405�

Literature of the last two decades has shown that internal waves are a
major factor determining sound field fluctuations �Zhou et al., J. Acoust.
Soc. Am. 90, 2042–2054 �1991�; Lynch et al., ibid. 99, 803–821 �1996��.
Due to its time-dependent and anisotropic nature, internal waves can cause
both temporal and spatial variations in the sound speed profile and hence,
the acoustic field. In this paper, a model is built to study the range and
azimuthal dependence of wave propagation in the presence of internal
wave activity. The results are based on an in situ experiment ASIAEX in
the East China Sea where intense tidal driven internal waves were re-
corded. The model explains the observed decorrelation after long range
propagation �20 km� and in certain directions relative to the internal wave
wavefront.

9:30

4aUW5. Intensity and time-angle fluctuations of high frequency signal
propagation in shallow water. Mohsen Badiey, Jing Luo, and Aijun
Song �Univ. of Delaware, College of Marine Studies, Newark, DE 19716�

Several high frequency experiments in recent years have been directed
towards assessing signal variability as a function of channel environmental
parameters. In this paper, results from one of these experiments in a shal-
low water region are shown. Acoustic communication coded signals were
transmitted between a source and two receiver arrays separated 1 and 2 km
respectively while detailed measurement of the channel environmental pa-
rameters were recorded. Channel impulse response function and the cor-
relation time of the channel are obtained. Ray theory is used to analyze
and interpret the experimental data. Arrival time-angle fluctuations were
found to be directly correlated with the environmental variability due to
ocean dynamics in the experiment region.

9:45

4aUW6. Mean and variance of the 3-D field forward propagated
through random internal waves in continuously stratified deep and
shallow water ocean waveguides. Tianrun Chen, Purnima Ratilal, and
Nicholas C. Makris �MIT, 77 Massachusetts Ave., Cambridge, MA
02139�

A general modal solution for the mean and covariance of an acoustic
field propagating through 3-D random inhomogeneities in an ocean wave-
guide �Ratilal and Makris, J. Acoust. Soc. Am. 114, 2428 �2003�� is ap-
plied to propagation through a general 3-D internal wave field. Our pre-
vious two-layer internal wave parameterization is extended to continuous
stratification and applied in both continental shelf and deep ocean
waveguides. Physical and statistical properties of the internal waves are
modeled with the Garret-Munk and other theoretical and empirical formu-
lations. The mean and variance of the forward field propagating through
internal waves is expressed in terms of the stochastic moments of the
medium’s scatter function density. This is formulated with the Rayleigh-
Born approximation to Green’s theorem in terms of the medium’s com-
pressibility and density fluctuations. In this way, the effect of both
internal-wave sound speed and density variations on the forward propa-
gated field are quantified. Density variations are shown to greatly affect
high order modal propagation in some cases. Two-dimensional models of
propagation through random internal wave fields are shown to become
inaccurate after exceeding threshold ranges where 3-D scattering becomes
important.

10:00

4aUW7. A mean field transport theory for long-range ocean acoustics.
Michael Wolfson and Frank Henyey �Univ. of Washington, APL, 1013
NE 40th St, Seattle, WA 98105-6698�

Voronovich has found from an ocean model that the mean acoustic
wavefield at low frequency persists after multi-megameter propagation in
the deep ocean. The common belief has been that only the incoherent field
survives long propagation distances. His results, if true in the real ocean,
have important consequences to extracting signals from long-range propa-
gation. The results of an alternative ocean model, for which the mean field
is evaluated using transport theory, are presented, and compared to his
results. Our model consists of a single background sound speed field su-
perposed with sound speed fluctuations due to internal waves. We present
results for sources used in recent experiments such as LOAPEX �75 Hz
with about 30 Hz bandwidth�.

10:15–10:30 Break

10:30

4aUW8. Calculation of amplitudes of acoustic normal modes from the
reciprocity principle. Oleg A. Godin �CIRES, Univ. of Colorado and
NOAA/Environ. Technol. Lab., Mail Code R/ET-0, 325 Broadway,
Boulder, CO 80305�

Recently, J. D. Achenbach �J. Acoust. Soc. Am. 116, 1481–1487
�2004�� put forward, on heuristic grounds, an elegant technique to calcu-
late amplitudes of guided waves generated by mechanical loading in a
range-independent elastic medium. The technique is based on application
of the reciprocity principle and allows one to solve the problem without
use of integral transforms. In this paper, the technique is applied to acous-
tic waveguides in a layered fluid. By taking into account continuous spec-
trum of the field, which was disregarded by Achenbach, a mathematical
justification of the technique is obtained. The technique is shown to be
exact. It is further extended to enable calculation of excitation coefficients
of modes of both discrete and continuous spectra by a given sound source.
The results are shown to be identical to those derived with the traditional,
more cumbersome methods that rely on integral transforms. �Work sup-
ported by ONR.�
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10:45

4aUW9. Moving ship tomography a first look at BASSEX 04. Kevin
D. Heaney �OASIS Inc., Falls Church, VA 22044� and Arthur B.
Baggeroer �MIT�

During the Basin Acoustic Seamount Scattering Experiment �BAS-
SEX04� a line array was towed between two source moorings in the North
Pacific separated by 500 km. The moorings were part of the SPICE04 test
led by Scripps Institution of Oceanography. Each mooring had two broad-
band sources �center frequency 250 Hz� at depths of nominally 800 m and
3000 m. Thirty transmissions were recorded as the ship passed south along
the line bisecting the two source moorings. The sources transmitted simul-
taneously �for each source�. In order to break the conical ambiguity of the
arrivals from each source, the array was turned 20 degrees for each recep-
tion. One set of sources used coded m-sequences with different laws,
permitting separation of the signals by signal processing. Comparisons of
the received signals will be compared with initial propagation model re-
sults using the measured sound speed field from the ship. An approach to
Nx2�D tomography �where N�30) will be investigated. �Work sup-
ported by ONR Ocean Acoustics.�

11:00

4aUW10. Basin Acoustic Seamount Scattering Experiment „BASSEX
04… II. Downslope propagation. Kevin D. Heaney �OASIS Inc., Falls
Church, VA 22044�, Arthur B. Baggeroer �MIT�, Kyle M. Becker
�ARL-Penn State Univ.�, Eddie Scheer, and Keith Vonderheydt �Woods
Hole Oceanogr. Inst.�

During the Basin Acoustic Seamount Scattering EXperiment �BAS-
SEX04�, the Five-Octave Research Array �FORA� was deployed near the
North Pacific Acoustics Laboratory �NPAL� bottom mounted tomography
source just off the coast of Kauai. Receptions from the Kauai source were
taken at ranges from 2 km out to 500 km. The data was taken to examine
the affects of seafloor interaction on downslope propagation �propagation
down both steep and shallow slopes�, shallow water range-dependent 3-D
propagation and conversion from shallow water propagation to deep water
propagation. Conventional and adaptive beamforming results will be pre-
sented as well as comparisons between measured responses and PE mod-
eled responses. Geo-acoustic inversions will be performed with the broad-
band source in end-fire and broadside orientations of the array. �Work
supported by ONR Ocean Acoustics.�

11:15

4aUW11. Forward scattering from the Kermit-Roosvelt Seamount
complex during the SPICEX-LOAPEX-BASSEX experiments.
Arthur B. Baggeroer, Joseph SikoraIII �Massachusetts Inst. of Technol.,
Rm. 5-206, Cambridge, MA 02139�, Kevin Heaney �Oasis Corp.,
Lexington, MA 02173�, Edward K. Scheer, Keith von der Heydt �Woods
Hole Oceanogr. Inst, Woods Hole, MA 02543�, and Kyle Becker
�Pennsylvania State Univ., State College, PA�

The SPICEX-LOAPEX-BASSEX expermiments were executed in the
Northeast Pacific to examine several long range, low frequency propaga-
tion phenomena. Low frequency sources centered at 68 and 75 Hz with
nominal bandwidth of 30 Hz and a source at 250 Hz with 100 Hz band-
width were deployed transmitting orthogonal M seqeunces and FM chirps.
A 64 element towed array cut for 250 Hz from Penn State Univ. was the

primary multichannel receiving system. This presentation concerns the
BASSEX study of low frequency scattering around the Kermit-Roosevelt
Seamount complex which shoals to 900 m near 39 N and 145 W. We
examine �i� the forward scattering shadow, �ii� any patterns of horizontal
refraction as a function of source and receiver range from the seamounts,
�iii� any backscattering from the seamounts, and �iv� the modal content of
the signals by travel time methods. In addition, directional spectra of am-
bient noise were measured.

11:30

4aUW12. Three different directions of sound propagation in the
China South Sea. Ma Li �Inst. of Acoust., Chinese Acad. of Sci.,
Beijing 100080, China�

In June 2004 three directions of sound propagation experiments were
done in the China South Sea. One direction is equally sea depth. The
second direction is slope. The third direction is largest gradient in sea
depth direction. In the mean time three temperature chains have been
applied for measuring the internal wave. During each temperature chain
their distances are about 1000 m. The experiment results show that the
packet of solitary waves has been found and each direction of sound
propagation has different transmission loss. In the equally sea depth direc-
tion the sound propagation has the smallest transmission loss. And in the
largest sea depth direction the sound propagation has the largest transmis-
sion loss. By three temperature chains data the packet of solitary waves
propagation velocity and direction may be measured. And through the
packet of solitary waves propagation direction the packet of solitary waves
may be induced by the West Sand Island. In the end the couple normal
mode program has been used to simulate the sound propagation which is
affected by the packet of solitary waves. The simulating results are com-
pared to experimental data.

11:45

4aUW13. Long-range acoustic transmission in a deterministic range-
dependent ocean: Contribution from interference of near-axial waves.
Natalie S. Grigorieva and Gregory M. Fridman �Dept. of Appl. Mathem.
and Mathem. Modeling, St. Petersburg State Marine Tech. Univ., 3
Lotsmanskaya Str., St. Petersburg, 190008, Russia, nsgrig@natalie.spb.su�

The propagation of energy along the waveguide axis cannot be de-
scribed in terms of geometrical acoustics because of the presence of
cusped caustics repeatedly along the axis. In neighborhoods of these
cusped caustics a very complicated interference pattern is observed.
Neighborhoods of interference grow with range and at long ranges they
overlap. For an arbitrary range-independent ocean, it was shown in �N. S.
Grigorieva and G. M. Fridman, J. Comp. Acoust. 12, 127–147 �2004��
that the interference of wave fields corresponding to near-axial rays results
in a diffractive �as opposed to geometrical acoustics� component of the
field which can be viewed as distinct, ‘‘axial’’ wave and effectively calcu-
lated using its integral representation. In this paper the integral represen-
tations of the axial wave in the frequency and time domains are obtained
for a range-dependent ocean. In the frequency domain this representation
has the form of a linear superposition of the solutions of the Helmholtz
equation that are concentrated in a neighborhood of the sound-channel
axis. The weight function is selected in such a way that the localization
principle holds. The axial wave is simulated for a deterministic model of a
range-dependent ocean corresponding to AET experiment. �Work sup-
ported by ONR Global.�

4a
T

H
U

.A
M

2549 2549J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



THURSDAY AFTERNOON, 19 MAY 2005 REGENCY E, 2:15 TO 4:55 P.M.

Session 4pAA

Architectural Acoustics and Noise: Soundscapes from an Architectural Viewpoint

Brigitte Schulte-Fortkamp, Chair
Technical Univ. Berlin, Inst. of Technical Acoustics, Secr TA 7, Einsteinufer 25, Berlin 10587, Germany

Chair’s Introduction—2:15

Invited Papers

2:20

4pAA1. The soundscape as a tool for urban planners and town designers. Catherine Semidor �GRECO, EAPBx, Domaine de
Raba F-33400 Talence, France, catherine.semidor@bordeaux.archi.fr�

Urban planners and other town designers need information to improve the environmental quality of cities, for instance the
components of the urban soundscape. To use the latter as a decision-making tool in a planning process it is necessary first to link
objective and subjective acoustic criteria with architectural parameters and then to transmit the observed characteristic relations in a
way which designers will understand. One of these ways is to make use of spatial references �streets’ shape, facades’ material, etc.�
to explain the impact of the urban morphology, for example, on the sound environment. That is why, for many years, surveys were
conducted in a lot of different areas. This paper deals with some comparative results obtained in different European towns.

2:45

4pAA2. Phase characterization of soundscapes. Vincent Gibiat, Abril Padilla �PHASE, Univ. Paul Sabatier, 118 route de
Narbonne, 31062 Toulouse, France, gibiat@cict.fr�, Valentin Emiya �ENST, 75014, Paris, France�, and Lionel Cros �ENSIETA,
29806 Brest Cedex 09, France�

Signal processing of soundscapes remains far from the auditive perception. It is particularly true when sounds recorded inside
railway stations, are compared with the most accurate spectrographic representations. Such architectural realizations provide a
soundscape between closed and opened spaces. As microphones used to discriminate sound sources as well as low level sounds use
diffractions properties of radiation, as time discrimination between near sounds is efficient through time domain perception, as filtering
often introduces phase distorsions, it has been decided to explore a new kind of signal representation based on the phase of the Short
Time Fourier Transform. After a basic presentation of the numerical tool named SAFIR for Spectrography in Amplitude and Fre-
quency, Instantaneous and Reallocated, examples will be given that first show the differences between closed and opened spaces, then
the differences between the soundscape inside a train and inside a station. As this work has been realized with sounds recorded for a
later musical realization that deals to reconstruct both a new realistic or imaginary coherent soundscape, it has been essential to extract
the pertinent, coherent, details as magnification of time or space opposed with the incoherent urban noise. Finally SAFIR will be
compared with the composer work.

3:10

4pAA3. How does hearing get into architectural design? Juergen Bauer �Architect, Mierendorffstr. 11, 10589 Berlin, Germany,
jbauer.berlin@tiscali.de� and Brigitte Schulte-Fortkamp �Tech. Univ. Berlin, D-10587 Berlin, Germany�

Serious soundscape research needs an interdisciplinary approach to architecture. The design and the perception of architecture are
dominated by the visual senses. Architects developing a complex building may be advised by a specified acoustic engineer. However
the support provided by the acoustic engineer focuses less on creating acoustic qualities than on minimizing acoustic problems and
noise effects. How about the sense of hearing of the architect? Designing architects have learned to shape 3-D. They have a precise
vision of space and proportion. They know about light and shadow, about fabric and color. This profound world of vision is the basis
of their inspiration, and they would be grateful to get more consciously in touch with the world of hearing not in terms of creating
extraordinary sound-effects but in terms of imaginative listening. The visual phenomena architects are dealing with offer an approach
to the world of hearing or rather analogies from watching towards listening. Light, shadow, fabric and color are no more matters only
of sight but subject to audiovisual awareness. What acoustic processes might be most relevant to designing architects? What acoustic
events and impacts should be specified in the education of design?

3:35

4pAA4. Soundscape perception of an urban park under flight paths of Naples airport. Giovanni Brambilla �CNR-Inst. of
Acoust., via del Fosso del Cavaliere 100, 00133 Rome, Italy, giovanni.brambilla@idac.rm.cnr.it�, Leda De Gregorio, and Luigi
Maffei �Second Univ. of Naples, 81031 Aversa, Italy�

The Capodimonte historical urban park is the largest green area in Naples, located in the North and under the flight-paths of the
city airport. Noise measurements, taken in the morning on two weekdays and one week-end in different sites inside the park, have
shown LAeq levels, excluding aircraft noise, lower than 50 dB�A� and up to 55 dB�A� on Sunday morning near the museum. During
the noise measurements one aircraft flyover occurred approximately every five minutes, producing an increase of LAeq in the range
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5-15 dB�A� and LAmax levels up to 90 dB�A�. Interviews have been carried out on a sample of subjects present in the park while the
noise measurements were taken. By means of a questionnaire, they were asked to rate different factors describing the environment and
influencing their experience to enjoy the park. The analysis of the subjective data collected is in progress and the preliminary
outcomes show that the reported annoyance due to aircraft noise is much lower than expected by the noise levels, most likely due to
synergetic effects of the other environmental factors.

4:00

4pAA5. Community design with soundscape in mind. Bennett M. Brooks �Brooks Acoust. Corp., 27 Hartford Turnpike, Vernon,
CT 06066, bbrooks@brooksacoustics.com�

Community standards for sound are usually defined by limits on noise emitters. These limits may be absolute in level, or relative
to a background level. Most often a limit is given as an overall A-weighted level. Occasionally, limits are placed on octave band
spectrum levels or on tonal content. The time function of noise is generally addressed only broadly, defined by terms such as impulse,
intermittent, or continuous. The character of sound in the community is addressed in policy or law by vague definitions which prohibit
sounds which are obnoxious or that cause a nuisance. The positive aspects of sound in communities are usually left to chance.
Recently, one summer resort community initiated a policy which promotes outdoor entertainment in one district, while requiring quiet
in another. This unique policy balances lifestyle and economic interests, and was developed through an inclusive community-based
public process. The question of how the community-based policy development process may be used to enhance the soundscape of a
targeted area is explored. The implications of such a policy process for the designers of buildings and public spaces are discussed.

Contributed Papers

4:25

4pAA6. Aesthetic transformations of soundscapes as a basis for

architectural design. Gary Siebein �Univ. of Florida School of

Architecture, P.O. Box 115702, Gainesville, FL 32607�

A graduate design studio in acoustics examines sound and silence as

manifest in urban and rural exterior soundscapes as well as interior sound-

scapes within performance venues as potential theoretical and formal

bases for architectural form. The soundscape analyses were composed of a

series of quantitative and qualitative studies of real and virtual environ-

ments such as the actual project site in downtown Orlando and the interior

soundscape of the Stats Opera in Vienna in the 19th century. Transforma-

tions of the soundscape analysis served as generative ideas for the basis of

architectural interventions in complex sites and programs for a multi-

venue performing arts center.

4:40

4pAA7. Bow bells—creating a sound community. Brenda Kiser and
David Lubman �David Lubman & Assoc., 14301 Middletown Ln.,
Westminster, CA 92683�

For centuries, the sound of ringing church bells has given communities
a sense of identity. Church bells have long been used to announce signifi-
cant events to the community, such as births and deaths, to warn of im-
pending danger, to call the faithful to church and to announce the curfew.
This paper focuses on one prominent example of a sound community-the
church of St. Mary-le-Bow in the City of London, the location of the
famous Bow bells. These bells have featured in Londons folklore and
history since the 14th century and, to this day, identify those born within
the sound of Bow bells as Cockney. This sound neighborhood was ex-
tended far beyond its natural borders when a recording of the bells was
played by the BBCs World Service during World War II in broadcasts to
occupied Europe. Sound examples are given. A short history of European
church bells is presented. A cognitive scale is proposed, ranging from
belonging to alienated, delineating psychological reactions of those within
a sound neighborhood.

THURSDAY AFTERNOON, 19 MAY 2005 PLAZA C, 1:25 TO 4:55 P.M.

Session 4pAB

Animal Bioacoustics: Tools for Animal Bioacoustics: New Designs and Directions II

Susanna Blackwell, Chair
120 Tamarack Dr., Aptos, CA 95003

Chair’s Introduction—1:25

Contributed Papers

1:30

4pAB1. Autonomous remote humpback whale acoustic monitoring
devices. Whitlow Au, Alison Stimpert, Marc Lammers �Marine
Mammal Res. Program, Hawaii Inst. of Marine Biol., P.O. Box 1106,
Kailua, HI 96734�, and Niklas Johnson �Lund Univ., Lund, Sweden�

Four acoustic monitoring devices controlled by a CF-1 Persistor In-
strument Inc. microcontroller board were developed to monitor the cho-
rusing sounds of humpback whales in their wintering grounds off the

island of Maui. The units were programmed to turn on at the same time
and sample chorusing sounds at a sampling rate of 3.33 kHz for 3 minutes
every hour. The CF-1 was chosen because of its low power requirement of
40 ma while collecting data during the 3-min collection period, 3 ma while
sleeping and 96 ma while storing the data onto a 2 Gbyte compact flash
card. At this sampling rate, sampling period duration, and interval between
sampling period, each unit has sufficient power to last 30 days when
powered from a 12 Ahr lead acid battery. The 2 GB memory allows for 34
days of data collection. Four of these units were deployed along the west
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shore of Maui at locations separated by 15 to 20 miles. The amplitude of
chorusing by singing humpback whales and the temporal characteristics at
the different locations were obtained with these sensors during the 2005
humpback whale season.

1:45

4pAB2. Monitoring ecologically important fish sounds: The
characteristics and diel trends of sounds produced by three species of
Pomacentrids. T. Aran Mooney, Marc O. Lammers �Hawaii Inst. of
Marine Biol., Univ. of Hawaii, Kaneohe, HI 96744�, Pedro A. Santos
�Univ. of the Azores�, and Paul E. Nachtigall �Univ. of Hawaii�

Many fish species make sounds. These sounds can be recorded, char-
acterized, identified to species, correlated with behavior, and then moni-
tored for temporal and behavioral trends. We developed a two-part ap-
proach to accomplish these tasks. The first is a Portable Underwater
Acoustic �PUA� device, composed of a two-hydrophone, handheld, digital
recorder. This system is used to identify fish sounds that can then be
correlated with specific behaviors. The second is a single-hydrophone,
autonomous recording system that is placed on the seafloor to record the
ambient sound field at set temporal intervals. This presentation describes
both systems and how they are being applied in the field to study three
species of fish: Abudefduf luridus, in the Azores, Portugal, and Dascyllus
albisella, and Abudefduf sordidus, in Hawaii, USA. A. luridus sounds were
usually produced in a doublet, 100 ms in duration, a peak frequency of
400–450 Hz, and associated with aggressive displays. Sounds produced
by D. albisella were typically 2–4 s, with a peak frequency of 300–400
Hz and a bandwidth of up to 6 kHz. A. sordidus produced 100 ms broad-
band clicks, up to 5 kHz bandwidth, in aggressive chases. After identifi-
cation, sounds were associated with behaviors and ecologically important
events, and monitored for diel trends in their production.

2:00

4pAB3. Application of a diver-operated 4-channel acousticÕvideo
recording device to study wild dolphin echolocation and
communication. Michiel Schotten, Marc O. Lammers �Marine
Mammal Res. Program, Hawaii Inst. of Marine Biol., 46-007 Lilipuna Rd.,
Kaneohe, HI 96744, micschotten@hotmail.com�, Ken Sexton �The
Sexton Co. LLC, Salem, OR 97301�, and Whitlow W. L. Au �Hawaii Inst.
of Marine Biol., Kaneohe, HI 96744�

Despite decades of research on captive dolphins, there still is much to
learn about dolphin echolocation and communication in the wild. This is
mainly due to the difficulties associated with recording dolphin signals
accurately in the wild, such as their broadband �with frequencies over 200
kHz� and directional nature, the difficulty of identifying vocalizing dol-
phins, and being confined to equipment aboard a vessel. To resolve these
difficulties, an underwater portable battery-operated digital recording de-
vice was developed that is capable of simultaneously capturing acoustic
signals up to 220 kHz on 4 channels as well as video. It consists of a
custom-made underwater housing, containing two batteries, a digital cam-
corder, and an acoustic recording unit with signal conditioning board,
4-channel data acquisition card, PC/104-plus single board computer and
power supply, and a notebook hard disk. Attached to the housing is a
4-hydrophone star array. Post-recording, acoustic signals recorded within
15 m are accurately localized in 3-D and attributed to individual dolphins
on the video. Thus, acoustic signal features are correlated with different
echolocation behaviors and communicative signal exchanges among dol-
phins are assessed. The system has been successfully field tested with
spinner dolphins �Stenella longirostris� along the leeward coast of Oahu,
Hawaii.

2:15

4pAB4. A new acoustic bat detector. Matthew Heavner �Univ. of
Alaska, Southeast, 11120 Glacier Hwy., Juneau, AK 99801,
matt.heavner@uas.alaska.edu�

A new small, low-power, long-duration, field-deployable computer for
the acoustic monitoring of bats in Southeast Alaska is being developed.
The most recent study of bats in the region, reported by Parker et al.,
�1997�, found the geographic range of four bat species to have northern
distribution limits in Southeast Alaska. �A fifth species, E . fuscus, goes
much farther north.� The relationship of the bats to forest management
practices, the habitat usage of the bats, and population size and trends are
all very poorly known for bats in Southeast Alaska. Long duration moni-
toring of several different types of area �such as old-growth versus re-
cently logged forest� will provide knowledge to improve management
practices in regards to bat ecology in Southeast Alaska. With the motiva-
tions just described, the hardware, development methods, and analysis
software designed to develop an improved detector are presented. �Work
supported by Alaska Department of Fish & Game.�

2:30

4pAB5. Automatic detection of microchiroptera echolocation calls
from field recordings using machine learning algorithms. Mark D.
Skowronski and John G. Harris �Computational Neuro-Eng. Lab, Univ. of
Florida, Gainesville, FL 32611, markskow@cnel.ufl.edu�

The authors have recently presented experimental results of applying
machine learning algorithms, used extensively in human automatic speech
recognition research �ASR�, to automatic species identification of echolo-
cating bats �Skowronski and Harris, J. Acoust. Soc. Am. 116, 2639
�2004��. The results of those experiments demonstrated that frame-based
classification, preferred in ASR, out-performs holistic classification typi-
cally employed in automatic echolocating species identification. The au-
thors have extended the paradigm of machine learning algorithms to the
related problem of bat call detection. A robust automatic bat call detection
algorithm, to replace hand labeling, is required for two reasons: �1� for
real-time species identification in the field, and �2� because hand labeling
is subjective, tedious, slow, and error-prone. The current experiments com-
pare various frame-based features �log energy, pitch estimates, pitch
slopes� with several models of detection �matched filters, Gaussian mix-
tures, decision trees�. Detector sensitivity and specificity are quantified for
comparison using hand-labeled calls, with considerations of classification
requirements for detected calls. That is, a detector is not penalized for
including a short segment of background signal before and after a hand-
labeled call. The results demonstrate the superior performance of the
frame-based features and machine learning detection algorithms compared
to conventional features and detection algorithms.

2:45

4pAB6. Detection of FM signals in the presence of non-Gaussian
noise. Ildar Urazghildiiev, Kathryn Cortopassi, and Christopher Clark
�Bioacoustics Res. Program, Cornell Lab. of Ornithology, 159 Sapsucker
Woods Rd., Ithaca, NY 14850�

In bioacoustics, the problem of detecting frequency-modulated signals
in the presence of non-Gaussian noise is of great interest. Matched filters
�MF� are often chosen over frequency-specific energy �FSE� detectors
because of their improvement in both signal gain and target specificity.
Under non-Gaussian conditions however, MF detectors do not ensure ac-
ceptable trade-off between false alarm and missed detection rate. To de-
crease false alarm rate, we propose a two-stage detection technique. First,
a MF is applied, with threshold prescribed by the acceptable false alarm
rate, to generate candidate detections. Second, a signal recognition �SR�
algorithm is applied to the candidates. The SR algorithm estimates modu-
lation parameters from the signal spectrogram, and a detection decision is
made based on how well parameters match a criterion set for the signal of
interest. We applied this technique to right whale contact calls recorded in
Cape Cod Bay. Results demonstrate that the MF-SR technique decreases
false alarm rate by 3–5 times, while not increasing missed detection rate
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from that of a MF only. These results were compared to those of a FSE
detector followed by the same signal recognition and decision stage �FSE-
SR�, to determine if comparable performance could be achieved without
the MF first stage.

3:00–3:10 Break

3:10

4pAB7. A computational model of echolocation: Restoration of an
acoustic image from a single-emission echo. Ikuo Matsuo and
Masafumi Yano �Res. Inst. of Elec. Commun., Tohoku Univ., Katahira
2-1-1, Aoba-ku, Sendai 980-8577, Japan, matsuo@riec.tohoku.ac.jp�

Bats can form a fine acoustic image of an object using frequency-
modulated echolocation sound. The acoustic image is an impulse response,
known as a reflected-intensity distribution, which is composed of ampli-
tude and phase spectra over a range of frequencies. However, bats detect
only the amplitude spectrum due to the low-time resolution of their pe-
ripheral auditory system, and the frequency range of emission is restricted.
The amplitude spectrum varies with the changes in the configuration of the
reflected-intensity distribution, while the phase spectrum varies with the
changes in its configuration and location. Here, by introducing some rea-
sonable constraints, we propose a method for restoring an acoustic image
from the echo produced by a single emission. The configuration is ex-
trapolated from the amplitude spectrum of the restricted frequency range
by using the continuity condition of the amplitude spectrum at the mini-
mum frequency of the emission and the minimum phase condition. The
determination of the location requires extracting the temporal changes of
amplitude spectra. For this purpose, the Gaussian chirplets with a carrier
frequency compatible with bat emission sweep rates was used. The loca-
tion is estimated from the temporal changes of the amplitude spectra. This
method can determine the acoustic images of objects.

3:25

4pAB8. Broken line 3-dimensional sperm whale diving trajectory
reconstruction using passive acoustics on a single hydrophone.
Christophe Laplanche, Olivier Adam, Maciej Lopatka, and Jean-François
Motsch �Université Paris XII, 61 av. du Gal de Gaulle, 94010 Créteil,
France�

Sperm whales make deep dives to hunt. A dive, lasting 45 minutes on
average, is composed of a vertical descent to the prey layer depth, the
properly so called hunt �at a quasi constant depth� inside the prey layer,
and a vertical ascent back to the sea surface. Sperm whales make series of
echolocation signals �clicks� during the two first stages. The sea surface/
bottom click echo detection and delay measurements then make possible
the sperm whale range/depth estimation during these stages, by passively
using a single hydrophone. The vertical, rectilinear sperm whale trajectory
during the first stage is unambiguously estimated from the echo delays.
The sperm whale trajectory can also be reconstructed during the second
stage, from the sperm whale range variations only, even when not detect-
ing sea bottom click echoes. These range variations strongly suggest the
sperm whale trajectory to be a broken line �e.g., a 2-piece line, 600 m
straight ahead, 85 degree bend, 1000 m straight ahead�. Assuming a ver-
tical silent reascent, the rough hydrophone-relative 3-dimensional sperm
whale trajectory can then be reconstructed for the complete dive, by using
a single hydrophone.

3:40

4pAB9. Transmitting beam patterns of an echolocating bottlenose
dolphin. Thomas G. Muir, Tobias J. Lemerande, Steven R. Baker �Phys.
Dept., U.S. Naval Postgrad. School, Monterey, CA 93943,
tmuir@olemiss.edu�, and Samuel H. Ridgway �U.S. Navy Marine
Mammal Program, SPAWARESCEN San Diego, CA 92152�

Measurements on a free-swimming subject, echlocating under a simple
go paradigm, were conducted at SSC San Diego, with a linear array of
seven simultaneously and individually processed wideband hydrophones
�response to 400 kHz�, arraigned either vertically or horizontally, and cen-

tered on a small underwater video camera, with the video output synchro-
nized with the recording of acoustic data. The measurement apparatus
itself served as the test target. Lowering it into the water provided the cue
for the blindfolded subject to locate its position in the test pen, swim to the
apparatus, and touch it with the tip of its rostrum; whereupon the trainer
provided a bridge signal, indicating reward due. During this process,
acoustic beampattern measurements were made on echolocation clicks, as
a function of frequency, which support previous, non-simultaneous, statis-
tical beampattern measurements. Early in the experiment, the subject emit-
ted echolocation clicks that peaked at 78 kHz, with �3 dB beamwidths of
8 to 10 degrees; but also containing high frequency components �above
135 kHz�, with beamwidths that narrowed with increasing frequency,
ranging to only a few degrees around 300 kHz, far beyond the subjects
hearing range. After several days, the task appeared to become easier and
there was much less high frequency content, but the click repetition fre-
quency increased. Wideband noise was then introduced into the test pen, at
frequencies below 135 kHz; and as the task became more difficult, the
subject resumed transmitting clicks with high frequency components, al-
though the peak frequency remained at 78 kHz, and click rates again
increased, to much higher values.

3:55

4pAB10. A juvenile salmon acoustic tracking system „JSATS… for the
Columbia River estuary. Lynn McComas �Natl. Marine Fisheries
Service, 3305 E. Commerce St., Pasco, WA 99301� and Alex Easton
�SAIC, Lynnwood, WA 98037�

The Juvenile Salmon Acoustic Tracking System �JSATS� was devel-
oped as a means to estimate the downriver survivability of sub-yearling
salmon in the Columbia River. The system consists of a bottom-mounted
sonar array which detects signals from acoustic projectors that are surgi-
cally implanted in juvenile salmon. JSATS is the result of a development
program which began in 2001 when Northwest Fisheries Science Center
National Marine Fisheries Service �NMFS� and Science Applications In-
ternational Corp. �SAIC� developed the top level, biology driven, require-
ments for the system. SAIC then conducted environmental surveys to
characterize the physical and acoustic environments in which JSATS
would operate. Battelle PNNL developed the acoustic projector used in
JSATS. The signaling characteristics of this projector are driven by the
requirement that it not affect the behavior of the 90 mm salmon in which
it is implanted, and that it operate continuously for 30 days. SAIC devel-
oped the detection array portion of JSATS. The design was driven by the
requirements that it be bottom mounted, cabled to shore, and successfully
withstand high current and moving sand waves. NMFS and SAIC jointly
developed the shore stations and the installation/recovery procedures. In-
stallation of an array spanning the Estuary is planned for April 2005.

4:10

4pAB11. Testing acoustic fish deterrents for use under-ice in arctic
lakes. Roberto G. Racca �JASCO Res. Ltd, 2101-4464 Markham St.,
Victoria, BC, V8Z 7X8 Canada, rob@jasco.com�

Acoustic deterrent technologies can be used in aquatic settings in lieu
of physical barriers to keep fish away from potentially harmful industrial
operations. The goal of this study was to determine the efficacy of por-
table, temporary acoustic deterrents as a means of excluding fish from the
neighborhood of sub-bottom detonation activities associated with seismic
exploration under ice in arctic lakes. In October 2003 trials were con-
ducted in Dolomite Lake near Inuvik, Northwest Territories, Canada on
indigenous fish species. Groups of fish were equipped with orally inserted
ultrasonic tags, placed in a large experimental net pen and monitored using
an acoustic tracking system that produced a detailed three-dimensional
swimming pattern for each subject, thereby revealing any behavioral re-
sponses. A flex-tensional broadband sound projector driven by digitally
synthesized signals was tested as deterrent, and real-time monitoring at
two hydrophone sites was used to estimate the local level of insonification
throughout the pen volume. Although the study did not identify an overall
effective deterrent, sufficient indications of response were observed to
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support the future testing of a louder projector capable of emitting a ton-
ally modulated sound pattern at frequencies from about 100 Hz to a few
kHz. �Work supported by ESRF �esrfunds.org�.�

4:25

4pAB12. Design of an oscillating flow test chamber for modeling the
fish ear. Charlotte Kotas, Peter Rogers, and Minami Yoda �Mech. Eng.
Dept., Georgia Inst. of Technol., Atlanta, GA 30332-0405,
gtg227d@mail.gatech.edu�

The acoustically induced oscillating flow fields inside the fish ear,
specifically near the otoliths, may provide clues about how fish direction-
alize underwater sound sources. A new experimental test apparatus has
been constructed to study oscillatory and steady streaming flows around
model otoliths. The flows are driven by a shaker-piston assembly attached
to a 250 mm diameter, 450 mm tall cylindrical test chamber filled with
liquid to a depth of 400 mm. This apparatus is capable of generating flow
oscillating at frequencies of 1 to 30 Hz with displacements up to a few
millimeters within the test chamber. Theoretical predictions of the fluid-
borne vibrations in a fluid-filled tube in a vacuum suggest that the flow
will have a uniform sinusoidally oscillating velocity field over the central
portion of the test section. The flow is visualized in the optically accessible
test chamber using small tracer particles; flow velocity fields are measured
using particle image velocimetry �PIV�. The apparatus is compatible with
various working fluids of different viscosities such as water, glycerin and

silicon oils to extend the range of attainable Reynolds numbers. Initial
results for oscillating flows around basic ‘‘otolith’’ geometries such as
spheres and spheroids will be shown. �Work supported by ONR.�

4:40

4pAB13. Biomass assessment in commercial catfish ponds. James
Chambers �Natl. Ctr. for Physical Acoust., The Univ. of Mississippi,
University, MS 38677�, C. Douglas Minchew �Mississippi State Univ.,
Stoneville, MS 38776�, and Rachel Beecham �Mississippi Valley State
Univ., Itta Bena, MS 38941�

With increasing seafood demand aquaculture is poised to become a
major growth industry in the United States in the 21st century. In particu-
lar channel catfish represent an approximately $260 million industry in
Mississippi with strong growth potential. A major portion of the costs
associated with raising channel catfish are related to the cost of feed and
aeration which are directly related to the total number of fish being raised
in each pond. Crop insurance and bank loans are also contingent upon
accurate population estimates. A high frequency, horizontally scanning,
active pulse echo sonar system, the Aquascanner, has been developed to
estimate pond populations. Commercial catfish ponds are typically 2 to 10
acres and, unlike many offshore fisheries, have fairly shallow depths of 1
to 2 m. The system components and its use will be presented along with
results from field tests. �Work supported by US Dept. of Agriculture.�

THURSDAY AFTERNOON, 19 MAY 2005 REGENCY F, 1:30 TO 4:45 P.M.

Session 4pNS

Noise, Architectural Acoustics and Engineering Acoustics: Characterization of Acoustical Materials

Brandon D. Tinianov, Chair
Quiet Solution Inc., 522 Almanor Ave., Sunnyvale, CA 94085

Invited Papers

1:30

4pNS1. On the measurement of the mechanical properties of acoustic porous materials. Noureddine Atalla �Dept. of Mech.
Eng., Universit de Sherbrooke, Sherbrooke �QC�, Canada J1K 2R1�, Franck Sgard, and Luc Jaouen �Ecole Nationale des Travaux
Publics de l’Etat, 69518 Vaulx-en-Velin Cedex, France�

This paper discusses the measurements and use of the mechanical properties of porous materials. It starts with a review of the
classical methods currently used and concentrates in explaining the assumptions, difficulties and limitations of these methods. Next,
it concentrates on two methods: a quasi-static approach accounting for the effect of shape factors on the measured properties and a
hybrid inverse method similar to the vibrating beam method used for viscoelastic materials. Through full 3-D numerical simulations,
both methods are simulated and their main features, assumptions, and limitations are investigated. In particular, the model uses full
poro-elastic modeling and boundary element in order to investigate the effect of acoustic radiation damping and viscous damping.
Using various types of materials, comparisons between these two methods and experimental data are also discussed.

1:50

4pNS2. Measurements of the acoustic properties of reticulated vitreous carbon. Ralph T. Muehleisen �Civil and Architectural
Eng., Illinois Inst. of Technol., Chicago, IL 60616, muehleisen@iit.edu�, C. Walter BeamerIV �Univ. of Colorado, Boulder, CO
80309�, and Brandon D. Tinianov �Quiet Solution, Sunnyvale, CA 94085�

Reticulated vitreous carbon �RVC� is an open-cell foam structure composed of amorphous carbon that has a high porosity, strength
and rigidity, low bulk thermal conductivity, a high melting point and chemical inertness. These properties make RVC an excellent
candidate for use as a material for stacks and regenerators in thermoacoustic devices as well as an acoustic absorber in harsh
environments. The four-microphone transfer matrix method was used to measure the characteristic impedance and wave number of 60
to 300 pore-per-inch RVC. From the measurements, a new empirical power law model and acoustic absorption charts were developed.
The data are shown to be poorly predicted by the empirical models of Delany and Bazley and only fairly predicted by the Johnson-
Allard microstructural model.
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2:10

4pNS3. Prediction of the thermal conductivity of fiberglass insulation using propagation constant: A technique overview.
Brandon Tinianov �Quiet Solution, Inc., 522 Almanor Ave., Sunnyvale, CA 94085�, Masami Nakagawa, and David Muñoz
�Colorado School of Mines, Golden, CO 80401�

This paper describes a novel technique for the prediction of the thermal performance of low density fiber glass insulation and other
related fibrous insulation materials using a non-invasive acoustic apparatus. The project motivation is to create an enabling technology
for in situ quality control testing of such fiber glass batts during production. Experimental results obtained in the laboratory show
excellent correlation between the thermal conductivity and both the real and imaginary components of the propagation constant.
Correlation of calculated propagation constant magnitude versus measured thermal conductivity gave an R2 of 0.94 for the range of
typically manufactured fiber glass batt materials. Given the promise of such highly correlated measurements, the acoustic technique
could be used to continuously predict the thermal conductivity of the material during its production, replacing current off-line
methods. The mechanisms for energy transfer through the materials are distinctly different for the acoustical propagation versus the
heat transfer. The nature and behavior of the mechanisms will be reviewed and compared.

2:30

4pNS4. Estimation of the accuracy of measured acoustical parameters of porous materials with an acoustical method. Xavier
Olny �ENTPE–DGCB URA, CNRS 1652, rue Maurice Audin 69518, Vaulx en Velin, France� and Raymond Panneton �Université
de Sherbrooke, PQ, Canada J1K 2R1�

Acoustical parameters such as tortuosity, viscous and thermal characteristic lengths, or even static thermal permeability are often
required to describe the dynamic behavior of porous materials. Using a middle frequency method, based on the use of a standing
waves tube, the direct measurements of the resistivity and porosity, and the accurate measurement of the dynamic density and bulk
modulus, these intrinsic parameters can be obtained from analytical inversion of Johnsons and Lafarges models. The interests of the
method lie in the simplicity of the apparatus and on the clear separation of viscous and thermal dissipative contributions. This last
point specially helps to understand the physics of the medium and check the validity of the assumptions made: the material should not
have a strong elastic behavior, and it must fit the models used in the inversion process. In this presentation, the robustness of the
method is discussed and estimations of the measurement uncertainties are given. The occurrence of systematic errors coming from the
use of semi-phenomenological models for determining intrinsic parameters is tackled. The measurement procedure, and the experi-
mental set-up are detailed, and results obtained on materials with very different properties are presented.

2:50–3:00 Break

Contributed Papers

3:00

4pNS5. Model to simulate the acoustical absorption of laminated
fiberglass insulation. Juan Arvelo, Jr. �Appl. Phys. Lab., Johns Hopkins
Univ., 11100 Johns Hopkins Rd., Laurel, MD 20723-6099�, Ilene Busch-
Vishniac, James West, and Robert Ng �Johns Hopkins Univ., Baltimore,
MD 21218-2681�

While fiberglass insulation is known to be a very good acoustical
absorber in the audible frequency range, it is not often used for this pur-
pose in rooms because of its appearance and its delicate structural rigidity.
Additionally, in some situations, notably medical facilities, the material is
inappropriate because of its potential to trap and retain bacteria and dirt. In
this work, we report on a study of laminate-coated fiberglass. Although the
addition of a laminate coating degrades the acoustical absorption, previous
experimental work demonstrated that the composite structure retains a
high absorption coefficient. A model of the wall with the installed
fiberglass/laminate composite was developed and a wavenumber integra-
tion approach was applied to this model to assess the impact of the lami-
nate on the performance of the system. The estimated reflection and trans-
mission losses are computed as functions of auditory frequency and
incidence angles with and without the laminate layer to compare the dis-
tributions of acoustical energy. This work is performed under a Hafstad
fellowship sabbatical appointment.

3:15

4pNS6. Impact of acoustic leakage on the absorption of mono-layer
and two-layers porous material. Franck Castel, Franck Sgard
�Laboratoire des sciences de l’Habitat, DGCB URA CNRS 1652, Ecole
Nationale des Travaux Publics de l’Etat, 69518 Vaulx-En-Velin Cedex,
France�, and Noureddine Atalla �Universite de Sherbrooke, Sherbrooke,
QC, Canada J1K 2R1�

This paper discusses the effects of small lateral air gaps on the normal
incidence absorption coefficient of mono layer and two layers porous ma-
terials. Such mounting conditions are responsible for changes in the ab-
sorption, leading to dramatic errors in the determination of the acoustics
parameter with inverse characterization methods. As this type of mounting
conditions is hard to control experimentally, a hybrid finite element-modal
method is used to investigate the problem of the porous material inserted
in a rectangular wave-guide. At the interface of the material and the wave-
guide, coupling between the different domains is accounted for accurately
using a modal decomposition. An automatic meshing approach is em-
ployed to speed up and guarantee convergence of the method. A large set
of materials spanning a wide range of flow resistivities is used for the
simulations. The results are presented under the form of charts which
makes them an easy to use tool suitable for both inspection and design.
Firstly, these charts allow one to identify materials whose normal inci-
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dence absorption coefficient is sensitive to lateral air leaks. Secondly,
these charts are a helpful tool for designing highly absorptive solutions
based on the combination of porous materials and air gaps.

3:30

4pNS7. Sound absorbers with micro-perforated stretched foils and
porous materials. Christian Nocke, Catja Hilge �Akustikbuero
Oldenburg, Alte Raad 20a, D-26127 Oldenburg, Germany,
info@akustikbuero.info�, and Jean-Marc Scherrer �Barrisol Normalu SA,
F-68680 Kembs, France�

At the spring meeting 2004 in New York first results for the sound
absorption of micro-perforated stretched foils have been presented. The
classical set-up of a micro-perforated sound absorber consists of a micro-
perforated panel in front of an air cavity. The sound absorption coefficient
of these set-ups can easily calculated with a high accuracy according to the
well-known approximation of D.-Y. Maa if all defining geometrical pa-
rameters �diameter of microperforation, distance between orifices, panel
thickness and air cavity depth� are known. In this contribution measured
sound absorption coefficients of other set-ups with micro-perforated foils
as well as combinations with different porous materials will be presented.
For these assemblies no closed calculation model exists so far. Compari-
sons between computer-based calculations of layered absorber set-ups
show promising results for some assemblies. Finally different applications
in various rooms will be presented. As expected the comparison between
theoretical design and the final result show a very high degree of agree-
ment.

3:45

4pNS8. Measured characteristic impedance and propagation constant
of some common materials using the two cavity method. Richard
Godfrey �Owens Corning, Sci. & Technol., 2790 Columbus Rd.,
Granville, OH 43023�

The acoustics of porous rigid frame materials is characterized by their
characteristic impedance and propagation constant. These properties can
be measured using the two cavity method. A sample is placed in an im-
pedance tube with an air space behind the sample and ahead of the rigid
termination. Measurements are made in accordance with ASTM E 1050.
This procedure is repeated with the same sample, but a different air space.
These data are analyzed as outlined by Seybert et al. �J. Acoust. Soc. Am.
86, 637 �1989�� to yield the characteristic impedance and propagation
constant. This method was used to characterize fiber glass boards with a
range of flow resistivities from 2600 to 56000 mks rayls/m. Repeat mea-
surements were made, and these measurements were compared with the
Delaney and Bazley model, �Applied Acoustics �3�, 1970�. Measurements
were also made for cotton shoddy and cellulose, and power law models
were developed. The method produced repeatable results comparable to
the Delaney and Bazley model with little effort, and it is a useful method
of obtaining property data for modeling tools such as Mechels Acoustics
Program System �MAPS�.

4:00

4pNS9. Estimation of the absorption coefficients of classroom surfaces
by multiple regression. Katrina Scherebnyj and Murray Hodgson
�UBC Acoust. & Noise Res. Group, SOEH, 3rd Fl., 2206 East Mall,
Vancouver, BC, Canada V6T 1Z3�

The absorption coefficients of room surfaces are important parameters
for predicting room sound fields. Of particular interest are classrooms, for
which characteristics such as speech intelligibility are essential. Values

obtained in laboratory settings may differ significantly from those mea-
sured in real-world situations. This study determined surface absorption
coefficients in university classrooms and compared them with values
given by manufacturers and published literature. Various surface catego-
ries were established, and the total area of each was measured in 104 UBC
classrooms, along with the early decay times �EDT� in octave bands from
125 to 8000 Hz when the rooms were unoccupied. Average octave-band
absorption coefficients for these surfaces were determined from the mea-
sured EDTs, using diffuse-field theory. Multiple-regression analysis was
then applied, and the data was fit to estimate the average absorption coef-
ficients of each surface category in each octave band. Absorption coeffi-
cients were established for seven types of surfaces commonly found in
university classrooms; in general they tended to be significantly lower than
commonly accepted values.

4:15

4pNS10. Effects of damping materials on heavy-weight impact noise
in reinforced concrete floor. Jin Yong Jeon, Young Jeong, and Seung
Yup Yoo �School of Architectural Eng., Hanyang Univ., Seoul 133-791,
Korea�

Damping materials for reducing heavy-weight floor impact noise in
reinforced concrete structures were tested in apartment buildings. The ef-
fect of damping materials and an impact isolator were compared in an
on-site experiment conducted in a high-rise apartment building. The re-
sults showed that the resonance frequency increased and vibration accel-
eration level decreased when the damping materials were used. Heavy-
weight impact sound levels of the structure decreased substantially at 63
Hz, whereas the sound levels of the structure with the impact isolator
increased. Subjective evaluation of the perceptual effects of the damping
material and the impact isolator were also conducted in the laboratory.

4:30

4pNS11. In situ measurement of absorption of acoustic material with
a parametric source in air. Volker Mellert and Roland Kruse
�Oldenburg Univ., Inst. Phys., 26111 Oldenburg, Germany�

Measurement of properties of acoustic material in situ is quite desir-
able in numerous applications. But pulse-echo methods often lack from
spurious reflections in a closed-space environment. It is therefore neces-
sary to irradiate the sample material with a highly focussed acoustic beam
of defined width. The principle of parametric transducers, which is well
known in underwater acoustics, can be used in air as well, if the sound
pressure of the ultrasound carrier is high enough. This was recently dem-
onstrated by Hibral and Zakharia �Proc. of the Joint Congr. of CFA/DAGA
04, Strasbourg 2004, p. 541�. The new measurement set-up is in principle
best suited for in-situ measurements due to the narrow beam-width. But
ultrasound intensity, efficiency of generation of audio sound etc. give rise
to several limitations. Applications of in-door measurements, in particular
at grazing-angle, are presented.
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THURSDAY AFTERNOON, 19 MAY 2005 BALMORAL, 2:00 TO 5:10 P.M.

Session 4pPAa

Physical Acoustics, Biomedical UltrasoundÕBioresponse to Vibration and ASA Committee on Standards:
Cavitation and Other Mechanical Effects in Biomedical Ultrasound: A Special Session to Honor the Work

of Wesley Nyborg II

Lawrence A. Crum, Cochair
Applied Physics Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105-6698

Junru Wu, Cochair
Dept. of Physics, Univ. of Vermont, Burlington, VT 05405

Invited Papers

2:00

4pPAa1. How does ultrasound induce strain related responses in cells? James Greenleaf and Mark Bolander �Mayo Clinic
College of Medicine, 200 First St., Rochester MN 55905�

The fact that modulated ultrasound at a pulse intensity of 160 mW/cm2 can induce fracture healing implies that cells that are
sensitive to strain can feel and respond to this signal. A hypothesis that uses Nyborg inspired methods to investigate this effect will be
presented along with data from a wide variety of simulations and experimental data. It appears that the response is mediated through
the cytoskeleton and may be associated with interaction of the sound with focal adhesion complexes at one end of the skeletal fibers
for high frequency responses and with the nuclear membrane at the other end of the fibers for low frequency responses. Although this
hypothesis is nascent it is supported with experimental data from the literature.

2:20

4pPAa2. The influence of agent delivery mode on cardiomyocyte injury induced by myocardial contrast echocardiography in
rats. Douglas Miller, Chunyan Dou, and William Armstrong �Univ. of Michigan, Ann Arbor, MI 48109�

Bioeffects induced in rat hearts by the interaction of ultrasound with contrast agent gas bodies depends on user controlled
parameters. This study examined the influence of contrast agent delivery mode on cardiomyocyte injury. Hairless rats were anesthe-
tized and mounted vertically in a water bath. Evans blue dye was injected as stain for cardiomyocyte injury. The contrast agent
�Definity, Amersham Health Inc., Princeton NJ� was diluted in saline and injected IV at 20 or 80 �L/kg either as bolus or continuous
infusion. Echocardiography was performed with a GE Vingmed System V in a short axis view with 1:4 or 1:16 ECG triggering at 1.5
MHz for 5 or 20 min. The peak rarefactional pressure amplitude �PRPA� was 2.0 MPa. Fluorescent stained cells were scored on frozen
sections of heart samples obtained 24 hr after scanning. Five min infusion led to 3.4 times (P�0.01) more cardiomyocyte injury than
bolus injection for the same 20 �L/kg dose. Contrast agent dose appeared to be a more important parameter than infusion rate and
number of triggers. Contrast agent delivery mode, as well as dose and PRPA, has a significant influence on the bioeffects potential of
myocardial contrast echocardiography. �Work supported by NIH grant EB00338.�

2:40

4pPAa3. Nonlinear model for detection of bubble activity from pulse-echo ultrasound. Emad S. Ebbini �200 Union St. SE, Rm.
4-174, Minneapolis, MN 55455�

Cavitation and transient cavitation plays an important role in modern application of biomedical ultrasound, both in therapeutics
and diagnostics. Special imaging and signal processing methods have been recently introduced for the detection and localization of
cavitation and other nonlinear phenomena for improving image quality and/or characterization of therapeutic outcome of the
ultrasound-based treatments. We have recently developed a model-based approach for separating the linear and nonlinear components
of the pulse-echo data. In its simplist form, the approach separates the linear and quadratic signal components from the echo data. The
latter is related to the sum and difference frequency interactions in the nonlinear medium. When used in conjunction with elongated
coded transmit waveforms �e.g., chirp signals�, the approach provides significant separation of bubble activity from tissue nonlinear
components. Application to ultrasound contrast-agent imaging and detection of HIFU-induced lesions will be discussed.

3:00

4pPAa4. Effect of clinical diagnostic ultrasound pressure amplitude and pulse repetition frequency on echogenic liposome
destruction. Denise A. B. Smith, Tyrone M. Porter, Christy K. Holland �Dept. of Biomed. Eng., Univ. of Cincinnati, Medical Sci.
Bldg, Rm. 6152, 231 Albert Sabin Way, Cincinnati, OH 45267-0586, smitdn@ email.uc.edu�, Shao-Ling Huang, Robert C.
MacDonald �Northwestern Univ., Evanston, IL 60208�, and David D. McPherson �Northwestern Univ., Chicago, IL 60611�

Liposomes are submicron-sized phospholipid vehicles that contain both gas and fluid. Entrapped microbubbles within the lipo-
some cause them to be echogenic. With antibody conjugation and thrombolytic drug incorporation, such as rt-PA, these liposomes can
be used as novel targeted diagnostic ultrasound echo contrast agents to deliver a drug locally. In this study, the echogenicity of
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unconjugated liposomes suspended in distilled water was assessed by measuring the decay rate of backscattered intensity using a
Philips HDI5000 diagnostic ultrasound scanner with a 12-5 MHz linear array. Pulses of ultrasound with a 7-MHz center frequency and
derated peak rarefaction pressure amplitudes of 0.16, 0.35, and 0.61 MPa were used to expose the liposomes. Pulse repetition
frequencies in the range of 6.7 kHz to 13.3 kHz were employed at frame rates between 16 and 35 Hz, respectively. The average
backscatter intensity was determined from a 20 mm2 region-of-interest in each image frame. An exponential decay was fit to each data
set. Ultrasound pulses with higher acoustic pressures and higher pulse repetition frequencies destroyed the liposomes at a faster rate.

3:20

4pPAa5. Cavitation detection during ultrasound-assisted thrombolysis in porcine blood clots. Saurabh Datta �Dept. of Biomed.
Eng., Univ. of Cincinnati, Cincinnati, OH 45267�, Louis E. McAdory �Univ. of Cincinnati�, Jun Tan, and Christy K. Holland �Univ.
of Cincinnati, Cincinnati, OH 45267-0586, Christy.Holland@uc.edu�

Substantial enhancement of recombinant tissue plasminogen activator �rt-PA� mediated thrombolysis can be achieved with expo-
sure of a thrombus to pulsed ultrasound. However, the mechanism of this interaction has not yet been elucidated. In this work
cavitation is investigated as a possible mechanism for enhancement in 120-kHz pulsed ultrasound-assisted thrombolysis. Porcine
blood clots were immersed in plasma as control and exposed to rt-PA, ultrasound �0.35 MPa, 80% duty cycle, 1667 Hz pulse repetition
frequency�, or a combination of rt-PA and ultrasound. A confocally aligned active and passive cavitation detection system was
employed to detect subharmonic emissions from stable cavitation and broadband superharmonic emissions from inertial cavitation.
After exposure, clot mass loss was determined, and clots were subjected to immunohistochemical analysis of fibrin degradation.
Spatial investigation of cavitation thresholds inside the clot, on the clot surface, and in the fluid surrounding the clot showed the
threshold to be lowest on the clot surface. Stable cavitation was detected in clots exposed to ultrasound alone and a combination of
rt-PA and ultrasound. Curiously, inertial cavitation was detected only in samples containing rt-PA. The presence of both stable and
inertial cavitation correlated with increased clot mass loss and a distinct pattern of fibrin degradation on histologic evaluation.

3:40–4:00 Break

4:00

4pPAa6. Occlusive thrombosis in the rabbit auricular vein in vivo targeted by induction of intralumenal cavitation using
HIFU and ultrasound contrast agent. Andrew A. Brayman, Juan Tu, Thomas Matula, Lawrence A. Crum �Appl. Phys. Lab., Univ.
of Washington, 1013 NE 40th St., Seattle, WA 98105-6698�, Joo Ha Hwang, and Michael B. Kimmey �Univ. of Washington, Seattle,
WA 98195�

Hypotheses tested: �1� inertial cavitation �IC� could be induced in the venous lumen in vivo by combined use of intravascular
microbubble contrast agent and transcutaneous application of 1-MHz high intensity focused ultrasound �HIFU� of very low duty
factor, and that IC activity could be detected and quantified in vivo as in earlier in vitro studies via passive cavitation detection
methods; �2� robust IC activity would damage the venous endothelium in treated regions; �3� endothelial damage would be propor-
tional to the IC dose developed in the region; �4� severe local endothelial damage alone may be sufficient to induce occlusive
thrombosis, or may sensitize the region to low systemic doses of prothrombotic agents, and �5� biologically significant temperature
rises and attendant thermal bioeffects in the vessel and perivascular tissues would not occur, even under the highest amplitude acoustic
conditions applied. Each hypothesis was supported by the data. The principal result was that under treatment conditions involving very
high peak negative acoustic pressures and contrast agent, treated areas thrombosed acutely but non-occlusively. When fibrinogen was
administered locally after such treatment, occlusive thrombi formed acutely and only in the treated region, a response observed with
none of the other treatments.

4:20

4pPAa7. Controlled nucleation of microcavitation with laser-illuminated nano-particles. Ronald A. Roy, Caleb H. Farny,
Tianming Wu, Todd W. Murray �Dept. of Aerosp. and Mech. Eng., Boston Univ., Boston, MA 02215�, and R. Glynn Holt �Boston
Univ., Boston, MA 02215�

The safe utilization of controlled cavitation in HIFU therapy requires the presence of nucleation sites for bubble formation.
Effective cavitation nuclei do not exist in most tissues; nucleation thresholds pressures in excess of 4–5 MPa have been reported. We
investigate the efficacy of transient vapor cavity generation from laser-illuminated gold nano-particles as a means for nucleating
cavitation with high-intensity focused ultrasound. An acrylamide tissue phantom seeded with 82-nm diameter gold particle was
exposed to 20 ns pulses from a 532 nm Nd:Yag laser. Laser firing was precisely synchronized with a pulsed 1.1 MHz HIFU pressure
field. Acoustic emissions from inertial cavitation were detected by a 15 MHz focused transducer at a laser energy of 0.10 mJ/pulse and
a HIFU peak-negative focal pressure as low as 0.92 MPa. In comparison, a peak-negative focal pressure of 4.50 MPa was required to
nucleate detectable cavitation without laser illumination; nano-particles were present in both cases. Since the particles are durable, one
can re-activate them as needed, essentially yielding cavitation nuclei on demand. �Work supported by the Dept. of the Army �award
No. DAMD17-02-2-0014� and the Center for Subsurface Sensing and Imaging Systems �NSF ERC Award No. EEC-9986821�.�

2558 2558J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



Contributed Papers

4:40

4pPAa8. Sonochemical synthesis and modification of protein
microspheres. Kenneth S. Suslick, Farah J.-J. Toublan, and Elizabeth M.
Dibbern �School of Chemical Sci., Univ. of Illinois at
Urbana-Champaign, 600 S. Mathews Av., Urbana, IL 61801, ksuslick@
uiuc.edu�

The need for organ-targeted delivery of drugs and imaging agents
creates an interest in biocompatible, biodegradable vesicles. We make pro-
tein microspheres using high-intensity ultrasound; these microspheres
have a protein shell and a hydrophobic interior making them ideal for
delivering hydrophobic materials. We have previously shown that various
proteins, e.g., bovine serum albumin �BSA�, form a microsphere shell
stabilized by inter-protein cross-linking of cysteine residues. In this study,
we explore methods to modify the surface of these microspheres by �1�
nanoparticle incorporation and �2� layer by layer electrostatic adhesion of
macromolecules. We have explored applications of these microspheres for
organ targeted imaging using both MRI and optical coherence tomography
�OCT�.

4:55

4pPAa9. Nonlinear dynamics of gas bubbles in soft tissue. Xinmai
Yang and Charles Church �Natl. Ctr. for Physical Acoust., Univ. of
Mississippi, University, MS 38677�

Understanding the behavior of cavitation bubbles driven by ultrasonic
fields is an important problem in biomedical acoustics. The previous stud-
ies are largely limited by availability of experimental data on soft tissue.
To approach this problem, we combine the Keller-Miksis equation for
nonlinear bubble dynamics with the linear Voigt model for viscoelastic
media. Using experimentally determined values of viscoelastic properties
of soft tissue as a guide, the effects of elasticity on bubble oscillations are
studied. The inertial cavitation thresholds are determined using a criterion
of Rmax /R0�2, and subharmonic emissions from an oscillating bubble are
calculated. The results show that the presence of the elasticity increases
the threshold pressure for inertial cavitation, and subharmonic signals only
can be detected in a certain region of radii and driving pressures at a given
frequency. These results should be useful in cavitation detection and
bubble-enhanced imaging work. The model also could be used to deter-
mine values for the viscoelastic properties of soft tissue.

THURSDAY AFTERNOON, 19 MAY 2005 PLAZA A, 2:00 TO 4:15 P.M.

Session 4pPAb

Physical Acoustics: Computational Methods in Physical Acoustics

T. Douglas Mast, Chair
Univ. of Cincinnati, Biomedical Engineering, 231 Albert Sabin Way, Cincinnati, OH 45267-0586

Contributed Papers

2:00

4pPAb1. Acoustic Casimir pressure for arbitrary media. Raul
Esquivel-Sirvent, Luis Reyes, and Jeffrey Barcenas �Instituto de Fisica,
UNAM Apdo. Postal 20-364, Mexico DF 01000, Mexico,
raul@fisica.unam.mx�

We derive a general expression for the acoustic Casimir pressure be-
tween two parallel slabs made of arbitrary materials and whose acoustic
reflection coefficients are not equal. The formalism is based on the calcu-
lation of the local density of modes using a Green’s function approach.
The results for the Casimir acoustic pressure are generalized to a sphere/
plate configuration using the proximity theorem.

2:15

4pPAb2. Use of complex source points to simplify numerical Gaussian
beam synthesis. Stephen Forsythe �Naval Undersea Warfare Ctr., 641
Middle Rd., Portsmouth, RI 02871, stephen.forsythe@verizon.net�

It is often desirable to generate the acoustic field due to a so-called
Gaussian beam. One way to do this is to use the free-space Greens func-
tion for the acoustic field and to sum small area sources over a circular
plate with the appropriate shading for the desired Gaussian beam. For very
high frequencies and narrow beams, the computation time to give an ac-
curate sum can be large when calculating the sum for many points in the
acoustic field. An alternate approach comes from the use of a single point
source with complex coordinates R��Xr�iXi ,Yr�iY i ,Zr�iZi� . When
this complex source point is used in the free-space Greens function, the
formal expressions for pressure and particle velocity can be used if careful
attention is paid to the interpretation of the complex distance, r , that arises
in the exp(ikr)/r term. The singularity is no longer a single point in the

case of a complex source, but a circular disk. The far field of a complex
source point is a good approximation to a Gaussian beam. Several com-
putational uses of the technique will be demonstrated. Extension to the
shear wave Greens function will be explored.

2:30

4pPAb3. Causality and acoustic group velocity in dispersive media.
Joel Mobley �U.S. Army Res. Lab., 2800 Powder Mill Rd., Adelphi, MD
20783, jmobley@arl.army.mil�

This talk examines two specific issues related to causality and the
group velocity of acoustic pulses in dispersive media. First, the causal
prediction of group velocity from attenuation with finite-bandwidth
Kramers-Kronig (K-K) relations is discussed. Without extrapolating be-
yond the measurement bandwidth, the causal linkages of resonant-type
data are established using expressions derived from the acoustic K-K re-
lations to predict group velocity and slope of attenuation �frequency de-
rivative of attenuation�. These predictions provide a stricter test of causal
consistency than the determination of the phase velocity and attenuation
coefficient due to their shape-invariance with respect to subtraction con-
stants. Secondly, conditions under which the group velocity is the velocity
of the peak in the envelope of a acoustic pulse are described. The spatial
and temporal signatures of acoustic pulses with arbitrarily large �e.g., su-
perluminal� and negative group velocities are also demonstrated. These
signatures are shown to be consistent with both simple and relativistic
causality.
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2:45

4pPAb4. Ultrasonic backscatter in two-dimensional domains.
Goutam Ghoshal and Joseph A Turner �Dept. of Eng. Mech., W317.4
Nebraska Hall, Univ. of Nebraska–Lincoln, Lincoln, NE 68588-0526�

The scattering of elastic waves in polycrystalline materials is relevant
for ultrasonic materials characterization and nondestructive evaluation
�NDE�. Ultrasonic backscatter measurements are used widely to extract
the microstructural parameters such as grain size and also to detect flaws
in materials. Accurate interpretation of experimental data requires robust
scattering models. Line transducers are often used for ultrasonic experi-
ments such that an appropriate model for these two-dimensional problems
is needed. Here, a theoretical expression for the temporal backscatter is
derived for such domains under a single-scattering assumption. The result
is given in terms of transducer and microstructural parameters. In addition,
the problem is examined in terms of numerical simulations using Voronoi
polycrystals that are discretized using finite elements in a plane-strain
formulation. The material properties of the individual Voronoi cells are
chosen according to appropriate material distributions. Such numerical
models also allow scattering theories, including the one discussed here, to
be examined for well-controlled microstructures. Example numerical re-
sults for materials with varying degrees of scattering that are of common
interest are presented. The numerical results are compared with the theory
developed with good agreement. These results are anticipated to impact
ultrasonic NDE of polycrystalline media. �Work supported by US DOE.�

3:00

4pPAb5. Local dynamical effects in inhomogeneous elastic
waaveguides. Victor T. Grinchenko �Inst. of Hydromechanics of NAS
of Ukraine, 8/4 Zhelyabov Str., 03680 Kiev, Ukraine�

The properties of normal waves in elastic waveguides are essentially
different than properties of normal waves in acoustical waveguides. As the
physical reason of the differences one can indicate the specific phenomena
of reflection of elastic waves from a free surface. When an elastic wave
reflects from the surface, the energy of longitudinal waves transforms to
shear waves and vice versa. It is shown that the conversion of the wave
motion types sets condition for generation of local disturbances in wave
fields when normal waves are reflected from geometrical and physical
inhomogeneities. The paper presents quantitative and qualitative analysis
of the local effects for different cases. It was shown that such effects occur
in a simple elastic waveguide. The specific features and physical meaning
of the edge resonance effect in semi-infinite waveguides is presented. It
was shown that for the waveguides with geometrical and physical inho-
mogeneous interesting phenomena of anomalous transparency of discon-
tinuity can occur for any frequency bands. For other frequency bands the
same discontinuity can be as an effective reflector of incident normal
wave.

3:15

4pPAb6. Simplified series expansions for radiation from a baffled
circular piston. T. Douglas Mast �Dept. of Biomed. Eng., Univ. of
Cincinnati, Cincinnati, OH 45267-0586, doug.mast@uc.edu� and Feng Yu
�Univ. of Cincinnati, Cincinnati, OH 45221-0070�

Computation of acoustic radiation from a baffled circular piston con-
tinues to be an active area of investigation, both as a canonical problem
and because of numerous practical applications. For time-harmonic radia-
tion, exact series expansions are an attractive approach because they do
not require numerical integration or limiting approximations. Here, series
expansions due to Hasegawa, Inoue, and Matsuzawa �J. Acoust. Soc. Am.
74, 1044–1047 �1983�; 75, 1048–1051 �1984�� are shown to reduce to
simpler expressions suitable for numerical computations. For the region
r�a , where a is the piston radius and r is the distance from the piston
center, an exact solution is given by a series of spherical Hankel functions
and Legendre polynomials with explicit, closed-form, position-
independent coefficients. For the paraxial region w	a , where w is the
distance from the piston axis, a second exact series expansion is valid for
all axial distances z and reduces to the known analytic solution for w

�0. These two expansions allow the radiated field to be computed at any
point, with rapid convergence except for points near the circle bounding
the piston. Example numerical results illustrate application of this method
to ultrasonic sources.

3:30

4pPAb7. Fast calculations of time-harmonic near field pressure
distributions produced by triangular sources. Duo Chen and Robert
McGough �Michigan State Univ., 2120 Eng. Bldg., East Lansing, MI
48824, mcgough@egr.msu.edu�

An analytical expression is derived for the near field pressure response
to a sinusoidal excitation for a triangular piston. The analytical expression
eliminates a numerical singularity from the impulse response and therefore
achieves much more rapid convergence than the impulse response. This
results in shorter computation times relative to the impulse response for a
given peak error value. These fast-converging expressions are represented
by three integrals, where each integral expression corresponds to an edge
of the triangle. Pressure fields are evaluated within a grid that includes the
face of the triangular source, and computation times are compared with the
impulse response for given values of the peak error. For a specified peak
error of 1%, the rapidly converging expressions are at least 50% faster
than the impulse response for equilateral triangles with sides ranging from
one-half wavelength to 8 wavelengths. For a specified peak error of 10%,
the rapidly converging expressions are at least 120% faster than the im-
pulse response when applied to the same group of equilateral triangles.
Different reductions in computation time are achieved by other piston and
grid geometries.

3:45

4pPAb8. Tangible interactive interface using acoustic time reversal
process. Ros K. Ing, Nicolas Quieffin �Sensitive Object, Res. and
Development Dept., 10 rue Vauquelin 75005 Paris, France�, Stefan
Catheline, and Mathias Fink �Univ. Paris VII, 75231 Paris cedex 05,
France�

Time reversal in acoustic is a very efficient solution to focus sound
back to its source in a wide range of material including reverberating
media. It expresses the following physical properties: a wave still have the
memory of its source location. The concept presented in this paper con-
sists in detecting the acoustic waves in solid objects generated by a simple
human touch. In a second step, the information related to the source loca-
tion are extracted from a virtual time reversal experiment in the computer.
Then, an action �turn on the light or a CD player� is associated to each
location. Thus, the whole system transforms solid objects into interactive
interfaces. Compared to the existing acoustic techniques, it presents the
great advantage to be simple and easily applicable on inhomogeneous
objects with any shape. The number of possible touch locations at the
surface of objects is shown to be directly related to the mean wavelength
of the detected acoustic wave.

4:00

4pPAb9. Telecommunication in a disordered environment with
iterative time reversal. Gabriel Montaldo, Geoffroy Lerosey, Arnaud
Derode, Arnaud Tourin �LOA, ESPCI, CNRS, 10 rue Vauquelin, 75005
Paris, France�, Julien de Rosny, and Mathias Fink �CNRS, 75005 Paris,
France�

Recent researches in the area of wave propagation in random media
applied to telecommunications showed that, contrary to intuition, rever-
beration or scattering of waves in a disordered medium can actually help
to increase the information transfer rate. The key element therein is the
ability of a communication system to exploit independent channels of
propagation. We present a method to transmit digital information through
a highly scattering medium. It is based on iterations of a time-reversal
process, and permits to focus short pulses, both spatially and temporally,
from a base antenna to different users. This iterative technique is shown to
be more efficient �lower inter-symbol interference and lower error rate�
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than classical time-reversal communication, while being computationally
light and stable. Experiments are presented: digital information is con-
veyed from 15 transmitters to 15 receivers by ultrasonic waves propagat-
ing through a highly scattering slab. From a theoretical point of view, the

iterative technique achieves the inverse filter of propagation in the sub-
space of non null singular values of the time reversal operator. We also
investigate the influence of external additive noise, and show that the
number of iterations can be optimized to give the lowest error rate.

THURSDAY AFTERNOON, 19 MAY 2005 REGENCY C, 1:00 TO 5:00 P.M.

Session 4pPP

Psychological and Physiological Acoustics: Localization, Binaural Hearing and Physiology „Poster Session…

Beverly A. Wright, Chair
Northwestern Univ., Dept. Communication Science and Disorders, Evanston, IL 60208

Contributed Papers

All posters will be on display from 1:00 p.m. to 5:00 p.m. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 1:00 p.m. to 3:00 p.m. and contributors of even-numbered papers will be at their
posters from 3:00 p.m. to 5:00 p.m.

4pPP1. Auditory and visual performance in an open sound field. Kim
F. Fluitt, Tomasz Letowski, and Timothy Mermagen �U.S. Army Res.
Lab., HRED-VAP, Bldg 520, Aberdeen Proving Ground, MD 21005�

The ability to estimate a distance to a sound source in an open field is
an important element of situational awareness on the battlefield, and is
affected by many technical and environmental conditions. A limited body
of knowledge regarding auditory perception of sources located over long
distances makes it difficult to develop models predicting auditory behavior
on the battlefield. Results of previous studies have shown that people
greatly underestimate distances. However, it is not known if there is a
connection between a visual estimation, verbally reporting an estimate,
and auditory estimation. The purpose of the present study was to compare
listeners’ visual, verbal reporting, and auditory estimates to sound sources
25 to 200 m from the listening position. Data were collected for auditory
as well as visual estimations of distance expressed verbally. Twenty-two
subjects �men and women, ages 18–25� participated in the study. Six types
of sounds were presented from five loud speakers in random order. Test
results indicate that auditory and visual estimation errors increased with
distance and that at some distances the visual estimation errors exceeded
auditory estimations errors, but the differences were not statistically sig-
nificant. Specific results will be presented.

4pPP2. Effects of different amounts of brief training and rest on the
generalization of learning from interaural-level-difference to
interaural-time-difference discrimination. Jeanette A. Ortiz and
Beverly A. Wright �Dept. of Commun. Sci. and Disord. and Inst. for
Neurosci., Northwestern Univ., 2240 Campus Dr., Evanston, IL
60208-3550�

Training-induced improvements on perceptual skills can be enhanced
by increasing the amount of training and by resting between training and
testing. However, how these two factors affect the generalization of learn-
ing from a briefly trained condition to an untrained one is unknown. Here,
listeners were trained on an interaural-level-difference �ILD� discrimina-
tion condition �4-kHz tones�, then were tested for generalization to an
interaural-time-difference �ITD� discrimination condition �0.5-kHz tones�.
The amount of training and the time between training and testing differed
across four groups. Listeners tested 10 hours after training had signifi-
cantly lower ITD discrimination thresholds than naive listeners (n�94),
regardless of whether training lasted for 20 min (n�14) or 2 hs (n

�11). Thus, when there was a long time between training and testing,
learning generalized from ILD to ITD discrimination regardless of the
amount of training. In contrast, listeners tested immediately after training
on ILD discrimination showed generalization to ITD discrimination with
20 min (n�14), but not 2 h (n�14), of training, suggesting that without
rest between training and testing, longer training disrupted generalization.
Hence, increased training interfered with generalization from ILD to ITD
discrimination for short, but not long, delays between training and testing.
�Work supported by NIH.�

4pPP3. The impact of helmet design on sound detection and
localization. Angelique Scharine �U.S. Army Res. Lab.–HRED�

The shape and absorptiveness of a ballistic helmet changes the sound
signal reaching the soldier’s ear. Although the attenuation of current hel-
mets is minimal, soldiers have reported removing their Personnel Armor
System for Ground Troops �PASGT� helmet when it was necessary to
determine sound source direction. The Advanced Combat Helmet �ACH�
has reduced ear coverage and absorptive internal padding that decreases
localization errors. In an effort to provide more integrated headgear, the
U.S. Army is testing a new, Scorpion �R4� helmet that has rings that allow
the insertion of earmuffs and a modified version without the rings �R4-R�.
Two studies were conducted to measure the effect of these four designs on
sound detection and localization. None of the helmets differed signifi-
cantly in the degree of attenuation nor did attenuation correlate with lo-
calization. However, localization performance varied greatly. The current
ACH and the R4-R had the least impact on localization. The older, unpad-
ded PASGT, caused high error rates despite having the lowest attenuation.
Despite being otherwise similar to the R4-R, the R4 impaired localization
just as much as the PASGT and its rings increased the attenuation by more
than a decibel.

4pPP4. Principal components analysis interpolation of head related
transfer functions using locally-chosen basis functions. Jacob W.
Scarpaci and H. Steven Colburn �Hearing Res. Ctr. and Dept. of Biomed
Eng., Boston Univ., 44 Cummington St., Boston, MA 02215�

Spatial interpolation between measured head related transfer functions
�HRTFs� may be accomplished by using principal components analysis
�Kistler and Wightman, 1992�. The data set can be reduced by using only
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the most important basis functions �BFs� when reconstructing the magni-
tude spectrum of the HRTFs. Relatively good performance can be
achieved by using a small fraction of the BFs required for an error free
representation. In this study a comparison is made between two methods
for choosing which basis functions are included in the HRTF reconstruc-
tion for a given position. The usual approach is to choose the subset of
BFs which have the largest impact �common variance� on the global set of
measured HRTFs. This will be compared to a method in which the subset
of BFs are chosen to have the largest impact on the measured HRTFs in
the area local to the position being reconstructed. Advantages and disad-
vantages to the two methods are discussed. �Work supported by NIH
DC00100.�

4pPP5. Hearing space: Identifying rooms by reflected sound.
Lawrence D. Rosenblum and Ryan L. Robart �Univ. of California,
Riverside, Riverside, CA 92521�

The acoustic engineering literature has shown that listeners are sensi-
tive to the sound reflecting properties of spaces so as to judge the general
dimensions and acoustic quality of the space �e.g., J. S. Bradley, R. D.
Reich, and S. G. Norcross, J. Acoust. Soc. Am. 108, 651–661 �2000��.
There is also speculation on the perceptual processes listeners use to ap-
prehend properties of spaces �e.g., R. K. Clifton, R. L. Freyman, and J.
Meo, Percept. Psychophys. 64, 180–188 �2003��. Still, there has been little
research testing whether listeners can simply recognize different types of
rooms based on reflected structure. To examine this issue, five different
sound sources were binaurally recorded in four different acoustic spaces.
The sources ranged from human speech to white noise bursts. The acoustic
spaces included a large indoor gymnasium, a moderately-sized classroom,
a public restroom, and a small laboratory room. Untrained listeners heard
each sound over headphones as they looked at photographs of the four
rooms. They were asked to choose the room in which each sound was
recorded. Overall, listeners were quite good at the task, with accuracy
dependent on sound source. The results indicate a sensitivity to complex
ambient structure not often addressed in the psychoacoustics literature.

4pPP6. Effects of various reverberant conditions on speech
intelligibility. Suzanne P. Carr and H. Steven Colburn �Hearing Res.
Ctr. and Dept. of Biomed. Eng., Boston Univ., 44 Cummington St., Boston,
MA 02215�

Understanding speech in complex environments is a problem for many
hearing impaired listeners, yet the specific characteristics of the listening
environment which contribute most to listening difficulties are not well
understood. Using virtual stimuli, a large range of conditions are tested on
a small group of listeners, both normal and hearing impaired, and speech
intelligibility thresholds are obtained. Systematic comparisons of the dif-
ferent conditions are made. The conditions that are varied are the amount
of reverberation in the virtual room �ranging from pseudo-anechoic to
moderately reverberant�, the presence or absence of strong, early reflec-
tions such as from a wall and/or tabletop, the direction of the target speech
relative to the listener, the distance of the target speech from the listener,
and the number and location of competing speech maskers. Care is taken
to ensure that the conditions are within the bounds of realistic listening.
The validity of the use of virtual stimuli is also explored. �Work supported
by NIH DC00100.�

4pPP7. The effect of spatial configuration in a divided attention task.
Virginia Best, Antje Ihlefeld, and Barbara Shinn-Cunningham �Hearing
Res. Ctr., Boston Univ., 677 Beacon St., Boston, MA 02215,
ginbest@cns.bu.edu�

The effect of spatial separation on the ability of listeners to report
keywords from two simultaneous talkers was examined. The talkers were
presented with equal intensity at a clearly audible level, but were pro-
cessed to minimize their spectral overlap and reduce energetic interfer-

ence. The two talkers were presented with various angular separations
around references of �45° , 0° , or 45° azimuth. Overall, performance did
not vary dramatically with spatial configuration, but depended on spatial
separation and reference direction. With the talkers in front or to the left,
performance tended to first increase and then decrease with increasing
separation. With both talkers to the right, performance tended to improve
monotonically with increasing separation. The relative levels of the two
talkers at each ear in each configuration partially accounted for results. For
each talker a different ear contained a signal-to-noise ratio advantage, and
performance was positively correlated with the mean signal-to-noise ratio
across the two ‘‘better ears.’’ Thus, when tracking two sources simulta-
neously, listeners may make use of the information at the two ears inde-
pendently. Furthermore, the drop in performance for some large talker
separations may reflect increased difficulty in following sources that do
not fall within a single ‘‘spotlight’’ of spatial attention.

4pPP8. Localization of amplitude and frequency modulated sounds.
Mark Ericson �Air Force Res. Lab., AFRL/HECB Bldg. 441, 2610
Seventh St., Wright–Patterson AFB, OH 45433,
mark.ericson@wpafb.af.mil�

Everyday sounds, such as speech, music, and environmental noises,
vary in level and frequency. The dynamic cues of natural sounds help to
identify and segregate multiple sources. Amplitude and frequency modu-
lation of simple pure tone complexes were manipulated in several experi-
ments to measure their effects on auditory localization. The tonal com-
plexes had 500 Hz fundamental frequencies and 26 components, providing
13 kHz in bandwidth. The complexes were either amplitude modulated,
frequency modulated, co-modulated in frequency and amplitude, or not
modulated. In addition, phase of the carrier and modulation frequencies
were randomized to aid in sound source segregtion. Three normal hearing
subjects participated in the task of localizing and identifying up to four
simultaneous sounds. Amplitude modulated sounds provided the best lo-
calization acuity and identification data. Comodulated, frequency modu-
lated and no modulation were found to provide lower amounts of acuity
performance in decreasing order.

4pPP9. Different interaural level difference processing with complex
sounds and pure tones. Yuxuan Zhang and Beverly A. Wright �Dept. of
Commun. Sci. and Disord. and Inst. for Neurosci., 2240 Campus Dr.,
Northwestern Univ., Evanston, IL 60208-3550�

Interaural level differences �ILDs� are one of the primary cues to
sound source position on the horizontal plane. Most studies on human
performance with ILDs use simple sounds such as pure tones. However,
naturally occurring acoustic stimuli usually have complex waveforms.
Here human learning of ILD discrimination was examined with complex
waveforms. Sixteen listeners were trained 1 hr/day for 9 days on ILD
discrimination with a 4-kHz tone sinusoidally amplitude modulated at 0.3
kHz conveyed through headphones. Before and after training, they were
tested, together with sixteen untrained controls, on the trained condition
and five related untrained conditions �three with amplitude modulated
tones, two with pure tones�. The trained listeners improved significantly
more than controls on all conditions with amplitude-modulated tones, but
not on those with pure tones. The lack of generalization of ILD learning
from modulated to pure tones suggests that practice modified ILD process-
ing in a region that encodes complex sounds with a variety of carrier
frequencies and modulation rates, but not pure tones. Thus, these findings
suggest that waveform complexity is an important factor in ILD process-
ing, and must be considered when evaluating human ILD performance.
�Work supported by NIH.�
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4pPP10. Sources of variation in masking by competing speech.
Richard L. Freyman, Karen S. Helfer, and Uma Balakrishnan �Dept. of
Commun. Disord., Univ. of Massachusetts, Rm. 3 Arnold House, Amherst,
MA 01003, rlf@comdis.umass.edu�

The literature on speech recognition within a competing speech envi-
ronment shows great variation with respect to the amount of masking
produced, as well as variation in the improvement realized from spatial
separation of the target and masking speech. Presumably, the sources of
variation include differences in methodology and stimuli used by different
researchers. In the current study the target speech stimuli were nonsense
sentences spoken by a female talker. The competing speech was created
from similar nonsense sentences recorded by 10 other female speakers.
Five different maskers were created, each a combination of two of the 10
talkers who had similar fundamental frequencies. The results showed that
the variation in masking produced by the different two-talker combina-
tions was substantial only when target and masker were presented from the
same loudspeaker. As a consequence, the observed benefit from spatial
separation varied widely among the different maskers, and was ordered
according to fundamental frequency in an unexpected way. The results are
interpreted as showing greater variation in informational masking than in
energetic masking. Also tested was the influence of different ways of
blocking the trials, which effectively manipulated the uncertainty of the
masking stimulus from trial to trial. �Work supported by NIH DC01625.�

4pPP11. Binaural informational masking release in children and
adults. Joseph W. HallIII, Emily Buss, and John H. Grose �Univ. of
North Carolina at Chapel Hill, Chapel Hill, NC 27599, jwh@med.unc.edu�

Informational masking associated with masker spectral uncertainty can
sometimes be reduced by providing cues that promote perceptual segrega-
tion of the signal from the masker. Our previous research using the multi-
burst-same �MBS� paradigm of Kidd et al. �J. Acoust. Soc. Am. 95, 3475–
3480 �1994�� indicated that all adults and most children �5–9 YO� showed
reduced informational masking when monaural segregation cues related to
gating asynchrony or spectro-temporal coherence were available. The
present study examined developmental effects in children aged 6–10 years
for release from informational masking in a condition where perceptual
segregation was manipulated using a spatial hearing cue. In the informa-
tional masking condition, the pure-tone signal and the MBS masker com-
ponents were presented to the left ear. In the masking release condition,
the masker components were also presented to the right ear synchronously
�at a level 10-dB higher than in the left ear� so that the signal would be
lateralized to the left ear and the masker would be lateralized to the right
ear. Results indicated that most adults achieved masking release in this
condition, but that none of the children did. These results are consistent
with previous findings indicating protracted development for informa-
tional masking release related to spatial hearing cues.

4pPP12. Measuring the binaural temporal window. Andrew J.
Kolarik and John F. Culling �School of Psych., Cardiff Univ., Tower
Bldg., Park Pl. Cardiff, CF10 3AT, UK�

Sensitivity to small ITDs in detection and discrimination tasks was
measured. In experiment 1, four listeners performed 3 tasks. The first 2
were 4I- and 2I-2AFC adaptive detection tasks. The third was a 2I-2AFC
adaptive discrimination task. All stimuli were 100 ms noise bursts. Refer-
ence stimuli were diotic, and target stimuli contained a probe duration of
64, 32, 16, 8, 4, or 2 ms, which carried an interaural time delay. These
probes were temporally fringed with diotic noise. Thresholds for the dis-
crimination task were significantly higher than for the detection tasks. In
experiment 2, psychometric functions were obtained from 4 participants
for the six probe durations using the same 2I-2AFC detection and dis-
crimination tasks. Binaural temporal windows were fitted to the data using
a variety of fitting functions. Fits to the detection task data demonstrated
narrow tips but unmeasurably long skirts. In the discrimination task nei-
ther parameter could be accurately measured, suggesting that the overall
stimulus duration was too short to encompass the window. A stimulus

length of 500 ms and probe durations of 256, 128, 64, 32 and 16 ms
allowed both parameters to be measured. The resulting equivalent rectan-
gular duration was approximately 50 ms.

4pPP13. Individual differences in the masking level difference „MLD…

with a narrowband masker at 500 or 2000 Hz. Emily Buss, Joseph W.
HallIII, and John H. Grose �Univ. of North Carolina at Chapel Hill, 130
Mason Farm Rd., 1115 Bilinformatics Bldg., CB7070, Chapel Hill, NC
27599, ebuss@med.unc.edu�

The MLD for a narrowband masker is associated with marked indi-
vidual differences. This study examines factors that might account for
these individual differences, including binaural temporal resolution and
sensitivity to interaural cues based on time or level. MLD data were col-
lected for 50-Hz wide maskers at 500 and 2000 Hz, gated on for 400-ms.
The signal was a pure tone at the center frequency of the masker, of either
brief �15-ms� or long �200-ms� duration. Brief signals were coincident
with either a local minimum or maximum in the pattern of inherent am-
plitude modulation. Sensitivity to interaural time and level cues was as-
sessed using similar stimuli, with the exception that the long-duration
signal was a 50-Hz band of noise, generated to provide just interaural time
cues, just interaural level cues, or both types of cues. Binaural temporal
windows were estimated based on pure tone detection thresholds for a
brief 500-Hz tone presented at different points in time relative to an abrupt
interaural phase transition in a masking noise, bandpass filtered between
100 and 2000 Hz. Relationships between MLD results and those of bin-
aural temporal windows and interaural cues of time and level will be
discussed.

4pPP14. The discrimination of interaurally correlated noise bands.
Barrie Edmonds and John Culling �School of Psych., Tower Bldg.,
Cardiff Univ., Cardiff, CF10 3AT, UK�

Models of binaural unmasking suggest that the auditory system detects
deviations from unity in the interaural coherence of the waveforms at the
two ears. Since anticorrelated noise has high coherence within a frequency
channel, such a coherence-detection mechanism should be unable to dis-
tinguish a correlation of �1.0 from a high positive correlation. A 3I-2AFC
paradigm was used to test whether such a limitation can be observed
behaviorally. Stimuli consisted of a 1-ERB-wide sub-band of interaurally
correlated noise centered at 500 Hz �i.e. 462–538 Hz� flanked by two
spectrally remote bands of noise �0–329 Hz and 717–3000 Hz� with an
interaural correlation of 1.0. The flanking bands were intended to reduce
cues from the perceived laterality of the stimuli. Participants were pre-
sented with three stimuli �reference, target, and distracter� and asked to
choose the odd-one-out: the reference and distracter intervals contained
sub-bands of anticorrelated noise while the target interval contained a
sub-band of noise with interaural correlation between 0.7 and 1.0. Prelimi-
nary results indicate that different participants find different values of
interaural correlation to be more distinguishable than others.

4pPP15. A biologically inspired binaural approach to monaural
modeling. Daniel E. Shub and H. Steven Colburn �Boston Univ.
Hearing Res. Ctr., 44 Cummington St., Boston, MA 02215�

The auditory system is often discussed as having monaural and binau-
ral neurological pathways; similarly models are classified as either mon-
aural or binaural. Psychophysical evidence of contra-aural interference
�when performance with one ear is better than performance with two ears�
suggests that the information used on monaural tasks �e.g., N0S0 and
NmSm detection� may be carried by a binaural pathway. Binaural models
often require monaural channels to predict the results of monaural tasks,
but these monaural channels prevent the models from predicting contra-
aural interference. This modeling work investigates the monaural informa-
tion carried by a processor which is inherently binaural. The processor
design makes the inclusion of monaural channels unnecessary and contra-
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aural interference is predicted under certain conditions. The performance
of the model matches results from a variety of traditional psychophysical
tasks �including discrimination of differences in overall intensity; dis-
crimination of differences in interaural level, time and coherence; as well
as detection under monaural and binaural masking conditions�. Results
suggest that binaural neurons contain sufficient information to explain
performance on both binaural and monaural tasks. �Work supported by
NIH grants R01 DC 00100 and 1 F31 DC006769-01.�

4pPP16. Auditory nerve response to broadband noise with high-
frequency spectral notches. Ana Alves-Pinto, Enrique A.
Lopez-Poveda �Instituto de Neurociencias de Castilla y Leon, Univ. of
Salamanca, Avda. Alfonso X El Sabio s/n, 37007 Salamanca, Spain�, and
Alan R. Palmer �MRC Inst. of Hearing Res., Nottingham NG7 2RD, UK�

The threshold notch depth for discriminating between a flat-spectrum
broadband noise and a similar noise with a rectangular spectral notch
centered at 8 kHz varies nonmonotonically with stimulus level �Alves-
Pinto and Lopez-Poveda, submitted to J. Acoust. Soc. Am.�. A possible
explanation for this result is that the notch may be encoded in the rate
profile of auditory nerve �AN� fibers with high spontaneous rate �HSR� at
low levels and in that of low spontaneous rate �LSR� fibers at high levels.
To test this hypothesis, the rate profile of guinea pig AN fibers was mea-
sured in response to broadband notched noise for different notch depths
and widths and for overall levels ranging from 40 to 100 dB SPL. Pre-
liminary results support the hypothesis that HSR fibers can encode the
spectral notch only for levels up to around 70 dB SPL. However, they also
suggest that, as in the psychophysics, the negative effect of level is less
pronounced the wider the notch. Additional data are required to confirm
the role of LSR fibers to encode for the notch at higher levels. �Work
supported by Spanish FIS PI020343 and G03/203.�

4pPP17. The spatial distribution of sound pressure within the human
ear canal. Michael R. Stinson and Gilles A. Daigle �Inst. for
Microstructural Sci., Natl. Res. Council, Ottawa, ON, Canada K1A 0R6,
mike.stinson@nrc-cnrc.gc.ca�

The sound field inside a human ear canal has been computed using 2
approaches. A simple model, a modified Webster horn equation approach,
can accommodate the curvature and varying cross section of the ear canal.
Calculations using the horn equation demonstrate the formation of stand-
ing waves within the canal. The pressure may be interpreted as either the
pressure along the center axis of the canal or the average pressure within
a cross-sectional slab. To investigate possible spatial variation through a
cross section, the sound field has also been computed using the boundary
element method �BEM�. Over 2000 triangular mesh elements, 1 mm or
less in size, were used to represent the canal geometry. For a plane piston
source at the canal entrance and both a rigid and a resistive impedance
condition at the eardrum position, the computed sound pressures along the
center axis of the ear canal are in good agreement with the horn equation
calculations, up to 15 kHz. The BEM approach, though, reveals spatial
variations of sound pressure through each canal cross section, increasingly
significant as frequency increases. Further, for source configurations that
are more realistic than a simple piston, large transverse variations in sound
pressure are anticipated.

4pPP18. Distortion product otoacoustic emissions generated by
mistuned harmonic stimuli. Glenis R. Long and Jungmee Lee �Speech
and Hearing Program, Grad. Ctr. CUNY, 365 Fifth Ave, New York, NY
10016�

Psychoacoustic research in humans �Lee and Green, J. Acoust. Soc.
Am. 95, 718–725 �1994�� suggests that the detection of the mistuning of
an harmonic when the harmonic complex and a mistuned component were
presented simultaneously to the same ear stems, at least in part, from the
resulting envelope interactions on the basilar membrane. Neurophysiologi-

cal research in chinchillas �Sinex et al., Hear. Res. 168, 150–162 �2002��,
provides evidence that such envelope interactions can be detected at the
level of the inferior colliculus. The potential role of cochlear nonlinearites
in determining the nature of the signal on the basilar membrane is ex-
plored by evaluating the DPOAE generated by multicomponent harmonic
and inharmonic complexes. When harmonic complexes are used, the
DPOAE all fall at harmonic frequencies. When inharmonic complexes are
used, many nonharmonic DPOAE are detected.

4pPP19. The reflectivity function of the cochlear transmission line.
Renata Sisto �ISPESL–DIL, Via di Fontana Candida, 1, 00040
Monteporzio Catone �RM�, Italy� and Arturo Moleti �Univ. of Roma Tor
Vergata, 1, 00133 Roma, Italy�

The generation of evoked otoacoustic emissions is related, for each
frequency, to the reflectivity function of the cochlear membrane near the
correspondent resonant place. A formal analogy exists between the trans-
mission line equation that is often used to model the propagation of sound
along the cochlea and the Schroedinger equation describing the motion of
an elementary particle in a one-dimensional potential. In this analogy, the
cochlear region near the tonotopic place is equivalent to a negative poten-
tial well. Analytical solutions are available in quantum mechanics text-
books, which predict partial reflection of the incoming wave from such a
potential well. The reflectivity is expected to be a slow quasi-periodic
function of the well width and depth, e.g., of the quality factor of the
cochlear resonance. This observation could be useful to predict the large-
scale spectral structure of evoked otoacoustic emissions as a function of
the cochlear tuning curve.

4pPP20. Multiple auditory steady-state response thresholds to bone-
conduction stimuli using three oscillator placements in premature
infants. Jennifer Hatton, Susan A. Small, and David R. Stapells �School
of Audiol. & Speech Sci., Univ. of British Columbia, 5804 Fairview Ave,
Vancouver, BC, Canada V6T 1Z3, stapells@audiospeech.ubc.ca�

Auditory Steady State Responses �ASSRs� are a promising technique
for estimating the behavioral audiogram in infants. The current study in-
vestigates the effects of bone-oscillator placement on ASSR thresholds in
premature infants (N�15, mean age: 35 weeks PCA�. Using the MAS-
TER research system, ASSR thresholds to multiple bone-conduction tones
�0–50 dBHL re:mastoid; 77–101 Hz� presented to the �i� superior-
posterior temporal bone, �ii� mastoid, and �iii� forehead were obtained.
Results with no response at 50 dBHL were arbitrarily assigned a threshold
of 60 dBHL. No differences in threshold were found between the temporal
and mastoid placements. Thresholds averaged across these placements
were 17, 15, 34, and 30 dBHL for 500, 1000, 2000, and 4000 Hz, respec-
tively. However, on average, thresholds for the forehead placement were
significantly higher by at least 14, 11, 18, and 14 dB at 500, 1000, 2000,
and 4000 Hz, respectively, compared to the temporal and mastoid place-
ments. These differences may be even greater because absent responses at
the maximum intensity were seen more often with forehead placement
compared to other placements. In conclusion, one may use either the tem-
poral bone or mastoid for bone-oscillator placement, but the forehead
should be avoided. �Work supported by CIHR and NSERC-Canada.�

4pPP21. Multiple auditory steady-state response „ASSR… thresholds
to bone-conduction stimuli in young infants with normal hearing.
Susan A. Small, Jennifer Hatton, and David R. Stapells �School of
Audiol. & Speech Sci., Univ. of BC, 5804 Fairview Ave., Vancouver, BC,
Canada V6T 1Z3�

Bone-conduction ASSR thresholds �carrier frequencies: 500–4000 Hz;
77–101-Hz modulation rates; amplitude/frequency modulated; single-
polarity stimulus� were obtained in two infant groups (N�29 pre-term,
tested in NICU; N�14 0-to-8 months of age, tested in soundbooth�. Mean
�1SD� ASSR thresholds were 16 �11�, 16 �10�, 37 �10�, and 33 �13� dBHL
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in pre-term infants and 14 �13�, 2 �7�, 26 �6�, and 22 �8� dBHL in older
infants at 500, 1000, 2000, and 4000 Hz, respectively. Both infant groups
had significantly better thresholds for 500 and 1000 Hz compared to 2000
and 4000 Hz, in contrast to adults who have similar thresholds across
frequency �22, 26, 18, and 18 dBHL� �Small and Stapells, J. Am. Acad.
Audiol �in press��. When 500- and 1000-Hz thresholds were pooled, NICU
infants and 0–8-month-old infants tended to have better low-frequency
thresholds than adults. When 2000- and 4000-Hz thresholds were pooled,
NICU and 0–8 month-old infants tended to have poorer thresholds than
adults. Overall, these results suggest that low-frequency bone-conduction
thresholds worsen and high-frequency bone-conduction thresholds im-
prove with maturation. �Work supported by CIHR and NSERC Canada.�

4pPP22. Human electrophysiological examination of the buildup of
the precedence effect „Clifton effect…. Andrew Dimitrijevic and David
R. Stapells �School of Audiol. & Speech Sci., Univ. of British Columbia,
5804 Fairview Ave., Vancouver, BC, Canada V6T 1Z3, andrew@
audiospeech.ubc.ca�

The relationship between behavioral measures of buildup of prece-
dence effect �or Clifton effect �CE�� and electrophysiological responses
using an event-related potential �ERP� paradigm was examined in 14
young adults with normal hearing. The CE was elicited using a binaural
paired-click �left and right speaker delay� in sound field. This study aimed
to determine whether ERP measures were related to the perception of
buildup. Subjects participated in two sessions: �i� Session #1 psychoacous-
tic measures of the degree of buildup as function of click delay �left and
right side�. �ii� Session #2 recorded cortical ERPs using click delays �vary-
ing from 6 to 8 ms� that would maximize the degree of buildup in each
subject. Stimuli consisted of repeated trains containing 5 paired-clicks �left
speaker leading� with a noise burst separating consecutive trains. Results:
Significant N1 amplitude hemispheric asymmetries were observed related
to click position. N1 responses decreased �43%� as a function click posi-
tion in the train at electrode sites contralateral to the leading stimulus and,
conversely, increased �30%� at electrode sites ipsilateral to the lead. These
results suggest that differential refractoriness of the N1 response may lead
to the lateralized perception of buildup to the precedence effect. �Work
supported by NSERC-Canada.�

4pPP23. The event-related brain potentials to uncorrelated fragment
of noise. Juan Huang, Xihong Wu, Liang Li �Dept. of Psych., Peking
Univ., Beijing 100871, China, jacee@pku.edu.cn�, James Qi, Bruce
Scheneider �Univ. of Toronto at Mississauga, Mississauga, ON, Canada�,
Yu He, and Claude Alain �Baycrest Ctr. for Geriatric Care, Toronto, ON,
Canada�

Two correlated waveforms of broadband noise presented to the left and
right ear simultaneously or with a short delay are often perceptually fused
into one sound image. However, when an uncorrelated noise fragment
�UCNF� is inserted in a long duration sound, listeners report hearing a
transient burst of noise. The detection of the UCNF is dependent on the
duration of the UCNF and the binaural delays. Here, we recorded event-
related brain potentials �ERPs� to 100-ms UCFN and varied the binaural
delay �0, 3, 10, and 20 ms� from trial to trial. The likelihood of detecting
the UCNF decreased with increasing binaural delay. At 0 delay, the UCNF
elicited negative and positive waves peaking at about 100 and 200 ms after
UCNF onset �N1-P2 complex�, which was present even when the stimuli
were ignored. The conscious detection of the UCNF elicited an additional
positive wave between 250 and 450 ms at parietal and occipital sites
�P3b�. The P3b latency was longer and its amplitude larger for binaural
delay of 3 than 0 ms. Our results show that the detection of UCF involved
both automatic and attention-dependent processes especially when a bin-
aural delay is introduced between two source of correlated noises.

4pPP24. Tinnitus neural map; A positron emission tomography study.
Martin L. Lenhardt �Dept. of Biomed. Eng., Otolaryngol., Emergency
Medicine, Virginia Commonwealth Univ., Richmond, VA 23298�,
Abraham Shulman, and Barbara Goldstein �SUNY, Brooklyn, NY�

The neural map of tinnitus involves more than the classical auditory
pathways and the limbic system. PET findings in six patients, with severe
problem tinnitus, revealed the involvement of the cerebellum, insula and
frontal cortices when these patients were imaged before and after high
frequency bone conduction therapy. The frontal cortex and cerebellum
demonstrated the highest ratios of metabolic change but changes were also
noted in the thalamus and the medial temporal lobe system. The PET data
supports the view that the frequency specific map of auditory cortex is
dynamic and can change with high frequency therapy, presumably due to
neural reorganization. The PET data further reflect alterations in multiple
areas of brain in all patients to tinnitus and/or high frequency therapy.
Encouraging was the observation that patients with the most dramatic
change in their global pre/post PETs were also the ones who exhibited the
greatest behavioral improvement in regards to tinnitus relief measured by
informal report and standard questionnaires. In those patients, post therapy
minimal masking levels dropped indicating less acoustic energy was need
to mask their problem tinnitus, interpreted as reflecting central changes.
Taken as a whole, these data support the value of frequency specific tin-
nitus therapy.

4pPP25. Real-time implementation of a model auditory-nerve fiber.
Satish G. Iyengar �Inst. for Sensory Res. and Dept. of Elec. Eng. and
Comput. Sci., Syracuse Univ., Syracuse, NY 13244�, Jayant Datta
�Syracuse Univ. and Discrete Labs., Inc., Syracuse, NY 13220�, and
Laurel H. Carney �Syracuse Univ., Syracuse, NY 13244�

A time-varying model auditory-nerve �AN� fiber based on Tan and
Carney �2003� was developed on a digital signal processor �DSP� platform
to simulate AN responses in real-time, using the Motorola DSP56367, a
150 MIPS audio processor. To understand the schemes employed by the
brain for decoding different sound stimulus parameters, it is first essential
to get an accurate representation of peripheral �external, middle, and inner
ear� responses that in turn excite the higher levels along the auditory
pathway. Though present computational models predict essential AN re-
sponse properties, their use in testing mechanisms hypothesized to occur
at higher levels of the auditory pathway is limited due to the large pro-
cessing times that they require. This is because such nonlinear models
require computational implementation in the time domain, with time-step-
by-time-step changes in model parameters as the bandwidth and gain of
the inner ear change with stimulus fluctuations. The DSP-based model
presented here aims to speed up inquiries related to auditory signal pro-
cessing strategies at higher levels by providing a real-time solution to AN
fiber simulations. Details of the implementation and some prospective
auditory-research utilities will be discussed. �Work supported by NIDCD
R43-DC006591 �JD, SGI� and R01-DC001641 �LHC, SGI�.�

4pPP26. Modeling inner hair cell compression. Almudena Eustaquio-
Martin and Enrique A. Lopez-Poveda �Instituto de Neurociencias de
Castilla y Leon, Universidad de Salamanca, Avda. Alfonso X El Sabio s/n,
37007 Salamanca, Spain�

The voltage-dependent activation of inner hair cell �IHC� basolateral
potassium (K�) currents results in a compression of voltage responses to
injections of large depolarizing currents with values well within the range
of IHC transducer currents �Kros and Crawford, J. Physiol. 421, 263–291
�1990��. In vivo, this compression must add to the compressive nonlinear-
ity produced by the gating of transducer channels. The purpose of this
work is to present a biophysical model of the IHC that simulates the
nonlinear compressive effects of IHC basolateral potassium currents both
in vivo and in vitro. The model incorporates two components for the po-
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tassium currents, one fast and one slow, as described by Kros and Craw-
ford. Membrane parameters are provided for the model to reproduce the
time course of the receptor potential in response to constant current pulses
across the membrane. The model is then used to investigate the degree of

compression that the K� currents contribute to the receptor potential in
vivo. Also investigated are the effects on IHC compression of a partial
blocking of the K� channels, as occurs in some common forms genetic
hearing loss. �Work supported by Spanish FIS PI020343 and G03/203.�

THURSDAY AFTERNOON, 19 MAY 2005 PLAZA B, 2:00 TO 4:45 P.M.

Session 4pSA

Structural Acoustics and Vibration and Musical Acoustics: Vibration of and Acoustic Radiation from
Musical Instruments II

Courtney B. Burroughs, Cochair
Applied Research Lab., Pennsylvania State Univ., State College, PA 16804-0030

Thomas D. Rossing, Cochair
Physics Dept., Northern Illinois Univ., De Kalb, IL 60115

Invited Papers

2:00

4pSA1. Piano soundboards: Experimental and modeling studies. Nicholas Giordano �Dept. of Phys., Purdue Univ., West
Lafayette, IN 47907, giordano@purdue.edu�

The piano has attracted the attention of many researchers, and most of that work has focused on piano hammers and string
vibrations. The vibrational and radiative properties of the soundboard have drawn much less attention, but are essential for an
understanding of the sound produced by the instrument. We review experimental studies of the soundboard’s vibrational modes and
their radiative efficiency. We also describe modeling studies of soundboard vibrations and radiation, which aid in understanding the
measurements. Prospects for future work and for applications to other instruments are suggested. �Work supported by NSF grant
PHY-9988562.�

2:30

4pSA2. Phase mapping and sound radiation from Caribbean steelpans. Andrew Morrison �Dept. of Phys., Northern Illinois
Univ., DeKalb, IL 60115�

The Caribbean steelpan is one of the most interesting acoustic musical instruments invented in the last century. Although simple
in design, the acoustic properties of the steelpan are surprisingly complicated. Holographic interferometry was used to determine the
resonances of a low tenor steelpan. Placement of a vibrating mirror in the optical path of the reference beam expands the capabilities
of the holography system to include phase measurements. Phase maps of several low resonances of notes on a Caribbean steelpan will
be shown. Sound intensity measurements were taken to explore the relationship between the resonances and the radiated sound field.
The pan was placed in an anechoic chamber, and selected notes were excited electromagnetically with a swept sinusoid signal. A
two-microphone probe was used to gather sound intensity measurements. Sound intensity maps of the first three harmonics will be
shown for several notes.

3:00

4pSA3. Acoustics of Baltic psaltery; a new outstanding Latvian Kokle. Andres Peekna �Innovative Mech., Inc., 5908 N River
Bay Rd., Waterford, WI 53185� and Thomas D. Rossing �Northern Illinois Univ., DeKalb, IL 60115�

We have studied the acoustics of a Latvian Baltic Psaltery �kokle� which was judged by performing and recording musicians to be
outstanding. Previous work by the authors pointed out the importance of a high population of body-resonances within the tuning range
of the instrument, with good string-to-resonance coupling also playing an important role. This particular kokle shows outstanding
coupling of strings to body-resonances, with all strings evidencing some degree of coupling. In some cases, the strings couple to a
superposition of more than one body-resonance.

3:30–3:45 Break
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Contributed Papers

3:45

4pSA4. Modal analysis and computer aided design studies of acoustic
guitar structural designs. Craig M. Rashkow, Robert D. Collier
�Thayer School of Eng., Dartmouth College, Hanover, NH 03755�, and
Alan Carruth �Luthier, Newport, NH 03773�

This study seeks to systematically identify modern Computer Aided
Design �CAD� techniques to optimize acoustic guitar design. The study
uses traditional design as a starting point for analysis of variations in
materials and bracing structures of the front sound plate. CAD techniques
are used to model the guitar and provide a broadband input that allows
analysis of its modal response. Design optimization occurs in creating the
most favorable modal response of the instrument while still maintaining
structural integrity through effective support of the forces created by the
strings’ tension in the bridge and neck. The measures chosen to help iden-
tify the most favorable response are modal density, magnitude of the re-
sponse at each mode, and the locations of the largest magnitudes. In-
creased modal density provides a richer timbre while the amplitude of the
response determines the relative intensity of the sound projected. In-
creased modal response in the upper bout of the instrument can improve
the timbre of pitches in the upper frequency range of the instrument. After
analyzing these measures for multiple variations and iterations of a se-
lected set of structural parameters, an optimal design is suggested. The
results show good agreement between experimental modal measurements
and computer-aided design modeling.

4:00

4pSA5. Applying vibration and acoustical radiation from musical
instruments in a recording studio setting. Pamela J. Harght �Berklee
College of Music, 1140 Boylston St., Boston, MA 02115�

Radiation patterns affect the musical characteristics of any instrument.
Applying the radiation characteristics of instruments to microphone tech-
nique will enable musicians, audio engineers and students to capture the
most-desirable sound, and understand how to position microphones effi-
ciently and appropriately. This paper will use the research done on several
instruments’ acoustical characteristics and apply it to microphone tech-
niques in a professional-level recording studio at Berklee College of Mu-

sic. Audio examples will be used to demonstrate microphone placement
according to the acoustical radiation of musical instruments. �Thank-you
to K. Anthony Hoover for his support and encouragment with this paper.�

4:15

4pSA6. Achieving pseudo-degeneracy in handbell modes. John R.
Buschert, Sungdo Cha, Daniel A. King, and Daniel B. Horst �Goshen
College, 1700 S. Main, Goshen, IN 46526�

Degenerate modes in handbells are split by nonuniformity in the bell.
By adding small masses to the bell, the modes can be shifted in position
and frequency. Interesting things happen when one attempts to recreate a
degeneracy that has been split. Holographic photos of the modes will be
shown which can be used to follow the effects of the added mass on
individual modes. By moving and varying the mass, one can bring the
modes back to a pseudo-degeneracy. Holographic interferometry photos
and graphs of the position and frequency of the modes show the stages of
this transition.

4:30

4pSA7. Vibration study of Indian Gong hung at one point near the
edge. Paresh Shravage, S. Parmeswaran, and Keith deSa �Acoust. Res.
Lab, Dept of Phys., N. Wadia College, Pune, India�

Indian Gong is made up of brass and circular in nature. It is Percussion
Instrument. It is used in some religious processions and music concerts in
India. It is hung by a metal wire through a hole near the edge of circum-
ference. It is vibrated by a metal �iron� hammer after repeated intervals to
get sound of same pitch. This paper relates to vibrational analysis of In-
dian Gong. A study has been done to check the vibrational properties and
the modes of vibration of the Gong. The study is done by spectrum analy-
sis �FFT� and Time-average holography as a vibration analysis tool. The
study will help to analyze certain vibrational features of brass. The tonal
quality of brass is also compared to other metals, so that it will be useful
in making musical instruments. The analysis of hologram may yield some
interesting properties of the plate. In conclusion the paper is going to deal
with modes of vibration of Indian Gong. The vibrational properties will
depend on the point of actuations. The paper describes the mode of vibra-
tion and its mathematical equation.
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THURSDAY AFTERNOON, 19 MAY 2005 REGENCY D, 1:30 TO 5:00 P.M.

Session 4pSC

Speech Communication: Speech Production and Perception I „Poster Session…

Abeer Alwan, Chair
Dept. of Electrical Engineering, UCLA, 405 Hilgard, Los Angeles, CA 90095

Contributed Papers

All posters will be on display from 1:30 p.m. to 5:00 p.m. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 1:30 p.m. to 3:15 p.m. and contributors of even-numbered papers will be at their
posters from 3:15 p.m. to 5:00 p.m.

4pSC1. Tuning phenomena of melodies and resonance frequencies
„formants… in infants pre-speech utterances. Kathleen Wermke �Univ.
Wuerzburg, Pre-speech Ctr., Dept. of Orthodontics, Pleicherwall 2, 97070
Wuerzburg, Germany, wermke_k@klinik.uni-wuerzburg.de�, Werner
Mende �Berlin-Brandenburg Acad. of Sci., Berlin, Germany�, Claudia
Manfredi, Pierro Bruscaglioni �Univ. of Firenze, Italy�, and Angelika
Stellzig-Eisenhauer �Julius-Maximilians-Univ., Wuerzburg, Germany�

In a former study �Wermke et al., Med. Eng. Phys. 24, 501–514
�2002��, an increasing tuning between laryngeal �melody� and pharyngeal
�resonance frequencies� activity was demonstrated during pre-speech de-
velopment. This tuning was observed unexpectedly early during develop-
ment in mitigated cries and earliest non-cry utterances and prepares prob-
ably articulation in speech-like vocalizations of older infants. A new
retrospective study supported this assumption by comparing tuning pro-
cesses in cries and early non-cry utterances (N�2500) in two groups �low
versus high word production performance at 18 months� of term-born
healthy infants (N�20). Additionally, age-matched comparisons were
made in 4 cleft-lip-palate-infants treated with a palatal plate. In order to
demonstrate the interaction between melody and resonance control we
designed a special graphical representation. The tracking function of the
resonance frequencies is displayed synchronously to the melody and its
harmonics. Resonance frequencies in pre-speech utterances are not yet
identical to formant bands associated with speech sounds. The results sup-
port the existence of an early active tuning and its relation to later speech.
This behavior seems to prepare formant tuning in later speech. Medical
applications are seen for infants with disturbances of the vocal tract trans-
fer function, e.g., infants with cleft-lip-palate. �Work supported by DFG.�

4pSC2. The gradient influence of talker sex and perceived sexual
orientation on fricative perception. Benjamin Munson, Sarah V.
Jefferson, and Elizabeth C. McDonald �Dept. Speech-Lang.-Hearing Sci.,
Univ. of Minnesota, 115 Shevlin Hall, 164 Pillsbury Dr., SE, Minneapolis,
MN 55455, Munso005@umn.edu�

Listeners are more likely to hear a synthetic fricative ambiguous be-
tween /s/ and /
 / as /
 / if it is appended to a woman’s voice than a man’s
voice �Strand, J. Lang. Soc. Psych. 18, 86–99 �1999��, suggesting that
speech perception is sensitive to social-indexical information. This study
examined the influence of two variables on listeners’ fricative perception:
�a� talker sex, and �b� talkers’ perceived sexual orientation �PSO, i.e., the
probability that a talker is identified as gay, lesbian, or bisexual �GLB�
based on speech alone�. Stimuli were created by pairing a synthetic nine-
step /s/-to-/
 / series with tokens of /æk/ and /Ip/ taken from natural pro-
ductions of shack and ship by 44 talkers �22 women, 22 men�, for a total
of 88 different continua. Forty listeners rated the 44 talkers’ PSO. A dif-
ferent group of 10 listeners participated in a series of two-alternative sack-
shack and sip-ship identification experiments. As expected, listeners iden-
tified more /
 / tokens for women’s voices than for men’s. GLB-sounding

women elicited significantly fewer /
 / percepts than heterosexual-
sounding women. No consistent influence of PSO on fricative identifica-
tion was noted for men’s voices. Regression analyses showed strong rela-
tionships between fricative identification and ratings of PSO for women
talkers only.

4pSC3. Recognition of English phonemes in noise. José R. Benkı́
�Kresge Hearing Res. Inst., Dept. of Otolaryngol., Univ. of Michigan Med.
School, Ann Arbor, MI 48109-1346, benki@umich.edu� and Robert Felty
�Univ. of Michigan, Ann Arbor, MI 48109-1285�

Native speakers of American English identified the consonants and
vowels of American English CV and VC syllables and the vowels of hVd
syllables. The CV and VC syllables, consisting of all of the English con-
sonant phonemes, were selected from recordings described by Shannon et
al. �J. Acoust. Soc. Am. 106, L71–L74 �1999��, and the hVd syllables
were selected from recordings described by Hillenbrand et al. �J. Acoust.
Soc. Am. 97, 3623–3641 �1995��. All syllables were presented binaurally
in signal-correlated noise. The resulting confusion matrices and feature
analyses will be presented along with a position �initial versus final� analy-
sis for the consonant results. The consonant and vowel results will be used
to derive empirical measures of similarity of English words. �Work sup-
ported by NIH/NIDCD.�

4pSC4. Perturbed palatal shape and North American English ÕrÕ

production. Mark K. Tiede �Haskins Labs, 270 Crown St., New Haven,
CT 06511, tiede@haskins.yale.edu and M.I.T.-R.L.E., Cambridge, MA�,
Vincent L. Gracco, Douglas M. Shiller �McGill U., Montreal, QC,
Canada�, Carol Espy-Wilson �U. of Maryland, College Park, MD�, and
Suzanne E. Boyce �U. of Cincinnati, Cincinnati, OH�

It is well established that the lowered F3 associated with the acoustic
percept of American English /r/ can be achieved with different tongue
shapes in production. Broadly speaking these shapes may be grouped into
‘‘bunched’’ and ‘‘retroflex’’ varieties. In this work the effects of soma-
tosensory perturbation on /r/ production are examined. Subjects were fitted
with a custom palatal prosthesis incorporating a 0.5 cm protrusion along
the alveolar ridge, and tongue position during production of /r/ in vocalic
contexts was observed using EMA under four conditions: before prosthe-
sis placement; while wearing the prosthesis immediately following place-
ment; still wearing the prosthesis following an unrecorded 20 min adap-
tation period; and immediately after prosthesis removal. Acoustic effects
of the perturbation were minimal, especially after adaptation; production
effects were most pronounced in the low vowel context. One subject
showed an unperturbed preference for a retroflex configuration, but in-
creased the degree of retroflexion with the palatal prosthesis in place. The
remaining subjects preferred unperturbed bunched shapes, but under the
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perturbed conditions produced primarily retroflex configurations, which
for one subject persisted after prosthesis removal. These results suggest
that speaker preference for one shape over another may be determined by
palatal morphology. �Work supported by NIH.�

4pSC5. Relational acoustic invariance in the singleÕgeminate stop
distinction in Japanese. Yukari Hirata and Jacob Whiton �Dept. of
EALL, Colgate Univ., 13 Oak Dr., Hamilton, NY 13346�

This study addressed an issue in the theory of relational acoustic in-
variance �Pickett et al., Phonetica 56, 135–157 �1999��. The question was
whether an invariant acoustic property exists for distinguishing Japanese
single and geminate voiceless stops across different speaking rates. Four
native Japanese speakers produced disyllabic words with single and gemi-
nate voiceless stops spoken in a carrier sentence at three speaking rates.
Durations of sentences, words, stop closures, and vowels preceding the
contrasting stops were measured. Ratios of geminate to single stop clo-
sures, geminate words to single words, closures to preceding vowels, and
closures to words were calculated. The stop closure duration significantly
overlapped between the single and geminate categories across rates. How-
ever, the ratio of geminate to single closure duration was unaffected by
rate. Among the measures examined, the ratio of closure to word duration
�0.35 as an optimal boundary� best classified all single and geminate to-
kens with 95.7–98% accuracy. These results suggest that, in spite of over-
lap in absolute closure duration between single and geminate stops, there
is a relationally invariant measure that divides the two phonemic catego-
ries across rates and speakers, supporting the theory of relational acoustic
invariance.

4pSC6. Articulatory influences on the categorization of speech
sounds. H. Henny Yeung �Dept. of Psych., Univ. of British Columbia,
2136 West Mall, Vancouver, BC, Canada V6T 1Z4,
hhyeung@psych.ubc.ca�, Bryan W. Gick �Univ. of British Columbia,
Vancouver, BC, Canada V6T 1Z4�, and Janet F. Werker �Univ. of British
Columbia, Vancouver, BC, Canada V6T 1Z4�

This cross-modal study investigates whether production of speech ges-
tures can influence auditory speech perception. Participants made catego-
rization judgments on a continuum between /ba/ and /da/, while making
concurrent motor gestures. Ten participants categorized synthesized
sounds from a /ba/-/da/ continuum while �a� simply listening, �b� concur-
rently making a /ba/, /da/, or /ga/ gesture without vocal fold vibration, or
�c� making a nonspeech gesture �i.e., tongue protrusion�. Preliminary data
indicate that making /ba/ and /ga/ gestures, or tongue protrusions, will
shift the perceptual boundary away from the /da/ end of the continuum
�i.e., towards the /ba/ end of the continuum�, compared to a passive
listening condition. Making /da/ gestures did not shift the perceptual
boundary, compared to this same listening condition. These data offer
support for the idea that auditory categorization of speech tokens on a
continuum can be influenced by conflicting information in other
modalities—specifically articulatory gestures. Further studies will be con-
ducted to examine the influence of �a� other speech gestures on these
synthesized sounds, and �b� speech gestures on the perception of naturally-
produced speech tokens.

4pSC7. Does intonation have primitive units? Amebu K. Seddoh
�Dept. of Commun. Sci. & Disord., Univ. of North Dakota, P.O. Box 8040,
Grand Forks, ND 58202�

This study investigated whether listeners can interpret intonation based
on partial rather than global fundamental frequency (F0) or pitch infor-
mation. Matched Statements and echo questions were recorded digitally at
22 kHz sampling rate using a Computerized Speech Lab �CSL�. Each
production was stored on the CSL and edited by slicing the wave form into
two parts that corresponded to terminal �last 150–200 ms span of the F0
contour� and preterminal �section of contour preceding the terminal re-

gion� F0 contour regions. A total of 92 stimuli was thus generated and
recorded on a DAT tape. The tape was played to 96 young �20–28 years�
and old �42–79 years� adults to determine if each stimulus was part of a
statement or a question. For preterminal �PTL� stimuli, both groups suc-
cessfully identified statements 91% and 88% of the time, respectively,
compared to 72% each for questions. The respective scores for the termi-
nal �TL� stimuli were 94% and 91% �statements� versus 91% and 87%
�questions�. Across groups, statements were easier to identify with both TL
(p�0.002) and PTL (p�0.001) cues compared to questions. These find-
ings suggest that intonation decoding might involve units smaller than
global F0 contour. �Work supported by NIH �NIDCD� grant
5R03DC04955-02.�

4pSC8. Differential effects of speaking rate and phonemic vowel
length on formant frequencies of Japanese vowels. Kimiko Tsukada
�MARCS Auditory Labs., Univ. of Western Sydney, Penrith South DC
NSW 1797 Australia� and Yukari Hirata �Colgate Univ., Hamilton, NY
13346�

This study examined the extent to which variation in speaking rate and
phonemic vowel length affect the first two formant frequencies of Japa-
nese vowels. If vowel duration is a factor that determines the degree of
formant undershoot �Moon and Lindblom, J. Acout. Soc. Am. 96, 40–55
�1994��, formants of phonemic long vowels or vowels spoken at slower
rates would occupy more peripheral areas in the F1/F2 vowel space than
the short counterparts. Four male native speakers produced Japanese di-
syllabic non-words, /mVmV/, /mVVmV/, and /mVmVV/ �V�/i e a o u/,
VV�/i: e: a: o: u:/� spoken in a carrier sentence at slow, normal, and fast
rates. Effects of vowel length were clear for all five vowels: the long
vowels occupied more peripheral areas of the vowel space than the short
vowels. However, such a systematic effect was not found with speaking
rate changes. ANOVAs performed on each vowel type indicated that, for
non-high vowels /e�:� a�:� o�:�/, effects of vowel length and speaking rate
interacted. The F2 of /e:/, for example, did not differ across rates, but the
F2 of /e/ was significantly lower for faster rates. Implications are dis-
cussed in terms of Moon & Lindbloms formant undershoot model.

4pSC9. Enhancement of visual perception of speech via tactile input.
Diana Gibraiel, Bryan Gick, Yoko Ikegami, Kristin Johannsdottir �UBC,
Dept. of Linguist., E-270, 1866 Main Mall, Vancouver, BC, Canada V6T
1Z1, gibraiel@interchange.ubc.ca�, and Jeff Muehlbauer �UBC,
Vancouver, BC, Canada V6T 1Z1�

Motor theories of speech perception predict that perceptual informa-
tion from modalities other than sound enhance speech perception directly
by informing the perceiver of the speaker’s gestures �A. Lieberman and I.
Mattingly, Cognition 21, 1–36 �1985��. Acoustic theories predict that per-
ceptual information from modalities other than sound will only enhance
speech perception if there is a learned mapping between the acoustic
speech signal speech and that modality �R. Diehl and K. Kluender, Ecol.
Psych. 1, 121–144 �1989��. As normal subjects are unlikely to have
learned a mapping between visual and tactile speech information, this
study tests whether and how tactile input enhances visual speech percep-
tion. In the control condition, perceivers in noise repeat syllables pro-
nounced by a speaker who they can see clearly. Accuracy is judged on the
basis of the repeated syllables. In the experimental condition, subjects
additionally have their hand on the speaker’s face in the Tadoma position.
Results show that subjects are significantly more accurate at perceiving
speech when they have both visual and tactile input then when they have
visual input alone. In particular, tactile input enhances perceptual accuracy
of voice and manner features. �Work supported by NSERC.�
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4pSC10. A model of invariant patterns of articulatory movements.
Patrizia Bonaventura �Dept. of Linguist., Univ. of British Columbia, 1866
Main Mall, Buchanan E270, Vancouver, BC, Canada V6T 1Z1,
bonaventura.8@osu.edu�

The goal of the present study is to model the ‘‘iceberg’’ portions of the
demisyllables, previously extracted from the microbeam articulatory data
�Bonaventura, 2003�, by curve fitting. The polynomial analysis was de-
signed to include an appropriate weighting window centering around the
threshold crossing point, and aimed to provide an estimate of how, in the
vicinity of the crossing point, the curve deviates from a straight line: this
deviation would be represented by the higher order coefficients of the
polynomial. The model was obtained preliminarily on the basis of 100
curves for the lower lip movement for /f/ and /v/ �in initial and final
demisyllable for ‘‘five’’�, and from 100 curves for the tongue tip displace-
ment �for /n/ in ‘‘nine’’�. In order to fit the data to the model, a robust least
square method �Least Absolute Residuals� has been used, in order to mini-
mize the influence of the outliers, that are present in the read speech data,
and cannot be accounted for by ‘‘phrase final lengthening effects.’’ The fit
results for the cubic polynomials satisfactorily approximated the ‘‘ice-
berg’’ curves. The 95% confidence bounds on the fitted coefficients indi-
cated that they were acceptably accurate.

4pSC11. The effects of auditory-visual vowel and consonant training
on speechreading performance. Carolyn Richie and Diane Kewley-
Port �Speech and Hearing Sci., Indiana Univ., Bloomington, IN 47405,
crichie@butler.edu�

Recent work examined the effects of a novel approach to speechread-
ing training using vowels, for normal-hearing listeners tested in masking
noise �C. Richie and D. Kewley-Port, J. Acoust. Soc. Am. 114, 2337
�2003��. That study showed significant improvements in sentence-level
speechreading for listeners trained on vowels compared to untrained lis-
teners. The present study examined the effects of combining vowel and
consonant training on speechreading abilities. Normal-hearing adults were
tested in auditory-visual conditions in noise designed to simulate a hearing
loss. Using a monosyllable context, one group of listeners received train-
ing on consonants, and another group received training on consonants and
vowels combined. A control group did not receive training. All listeners
performed speechreading pre- and post-tests, on words and sentences.
Comparison with the earlier study showed posttest sentence-level
speechreading increased by 10 percentage points for participants in the
vowel training program, 8 percentage points for participants in the conso-
nant training program, and, unexpectedly, only 2 percentage points for
participants in the combined training program. Results from these rela-
tively short training programs suggest that vowels, previously unused in
speechreading training, may provide gains in speechreading abilities and
play an important role in rehabilitation of hearing-impaired persons.
�Work supported by NIHDCD02229.�

4pSC12. Turning speech into music in a two-dimensional space by
varying the bandwidth and rate of tone pulses placed along formant
tracks. C. J. Darwin �Dept. of Psych., Univ. of Sussex, Brighton, BN1
9QG, UK�

A two-dimensional space is introduced which changes sounds from
speech-like to music-like by varying the rate and the bandwidth �decay-
time� of individual tones placed along formant contours. At one extreme of
a very fast pulse rate and a long decay time, the sounds are equivalent to
sine-wave speech. With a more moderate tone rate and a short decay time,
the sounds become monotone �at the tone-rate� speech. For tone rates
around 10/s with long decay times, individual musical tones are heard at
the formant frequencies. Intelligibility is poor for such sounds because of
the low sampling rate of the formant contours. Increasing the tone rate and
decreasing tone decay time increases intelligibility and makes the sounds
less music like. Intelligibility data together with speech-like and music-
like ratings of sounds from this space will be presented.

4pSC13. Variability of oronasal coupling in children and adults.
Lakshmi Venkatesh and Christopher A. Moore �Dept. of Speech &
Hearing Sci., Univ. of Washington, 1417 NE, 42nd St., Seattle, WA 98105�

Oronasal coupling in young children remains poorly understood pri-
marily because of experimental challenges associated with non-invasive
techniques for transducing velopharyngeal movement. Productions of the
word �bama� were studied in children with normal speech acquisition
�NSA� and children with speech delay �SD; 3-to-5 years of age� with
respect to adults. Nasal vibration was transduced using a small, light-
weight accelerometer affixed to the lateral alar cartilage of the partici-
pant’s nose. The variability in the nasal acceleration signals obtained for
multiple productions of the stimuli for each participant was described
using the spatiotemporal index �STI� and functional data analysis �FDA�.
The spatiotemporal index served as a composite method of variability
following linear time normalization of the signals. The FDA technique
involving nonlinear time normalization allowed for independent evalua-
tion of amplitude and phase variability. The two groups of children with
NSA and SD were more variable than the adults on both measures of STI
and amplitude variability, while the amount of phase variability was simi-
lar between children and adults. These methods have complementary mer-
its and potential in revealing the properties of development and disruption
of oronasal coupling in children and adults. �Work supported by NIH-
NIDCD.�

4pSC14. Final devoicing in Russian: Acoustic evidence of incomplete
neutralization. Olga Dmitrieva �Dept. of Linguist., Univ. of Kansas,
1541 Lilac Ln., Blake Hall, Rm. 427, Lawrence, KS 66044-3177,
olga@ku.edu�

A number of acoustic and perceptual studies conducted on German,
Polish, Catalan, and Dutch found evidence of incomplete neutralization of
the voicing contrast of obstruents in word-final position. The present study
investigates the acoustic correlates of word-final stops and fricatives in
Russian. 34 minimal pairs differing in the underlying voicing characteris-
tics of the final segment were incorporated into the body of filler items
organized as a stream of associations. This word list was presented to 14
native speakers of Russian. Measurements were obtained for the duration
of the vowel preceding the final obstruent, the closure/frication portion of
the final obstruent, the burst for the final stops, and duration of the voicing
into closure/frication of the final obstruent. Statistical analysis revealed
that the effect of underlying voicing, as well as manner of articulation, was
significant for all parameters measured. The results strongly suggest that
final devoicing in Russian represents a case of incomplete neutralization,
at least in the experimental conditions employed.

4pSC15. Haptic-auditory interference from air flow in speech
perception. Yoko Ikegami, Diana Gibraiel, Bryan Gick, and Kristin
Johannsdottir �Dept. of Linguist., The Univ. of British Columbia,
E270-1866 Main Mall, Vancouver, BC, Canada V6T 1Z1�

Previous work on haptic interference in auditory perception has shown
McGurk-like effects from manual-tactile contact with the face �Fowler and
Dekle, JEP:HPP 17, 816–828 �1991��. The present study investigates
whether indirect haptic input affects auditory perception. A novel method
was developed in which one experimenter blew puffs of air onto a sub-
ject’s neck while another produced English plosives, creating possible
mismatches between the sensation of aspiration and its acoustic presence.
Subjects were blindfolded and wore headphones playing white noise. For
50% of the trial, one experimenter, whose presence was hidden from the
subjects, blew puffs of air on subjects’ necks lightly enough to be per-
ceived but not noticeable as unnatural. Simultaneously, a second experi-
menter produced syllables with bilabial plosive onsets �aspirated /p/ or
unaspirated /b/) and subjects were asked to repeat what was heard. Ses-
sions were videotaped and three observers rated successful simultaneity of
stimuli. Results indicate cross-modal interference. Subjects showed higher
accuracy of speech perception when appropriate haptic stimuli accompa-
nied the auditory stimuli. Moreover, when presented with mismatched
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tactile and auditory stimuli, subjects demonstrated the fusion of the two
modes. Subjects perceived /pa/ when auditory stimulus /ba/ was presented
with emulating aspiration. �Work supported by NSERC.�

4pSC16. The „non… categorical perception of place assimilated coronal
stops. David W. Gow, Jr. �Cognit./Behavioral Neurology Group,
Massachusetts General Hospital, Ste. 340, 175 Cambridge St., Boston, MA
02114, gow@helix.mgh.harvard.edu�

English coronal place assimilation generally produces gradient modi-
fication of stop place cues. Acoustic analyses are presented that show that
labial assimilation of coronal stops often produces a distinctive pattern of
formant movement, hereafter referred to as the coronal step. The coronal
step is characterized by an initial pattern of F1, F2, and F3 movement
consistent with coronal closure, followed by a second wave of movement
producing formant values at offset that are intermediate between those
associated with coronal and labial stops. The perceptual consequences of
this pattern were examined in categorization and 4I2AFC discrimination
tasks using a linear /t/-/p/ synthetic VC continuum, as well as a continuum
displaying a coronal step but produced by manipulating the same acoustic
parameters. The linear continuum produced data consistent with strong
categorical perception, while the stepped continuum showed no evidence
of categorical perception. These results are discussed in the context of a
model of the perception of assimilated speech that relies on the simulta-
neous activation of competing phonetic categories by assimilated seg-
ments. �Work supported by the NIH.�

4pSC17. Position and place effects in Russian word-initial and word-
medial stop clusters. Alexei Kochetov �Dept. of Linguist., Simon
Fraser Univ., 8888 Univ. Dr., Burnaby, BC, Canada V5A 1S6,
alexei_kochetov@sfu.ca� and Louis Goldstein �Haskins Labs./Yale Univ.,
New Haven, CT 06511-6695�

Studies of inter-gestural timing have shown that �i� word-initial ob-
struent clusters tend to exhibit less gestural overlap than word-medial or
word-boundary clusters, and �ii� the degree of overlap is further affected
by the place of articulation of the obstruents �Byrd, 1996; Chitoran, Gold-
stein, and Byrd, 2002�. Both findings have been attributed to perceptual
recoverability considerations. This paper presents results of a magnetic
articulometer �EMMA� study of Russian word-initial and word-medial
stop clusters �e.g., �pt�ashka little bird versus la�pt�a bat�. Data collected
from 3 native speakers of Russian show that clusters with coronals and
dorsals as C1 ��tk�, �kt�, �kp�, �tjm�/�djb�� exhibit less overlap word-
initially than word-medially, while the cluster with the labial as C1 ��pt��
does not exhibit the same timing pattern. The findings are interpreted as
providing additional support for the role of perceptual recoverability in
intergestural timing. First, less overlap in word-initial clusters, compared
to word-medial clusters, ensures better place recoverability of C1 �cf.
Chitoran et al., 2002�. Second, unreleased labials are more perceptually
robust than unreleased coronals �Byrd, 1992; Surprenant and Goldstein
1998� and dorsals �Wright, 2001; Kochetov and So, 2005�, and thus do not
require the same degree of overlap. �Work supported by SSHRC.�

4pSC18. Self-organizing maps for measuring similarity of audio-
visual speech percepts. Hans-Heinrich Bothe �Tech. Univ. of Denmark,
Ctr. for Appl. Hearing Res., Oersteds Plads b.352, DK-2800 Lyngby,
Denmark, hhb@oersted.dtu.dk�

The goal of this work is to find a way to measure similarity of audio-
visual speech percepts. Phoneme-related self-organizing maps �SOM� with
a rectangular basis are trained with data material from a �labeled� video
film. For the training, a combination of auditory speech features and cor-
responding visual lip features is used. Phoneme-related receptive fields
result on the SOM basis; they are speaker dependent and show individual
locations and strain. Overlapping main slopes indicate a high similarity of
respective units; distortion or extra peaks originate from the influence of

other units. Dependent on the training data, these other units may also be
contextually immediate neighboring units. The poster demonstrates the
idea with text material spoken by one individual subject using a set of
simple audio-visual features. The data material for the training process
consists of 44 labeled sentences in German with a balanced phoneme
repertoire. As a result it can be stated that �i� the SOM can be trained to
map auditory and visual features in a topology-preserving way and �ii�
they show strain due to the influence of other audio-visual units. The SOM
can be used to measure similarity amongst audio-visual speech percepts
and to measure coarticulatory effects.

4pSC19. Perception of ‘‘asymmetrical’’ German vowels by humans,
monkeys and gerbils. Joan M. Sinnott, Leigh Ann Long, and Allen C.
Ernst �Psych. Dept., Univ. of South Alabama, Mobile, AL 36688�

Polka and Bohn �J. Acoust. Soc. Am. 100, 557–592 �1996�� report that
human infants perceive certain vowels asymmetrically when tested with a
repeating-background category-change operant headturn procedure. Spe-
cifically, discrimination is easier when the background is a more central
vowel �e.g. /y/) and the target is a more peripheral vowel �e.g. /u/),
compared to the opposite condition. We are testing human �adult native
English listeners� and monkey discrimination of the German vowel pair
/dut-dyt/, using both synthetic and natural stimuli �obtained from Polka
and Bohn�, and a within-subject design. So far, no significant asymmetries
have emerged in the data using a percent correct measure. We will also
report preliminary data from gerbils being trained in a between-subject
design more comparable to that used with human infants. Plans are to
continue testing all species until they reach asymptotic performance levels
in order to determine if an RT measure will indicate vowel asymmetries. A
video will be shown of humans, monkeys and gerbils working on the
experiments.

4pSC20. Effects of reduced orosensory feedback on spectral
characteristics of medioalveolar ÕsÕ. Juha-Pertti Laaksonen, Stina
Ojala, Olli Aaltonen �Dept. of Phonet., Univ. of Turku, FIN-20014 Turku,
Finland, juhlaa@utu.fi�, Matti Niemi, and Risto-Pekka Happonen �Univ.
of Turku, FIN-20520 Turku, Finland�

Effects of reduced orosensory feedback on the production of fricative
sounds were studied by measuring spectral characteristics of medioalveo-
lar /s/. Five Finnish male speakers produced sibilant /s/ embedded in 8
different word contexts under normal condition and under reduced condi-
tion, in which the tactile information from the tongue was reduced by
blocking the lingual nerve on the right side by local anesthesia. Parameters
of Long Time Average �LTA� spectrum �i.e., center of gravity, standard
deviation, skewness, and kurtosis� were measured by Praat software for
every speaker. In comparison between the two conditions, center of grav-
ity, standard deviation, skewness, and kurtosis changed for every speaker.
However, the changes were variable and individual. The results of acoustic
analysis show that reduced tactile sensation have effects on tongue func-
tion producing spectral alterations for sibilant /s/. The inter-individual
variation between different talkers suggests that there are no general com-
pensatory mechanisms of speech production, but the mechanisms are
highly speaker-dependent.

4pSC21. BMSA, a new Bayesian model selection criterion for
assessing audiovisual models of speech perception. J. L. Schwartz
�Institut de la Commun. Parle, UMR 5009 CNRS, INPG, Université
Stendhal, 46 Av. Flix Viallet, 38031 Grenoble Cedex 1, France�

Audiovisual speech perception has provided matter for many model
comparison and assessment studies. Most involved ‘‘Root Mean Square
Error’’ �RMSE�, a criterion based on the differences between predicted
and observed probabilities of response in auditory, visual and audiovisual
categorization experiments. RMSE is related to the best fit of a model
considering data. However, some models are known for their ability to
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adapt to almost any data set. This is always associated to a large fit insta-
bility: very small variations of the model parameters lead to dramatic
modifications of the predicted data. A new criterion is derived from the
Bayesian Theory of model selection. Considering that best fit estimation is
not error-free, model comparison in this theory involves the total likeli-
hood of the model knowing the data, integrating on the whole parameter
space. This results in penalizing a too flexible model, for which local
likelihood is high, but global likelihood is low. An approximation of this
criterion, called BMSA, is presented. This criterion, easy to compute, re-
sults in combining fit and stability. An application of the BMSA criterion
in an audiovisual speech perception experiment is proposed, enabling to
show for the first time that the fusion process is subject-dependent.

4pSC22. Age differences in detecting gaps in speech and non-speech.
M. Kathleen Pichora-Fuller, Bruce A. Schneider �Dept. of Psych., Univ.
of Toronto, 3359 Mississauga Rd., Mississauga, ON, Canada L5L 1C6,
kpfuller@utm.utoronto.ca�, Nancy Benson �The Hospital for Sick
Children, Toronto, ON, Canada M5G 1X8�, Stanley Hamstra �Univ. of
Toronto, Toronto, ON, Canada M5G 1L5�, and Edward Storzer �McNeill
Audiol., Victoria, BC, Canada V8R 1G1�

Ability to detect gaps in speech and non-speech stimuli was measured
in children, young adults, and older adults with good audiograms. The
markers varied in duration �40 vs 250 msec� and in spectral symmetry. In
spectrally symmetrical conditions, the leading and lagging markers were
the same: the vowel �u� in speech conditions and a 500-Hz tone in non-
speech conditions. In asymmetrical speech conditions, the lagging marker
was the same as in the symmetrical conditions, but the leading marker was
the consonant �s� in the speech conditions and a broadband noise �1 to 6
kHz� in the non-speech conditions. For all groups, gap detection thresh-
olds in spectrally symmetrical markers were far smaller than in spectrally
asymmetrical markers. Thresholds were significantly smaller in young
adults than in either children or older adults. Gaps between spectrally
asymmetrical speech markers were detected better than gaps between
analogous non-speech stimuli. It is argued that phonological knowledge
compensates for auditory processing difficulties. �Research funded by the
International Dyslexia Association, the Natural Sciences and Engineering
Research Council of Canada, and the Canadian Institutes of Health Re-
search.�

4pSC23. Voice onset time in Mandarin esophageal speech. Manwa Ng
�Long Island Univ., 720 Northern Blvd., Brookville, NY 11548-1300,
manwa.ng@liu.edu� and Hanjun Liu �Xi’an Jiaotong Univ., Xi’an,
710049, P. R. China�

As an important perceptual cue for voicing and aspiration of stops,
voice onset time �VOT� is mainly determined by the aerodynamic inter-
action between the intraoral and subglottal regions. However, since the PE
segment serves as a new vibratory source in esophageal phonation, aero-
dynamic events are very different from laryngeal phonation. VOT associ-
ated with esophageal speech of English has been reported previously.
However, few studies have reported VOT characteristics of esophageal
speech of tone languages. The present study will investigate the possible
VOT difference between esophageal and normal laryngeal speakers of
Mandarin Chinese. Seven superior esophageal speakers and 7 normal la-
ryngeal speakers will participate in the present investigation. They will be
native male speakers of Mandarin Chinese. The participants will produce
the syllable /ta/ embedded in a carrier phrase at a comfortable loudness
level for three times. VOT values will be measured from a time domain
waveform. With reference to a wide-band �300 Hz� spectrogram, VOT will
be defined as the release of stop and the first identifiable period of the

vocalic portion. An independent sample t-test will be used to determine if
VOT values of esophageal and normal laryngeal speakers were signifi-
cantly different.

4pSC24. A role for tracheal resonances in speech perception. Asaf
Bachrach �Dept. of Linguist. and Philosophy, MIT, Cambridge, MA
02139�, Steven Lulich �MIT, Cambridge, MA 02139, lulich@mit.edu�,
and Nicolas Malyska �MIT, Cambridge, MA 02139�

Acoustic coupling between the vocal tract and the trachea results in the
introduction of pole-zero pairs corresponding to resonances of the un-
coupled trachea. If the second formant (F2) passes through the second
tracheal resonance (T2) a discontinuity in amplitude occurs. This work
explores the hypothesis that the F2�T2 discontinuity affects how listen-
ers perceive the distinctive feature �back� in transitions from a front vowel
�high F2) to a labial stop �low F2). We synthesized two versions of an
utterance �‘‘apter’’� with an F2�T2 discontinuity at different locations in
the initial VC transition. Subjects heard portions of the utterance with and
without the discontinuity, and were asked to identify the utterance. Results
show that the presence of the F2�T2 discontinuity facilitated the percep-
tion of frontness in the vowel. Discontinuities of the F2�T2 sort are
proposed to play a role in shaping vowel inventories in the world’s lan-
guages �K. N. Stevens, J. Phonetics 17, 3–46 �1989��. Our results support
a model of lexical access in which acoustic discontinuities subserve pho-
nological feature identification.

4pSC25. Targetless schwa revisited. Edward Flemming �Dept. of
Linguist. and Philosophy, M.I.T., 77 Massachusetts Ave., 32-D808,
Cambridge, MA 02139, flemming@mit.edu�

It has been suggested that schwa vowels in English lack vowel quality
targets, that is, they are realized as interpolations between the preceding
and following segmental contexts or are the result of separating two con-
sonantal constriction gestures, without an inherent vocalic gesture. Tests of
this hypothesis have produced mixed results. The present study revisits the
question of schwa targets based on acoustic analysis of schwa vowels in a
wider range of segmental and morphological contexts. The main conclu-
sions are: �i� It is important to distinguish stem-final reduced vowels �as in
‘‘pandA’’� from other schwa vowels �e.g., ‘‘About,’’ ‘‘bEgin’’�. The former
clearly have vowel quality targets they are generally mid central vowels
whereas the latter are much more contextually variable. �ii� The variable
schwa vowels have a target, but this target is not a particular vowel qual-
ity, it is to indicate the presence of a vowel. This is achieved through a
variety of means, including duration and realization of a local amplitude
peak, but is consistent with substantial variation in vowel quality, particu-
larly F2.

4pSC26. The role of attention in infant phonetic perception. Monika
Molnar, Linda Polka, and Susan Rvachew �McGill Univ., 1266 Pine Ave.
W., Montreal, QC, H3G 1A8 Canada monika.molnar@mcgill.ca�

Attention is an important factor underlying phonetic perception that is
not well understood. In this study we examined the role of auditory atten-
tion in infant phonetic perception using a distraction masker paradigm. We
tested infant discrimination of /bu/ vs /gu/ with a habituation procedure
and three natural productions of each syllable. For the quiet condition each
token was copied into a separate sound file. For the distractor condition, a
high frequency noise was added to each sound file so that it gated on and
off with the onset and offset of the syllable. The distractor noise was a
recording of bird and cricket songs whose frequencies did NOT overlap
with the test syllables. Thus, the noise did not change the audibility of the
syllable, but it could distract infants if they do not focus their attention
well. Infants �6- to 8-month-olds� were tested in each condition. Infants
tested in quiet performed significantly better than infants tested in the
distractor condition; discrimination scores showed little overlap between
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the two groups. These findings indicate that in young infants, attention to
subtle phonetic differences is easily disrupted. The implications for devel-
opmental models of speech perception will be discussed.

4pSC27. The development of laryngeal coarticulation: Comparison of
women, 5-year-olds, and 10-year-olds. Laura L. Koenig �Haskins Labs
& Long Island Univ., Brooklyn�

Past work has indicated that adult speakers show effects of laryngeal
coarticulation in voice source measures taken in vowels flanking voiceless
consonants. In a recent pilot study, we presented time-varying voice
source measures from 5-year-old girls producing VCV sequences with
varying consonants. The results suggested that, on average, the children
produced laryngeal coarticulation over a duration at least as long as adults,
but extensive token-to-token variability complicated interpretation of the
results. The present analysis extends that work by comparing normal
women with normally-developing 5-year-old and prepubertal 10-year-old
children. Speakers were recorded producing multiple repetitions of inter-
vocalic /b p h/ in simple carrier phrases such as ‘‘Poppa Hopper’’ while
oral airflow signals were collected using a Rothenberg mask. After
software-inverse filtering, pulse-by-pulse measures of DC airflow, open
quotient, and f 0 are made from the transition out of the consonant into the
following vowel. Results will be intepreted in terms of age effects and, for
the children, possible gender differences. These data have implications for
our understanding of laryngeal motor control in children and, more gen-
erally, for theories of the development of coarticulation. �Work supported
by NIH.�

4pSC28. Tonal and durational variations as phonetic coding for
syllable grouping. Yi Xu �Univ. College London, Wolfson House, 4
Stephenson Way, London NW1 2HE, UK� and Maolin Wang �College of
Chinese Lang. and Culture, Jinan Univ., Guangzhou, 510610, China�

While syllables in connected speech are generally believed to be pro-
sodically divided into groups, how such grouping is done phonetically is
not fully understood. This study explores the possibility that syllable
grouping is partly realized through adjusting articulatory strength and du-
ration. We compared the degrees of tonal undershoot in Mandarin as they
are related to syllable position and number of syllables in words or
phrases. The sequences consisted of 1–4 syllables with R or F tone and
were produced by eight speakers. The all-R and all-F sequences impose
great pressure on tone production and hence would best reveal the effects
of strength and duration. Results show that as the number of syllables in
each sequence increased, both syllable duration and size of F0 excursion
decreased. Meanwhile, excursion size varied with syllable location in the
sequence. But in each case it was the first and last syllables that had the
largest excursions, and the excursion variations cannot be fully accounted
for by duration. There thus appear to be both an isochrony effect and an
‘‘edge marking’’ effect. Taking into consideration known prosodic effects
on segmental phonemes, syllable grouping as a communicative function
seems to involve a rather complex encoding scheme.

4pSC29. Is speech lazy or just efficient? A control-theoretic analysis.
Luis Rodrigues �Dept. of Mech. and Industrial Eng., Concordia Univ.,
2160B Bishop St., B-304 Montreal, QC, Canada H3G, luisrod@
me.concordia.ca� and John Kroeker �Eliza Corp., Beverly, MA 01915�

This paper introduces a control-theoretic model that allows us to ad-
dress the energy dynamics of the vocal tract system. The model can be
generated directly from articulatory data. The model allows computation
of the energy in a state transfer, from an initial to a final articulator con-
figuration. This method can help determine the degree of physical feasi-
bility of various proposed articulatory trajectories. The basic assumption is
that the set of articulators evolve through configurations that minimize the
energy spent by the system to produce an utterance. Minimum control
energy gives a measure of how hard it is to reach a target point for the

different articulators. Simulation results are presented corresponding to the
computation of the minimum energy from the MOCHA database. The
linear model is shown to be adequate for short, well-labeled segments. The
results show the intriguing fact that minimum control energy seems to
have an oscillatory �swinging� nature for the production of speech. Physi-
cal features such as time constants and natural frequencies of the articu-
lators are derived. A control-theoretic model of the dynamics of the me-
chanical articulators of speech production could be a fundamental tool to
understand the mechanism of speech production.

4pSC30. Effects of simultaneously presented pitch- and loudness-
shifted voice auditory feedback on voice fundamental frequency.
Charles R. Larson, Jean Sun, and Hideki Takaso �Northwestern Univ.,
2240 Campus Dr., Evanston, IL 60208�

Recent studies have demonstrated that subjects respond to pitch- or
loudness-shifted voice feedback with compensatory changes in voice fun-
damental frequency (F0) or intensity. In the present study, subjects sus-
taining /u/ vowel sounds were presented with either pitch-shifted auditory
feedback �50 or 100 cents� or simultaneous pitch-shifted and loudness-
shifted voice feedback �3 or 6 dB SPL� of 200 ms duration. During simul-
taneous stimulus presentations, the stimulus directions were opposite in
direction �e.g., increasing pitch and decreasing loudness feedback�. Sub-
jects (N�24, normal, age 18–24� responded to pitch-shifted feedback
with compensatory adjustments in F0. Subjects responded to simulta-
neous stimuli with independent compensatory adjustments in voice F0
and intensity. Latencies of F0 responses to simultaneous stimuli (m
�211 ms) were longer than to pitch-shifted stimuli alone (m�145 ms,
F�26, df 2306; p� .0001). Results suggest auditory feedback mecha-
nisms for stabilizing the direction of voice F0 against perturbed pitch
feedback are independent of mechanisms for stabilizing loudness feed-
back, but the simultaneous presence of pitch and loudness perturbations
slows down the corrective mechanism for pitch-shifted feedback.

4pSC31. Phoneme clustering based on segmental lip configurations in
naturally spoken sentences. Jianxia Xue, Abeer Alwan �Dept. Elec.
Eng., Univ. of California, Los Angeles, 405 Hilgard Ave., Los Angeles, CA
90095, jxue@ee.ucla.edu�, Jintao Jiang, and Lynne E. Bernstein �House
Ear Inst., Los Angeles, CA 90057�

It has been shown that face �lips, cheeks, and chin� information can
account to a large extent for visual speech perception in isolated syllables
and words. Visual speech synthesis has used small reduced sets of pho-
nemes �‘‘visemes’’�, under the theory that perceivers are limited in their
ability to extract visual speech information. In this study, lip configura-
tions from a manually segmented sentence database �L. Bernstein et al., J.
Acoust. Soc. Am. 107, 2887 �2000�� were analyzed to provide phoneme
clusters that are algorithmically distinguishable using mouth vertical/
horizontal opening and lip protrusion from the middle position of each
segment. The lip feature sample spaces for each phoneme were repre-
sented by Gaussian mixture models. Maximum posterior probability clas-
sification results were computed for each phoneme. Confusion matrices
were generated from the classification results, and a set of confusions with
74% or higher within-group classification correct was judged to be a clus-
ter. Preliminary results from 191 sentences by a single talker generated the
following clusters: �/p, b, m/�77%�, /f, v/�74%�, /w, r/�80%�, /t, d, s, z, D,
k, n/�88%��. We will present results analyzing the entire English phoneme
set across different talkers and compare the results with visual perceptual
clusters. �Work supported in part by the NSF.�
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4pSC32. The effects of signal-to-noise ratio on auditory-visual
integration: Integration and encoding are not independent. Mitchell
S. Sommers �Dept. of Psych., Washington Univ., Campus Box 1125, St.
Louis, MO 63130, Msommers@wustl.edu�, Brent Spehar, and Nancy
Tye-Murray �Washington Univ. School of Medicine, St. Louis, MO
63130�

Most current models of auditory-visual speech perception propose a
two-stage process in which unimodal information is extracted indepen-
dently from each sensory modality and is then combined in a separate
integration stage. A central assumption of these models is that integration
is a distinct perceptual ability that is separate from the ability to encode
unimodal speech information. The purpose of the present study was to
evaluate this assumption by measuring integration of the same speech
materials across three different signal-to-noise ratios. Twelve participants
were presented with 42 repetitions of 13 consonants presented in an /iCi/
environment at 3 different signal-to-noise ratios. Integration was assessed
using an optimum processor model �L. Braida, Q. J. Exp. Psych. 43A,
647–677 �1991�� and a new measure termed integration efficiency that is
based on a simple probability metric. In contrast to predictions made by
current models of auditory-visual speech perception, significant differ-
ences were observed for both measures of integration as a function of
signal-to-noise ratios. These findings argue against strictly serial models of
auditory-visual speech perception and instead support a more interactive
architecture in which unimodal encoding interacts with integration abili-
ties to determine overall benefits for bimodal speech perception. �Work
supported by NIA.�

4pSC33. The University of South Florida audiovisual phoneme
database, v 1.0. Stefan A. Frisch, Sarah Hardin, Dee Adams Nikjeh, and
Adrienne M. Stearns �Dept. of Commun. Sci. and Disord., Univ. of South
Florida, Tampa, FL 33620, frisch@cas.usf.edu�

An audiovisual database of English speech sounds has been developed
for teaching purposes. This database contains a variety of Standard En-
glish speech sounds produced in clear speech in isolated words. Phonemes
are produced in word initial, word medial, and word final position, unless
not allowed by English phonotactics. There is one example of each word
spoken by a male talker of Standard American English from the Midwest.
The database consists of individual word files that contain simultaneous
audio recording, video of the lips, flexible endoscopic image of the phar-
ynx and larynx, and ultrasound video of the tongue in the mid-saggital
plane. The files in the database are uncompressed video avi format and are
suitable for examination in the Wavesurfer freeware program �Sjolander
and Beskow, KTH Stockholm�. This database is intended as a multimedia
reference for students in phonetics or speech science. Its coverage is rela-
tively complete, though there are some gaps due to technical difficulties
with the recording procedure. A demonstration of selected recordings from
the database and suggestions for their use will be presented. Plans for
further development of the database will also be discussed. �Work sup-
ported by a USF Innovative Teaching Grant.�

4pSC34. Generalization of the imitation effect within a natural class.
Kuniko Nielsen �Dept. of Linguist., UCLA, 3125 Campbell Hall, Los
Angeles, CA 90095�

A natural class refers to a set of segments which share acoustic or
articulatory features. Support for this notion has traditionally been pro-
vided by phonological alternations and phonotactic constraints, and re-
cently by experiments �e.g., Goldrick, 2004�. This study investigates the
psychological reality of natural class using the imitation paradigm �Gold-
inger, 1998� in which subjects speech is compared before and after they
are exposed to target speech (� study phase�. Although this paradigm has
shown that subjects shift their production in the direction of the target,
these results do not reveal the size of the linguistic unit�s� influenced by
the effect. That is, when a subject shifts production of a particular sound in
a word, it is uncertain whether the subject is picking up on the word, the
segment, or the feature. In this study, to investigate whether phonetic

imitation is generalized across members of a natural class, the study-phase
word list includes words with initial /p/ and /t/ �with extended VOT�,
while the pre- and post-study production list includes �1� the modeled
words, replicating Shockley et al. �2004�, �2� the modeled segments /p/
and /t/ in new words, and �3� the modeled feature ��spread glottis� �as-
piration� in a new segment /k/.

4pSC35. Functional MRI reveals two distinct cerebral networks
subserving speech motor control. Axel Riecker �Dept. of Psychiatry
III, Univ. of Ulm, Leimgrubenweg 12-14, D-89075 Ulm, Germany�,
Klaus Mathiak �Univ. of Aachen, Pauwelsstr. 30, D-52074 Aachen,
Germany�, Wolfgang Grodd �Univ. of Tuebingen, D-72076 Tuebingen,
Germany�, Ingo Hertrich, and Hermann Ackermann �Univ. of Tuebingen,
D-72076 Tuebingen, Germany, hermann.ackermann@uni-tuebingen.de�

To further delineate the neural basis of speech motor control, func-
tional magnetic resonance imaging �fMRI� was performed during syllable
repetitions synchronized to click trains �8 subjects, 2–6 Hz; vs. passive
listening task�. �a� Bilateral hemodynamic responses emerged within me-
siofrontal and sensorimotor cortex, putamen / pallidum, thalamus and cer-
ebellum �two activation spots at either side�. In contrast, dorsolateral pre-
motor cortex and anterior insula showed left-sided activation. �b�
Calculation of rate / response functions revealed a negative linear relation-
ship between repetition frequency and hemodynamic activation within the
striatum whereas both cerebellar hemispheres exhibited a step-wise re-
sponse increase at about 3 Hz. �c� Analysis of the temporal dynamics of
hemodynamic activation revealed these cortical and subcortical brain re-
gions to be organized into two separate networks �medial and dorsolateral
premotor cortex, anterior insula, superior cerebellum versus sensorimotor
cortex, basal ganglia, inferior cerebellum�. These data provide evidence
for two levels of speech motor control bound, most presumably, to motor
preparation and executions processes. Furthermore, these findings help to
explain clinical observations such as an unimpaired or even accelerated
speaking rate in Parkinsons disease and slowed speech tempo which does
not fall below a rate of about 3 Hz in cerebellar disorders.

4pSC36. A phonetic study of guttural laryngeals with data from
Semitic. Kimary Shahin �Effat College of Al-Faisal U., P.O. Box 34689,
Jeddah 21478, Saudi Arabia, kshahin@effatcollege.edu.sa�

Phonetic data from Hebrew and Arabic were examined to determine if
laryngeal consonants in those languages have tongue root articulation.
This was done in search of an articulatory basis for the phonological
patterning of Semitic laryngeals with tongue root consonants like pharyn-
geals and uvulars. This issue has been problematic for phonological theory
because a theoretically comfortable phonetic basis for that patterning has
not yet been identified �J. J. McCarthy, Pap. Lab. Phonol. III, 191–234
�1994�; F. Nolan, ibid. IV, 361–367 �1995��. The present study is the first
to address the problem with clear natural-language data. Acoustic and
articulatory data are presented �digital audio and video, waveform, spec-
trogram and video picture� from two laryngoscopic films: Prof. A.
Laufer’s film of Hebrew and Arabic speech recorded at Haskins Labs in
the early 1980s, and a new film of Arabic speech recorded at Speech
Technology Research. The data show no tongue root articulation for the
laryngeals. The implications for phonology are discussed. Note: Thanks to
Prof. Laufer and Haskins Labs for permission to use the Haskins film, and
to Prof. John Esling for collaboration in recording the new Arabic data.
�Work supported by a SSHRCC grant to J. Esling.�

4pSC37. Quality of American English back vowels before ÕrÕ .
Michael J. Clark and James M. Hillenbrand �Speech and Hearing Ctr.,
MS5355, Western Michigan Univ., Kalamazoo, MI 49008�

The vowels /o/ and /Å/ are not contrastive before /r/ in most American
English dialects, and the phonetics literature is equivocal about the pho-
netic quality of the nucleus in words such as board. Most works use �Å� to
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represent the first part of the nucleus. In this study acoustic measurements,
listening tests, and discriminant analyses were used to determine the pho-
netic quality of such vowels. Fourteen women recorded monosyllables
containing /o,Å,Ä/ , with initial /b,g,h/ and final /d/ or /z/ �e.g., bode,
Baud, bod�. Additionally a set with rhotic diphthongs �board, barred,
gored, guard, hoard, hard� was recorded. The central back vowel in rhotic
diphthong syllables �board, gored, hoard� showed formant values very
similar to those for /o/ and very unlike those for /Å/ . The low back rhotic
diphthong �i.e., barred, guard, hard� showed a range of values from /Ä/ to
/Å/ . Listening tests using brief excerpts from vowel onsets supported the
greater similarity of board to bode than to Baud and the intermediate
nature of barred between bod and Baud. Discriminant classification of the
rhotic diphthong formant measures supported the same conclusions. �Work
supported by NIH.�

4pSC38. Articulatory and acoustic characteristics of English ÕlÕ in
children’s speech production. Sunyoung Oh and Bryan Gick �Dept. of
Linguist., Univ. of British Columbia, Vancouver, BC, Canada V6T 1Z1,
oh.sun_young@courrier.uqam.ca�

English /l/ is one of the later-developing sounds in language acquisi-
tion. It has syllable-based allophones �e.g., light l in initial, dark l in final�
and comprises multiple articulatory gestures �e.g., tongue tip fronting and
raising, tongue dorsum backing, lateral dipping� with different coordina-
tion in timing and magnitude in syllable position �e.g., synchronicity in
initial, tongue tip delay in final with greater reduction in magnitude�. Us-
ing ultrasound, this study examined how articulatory characteristics of /l/
are presented in children’s speech production. Replicating previous articu-
latory studies in adult speech production, /l/ words in isolation and com-
bination were collected from eight monolingual children aged 3;11 to 5;9.
Although some children produced more similar to adult /l/, children pro-
duced /l/ using different articulatory properties. /l/ was produced with less

detail and more variations than in the adults’ speech as movements of the
tongue were simplified or modified. While articulatory performance varied
across subjects as well as syllable positions, acoustic analysis of formants
(F1, F2, F3) of sample tokens showed similar patterns for all subjects.
This study suggests that the tendency toward late acquisition of /l/ is due
directly to the articulatory as well as motor complexity.

4pSC39. The effects of tongue shape categories on tongue
segmentation in English. Melissa A. Epstein and Maureen Stone
�Biomed. Sci., Univ. of Maryland Dental School, Rm. 5A12, 666 W.
Baltimore St., Baltimore, MD 21201�

In our recent work, we have proposed that the tongue moves by com-
pressing and expanding local functional segments. For any single gesture,
functional segments may move in similar or opposite directions to com-
press and expand the tongue locally. High correlations between segments
suggest biomechanical constraints. Low correlations suggest independent
control of these segments. Our previous studies on English have shown a
front-back division of the tongue, where adjacent segments correlate posi-
tively with each other �moving in the same direction� and distal segments
correlate negatively with each other �moving in opposite directions�. Indi-
vidual segments aggregate with adjacent or distal segments. Furthermore,
the phonemic content of the dataset influences these aggregations and the
location of the front-back division of the tongue. This study will more
deeply explore these phonemic effects. In particular, we will examine the
effects of the transitions between consonants and vowels of the four basic
tongue shape categories of English �front raising �e.g., /n,i/), back raising
�e.g., /ng,o/), complete channel �e.g., /s,ae/) and two point displacement
�e.g., /l/)] on tongue segmentation and the location of the pivot point for
the front-back division. �Work supported in part by NIDCD/NIH Grant
RO1-DC01758 and by NIH Grant T32-DE07309.�

THURSDAY AFTERNOON, 19 MAY 2005 GEORGIA B, 2:00 TO 3:45 P.M.

Session 4pUWa

Underwater Acoustics: Propagation: Modeling and Experimental Results II

Kevin B. Smith, Chair
Dept. of Physics, Naval Postgraduate School, Monterey, CA 93943

Contributed Papers

2:00

4pUWa1. Multipath cancellation with a two-channel array. John E.
Piper �NSWC-PC, Code R21, 110 Vernon Ave., Panama City, FL 32407,
john.e.piper@navy.mil�

A test pool experiment with direct and multipath signals incident on a
small vertical array was conducted. To separate these signals a maximum
likelihood method approach was used. This approach is based on exploit-
ing the orthogonal nature of the signals in the maximum likelihood param-
eter space, which leads to a theoretically complete decoupling of the de-
sired signal from the multipath interference. This approach has no analog
in conventional signal processing. Results of the test pool experiment
using this maximum likelihood method cancellation and conventional
beamforming methods are presented.

2:15

4pUWa2. Torpedo detection using mutli-path signals and fast
orthogonal search techniques. Jeff Collins, Donald McGaughey �Dept.
of Phys., Royal Military College of Canada, P.O. Box 17000, Stn Forces
Kingston, ON, Canada K7K 7B4, jeff.collins@rmc.ca�, Jim Theriault, and
Sean Pecknold �Defence Res. and Development Canada �Atlantic�,
Dartmouth, NS, Canada B2Y 3Z7�

Detecting a high speed torpedo by means of a passive acoustic detector
is very challenging for most acoustic operators. Coupled with a very noisy
environment, multiple sources in a multi-path scenario and varying envi-
ronmental factors, a time-constrained assessment will prove difficult. In
addition, a passive sensor cannot estimate the range of a torpedo approach-
ing it at a constant bearing. The passive acoustic sensor will receive a
direct path signal from the torpedo as well as a signal that has reflected off
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the surface. Due to the different angle of arrival, the direct-path and
surface-reflected signals have different Doppler shifts. The Torpedo De-
tection Algorithm �TDA� employs the fast orthogonal search �FOS� algo-
rithm for high-resolution spectral analysis to detect the closely spaced
direct-path and surface-reflection signals. When a direct-path and surface-
reflection are found, an automatic alert of a torpedo detection is initiated.
In simulation, a torpedo is detected 20 times out of 20 as it travels from
5000 to 500 m from the receiver. Simple trigonometric expressions are
used to estimate the torpedos range given the two frequencies estimated by
FOS and a priori information about the torpedo speed and depth.

2:30

4pUWa3. A comparison of mine counter measure performance
models. Andrew Holden �Dstl. Winfrith, Dorchester, DT2 8WX, UK,
apholden@dstl.gov.uk�

Mine counter measure �MCM� sonar systems perform the task of de-
tection and classification of marine mines that are typically laid in shallow
water environments. Currently, there are several MCM performance mod-
els in use that can predict the performance of MCM sonars. This paper
gives a brief description of some these models and gives a comparison of
their performance predictions for several shallow water scenarios. All the
models examined are self contained packages that can model the entire
problem—the sonar, the environment, and the target. They are considered
to be energy models in that only the intensity of sound received from
various parts of the environment is modeled while phase calculations are
ignored. The results show that the models can give good agreements with
each other for some scenarios. In some other scenarios the agreement is
not so good and reasons are given to show why this happens.

2:45

4pUWa4. Tank experiments and model comparisons of shallow water
acoustics over an elastic bottom. Jon M. Collis, William L. Siegmann
�Rensselaer Polytechnic Inst., Troy, NY 12180, collisj@rpi.edu�, Michael
D. Collins, Erik C. Porse, Harry J. Simpson, and Raymond J. Soukup
�Naval Res. Lab., Washington, DC 20375�

A series of tank experiments are being conducted in order to obtain
high quality data for acoustic propagation in environments with sloping
elastic bottoms. Such problems can now be solved accurately with the
parabolic equation method, which is being used to model the experiment.
This paper will present results of the initial experiments and discuss plans
for upcoming experiments, which will include propagation onto land. The
initial experiments involved a broadband source over a block of PVC that
was suspended in deionized water. Time series were collected at 100 to
300 kHz on horizontal and vertical arrays for two source positions. �Work
supported by the Office of Naval Research.�

3:00

4pUWa5. Adjoint-based control of nonlocal boundary conditions for
Claerbout’s wide-angle parabolic approximation. Matthias Meyer and
Jean-Pierre Hermand �Dept. of Optics and Acoust., Univ. Libre de
Bruxelles, av. F-D. Roosevelt 50 - CP 194/05, B-1050 Brussels, Belgium�

This paper applies the concept of optimal boundary control for solving
inverse problems in shallow water acoustics. A continuous analytic adjoint
model is derived for a wide-angle parabolic equation �WAPE� using a
generalized nonlocal impedance condition at the water-bottom interface.

While the potential of adjoint methodology has been demonstrated for
ocean acoustic tomography, this approach combines the advantages of
exact transparent boundary conditions for the WAPE with the concept of
adjoint-based optimal control. In contrast to meta-heuristic approaches the
inversion procedure itself is directly controlled by the waveguide physics
and, in a numerical implementation based on conjugate gradient optimi-
zation, much fewer iterations are required for assessment of environments
that are supported by the underlying subbottom model. Furthermore, since
regularization is important to enhance performance of full-field acoustic
inversion, special attention is devoted to applying penalization methods to
the adjoint formalism. Regularization incorporates additional information
about the desired solution to stabilize ill-posed problems and identify use-
ful solutions, a feature that is of particular interest for inversion of field
data sampled on a vertical array in the presence of measurement noise and
modeling uncertainty. Results show that the acoustic fields and the bottom
properties embedded in the control parameters are efficiently retrieved.

3:15

4pUWa6. Line-integral prediction for horizontal coherence in deep-
water propagation. Michael Vera �Univ. of Southern Mississippi, 730
E. Beach Blvd., Long Beach, MS 39560, michael.vera@usm.edu�

Some of the characteristics of an acoustic signal propagating to basin-
scale ranges in the ocean can be estimated using line integrals along de-
terministic ray paths. These line-integral approximations involve the sta-
tistics of the internal-wave field. The success or failure of the integral
expressions can be analyzed by comparison to parabolic-equation simula-
tions through multiple realizations of the stochastic internal-wave field.
One acoustic characteristic of interest is the length scale of acoustic hori-
zontal �cross-range� coherence. Recent work comparing integral predic-
tions of horizontal coherence length to values from simulations of the
North Pacific Acoustic Laboratory experiment yielded mixed results. Ad-
ditional comparisons will be discussed for acoustic propagation paths that
are not impacted by range-dependence in the bathymetry or background
sound-speed profile. These simulations will employ a single sound-speed
profile and a deep, range-independent bottom. The comparisons can yield
some insight into the accuracy of the integral estimate; they will not be
influenced by bathymetric interaction or range dependence in the back-
ground sound speed.

3:30

4pUWa7. Decomposition method in constructing simulation models of
parametric location for statistically irregular mediums. Irene
Starchenko �TSURE, 347928, Taganrog, GSP-17a, Nekrasovskiy, 44,
Russia, star@tsure.ru�

In using parametric arrays for the purposes of distant sounding in a
water medium it is necessary to take into account the probable character-
istics of acoustic signals. In this case the modeling of processes is espe-
cially important, because experiments in natural conditions are not always
possible. In the case of parametric location the medium plays the very
important function of formation of the parametric array. Results will be
discussed.
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THURSDAY AFTERNOON, 19 MAY 2005 GEORGIA A, 2:00 TO 3:45 P.M.

Session 4pUWb

Underwater Acoustics: Underwater Noise Studies

David E. Hannay, Chair
JASCO Research Ltd., 2101-4464 Markham St., Victoria, BC V8Z 7X8, Canada

Contributed Papers

2:00

4pUWb1. Range estimation of broadband noise sources in an ocean
waveguide using the array invariant. Sunwoong Lee and Nicholas C.
Makris �MIT, 77 Massachusetts Ave., Cambridge, MA 02139,
makris@mit.edu�

A method is developed for range estimation of broadband noise
sources in a horizontally stratified ocean waveguide without a priori
knowledge of the environment. It has previously been shown that the
range of a transient source can be estimated using the ‘‘array invariant’’
method by analyzing instantaneous beam-time intensity data �Lee and
Makris, J. Acoust. Soc. Am. 116, 2646 �2004��. This method is now ex-
tended to range estimation of continuous, broadband noise sources in an
ocean waveguide. It is shown that the cross-correlation of instantaneous
beam-time intensity asymptotically reaches the array invariant. The range
of the source can then be determined without knowledge of the environ-
mental parameters. This method is applied to localize multiple uncorre-
lated noise sources in a horizontally stratified ocean waveguide without
ambiguity.

2:15

4pUWb2. Effect of shallow water internal waves on the ambient noise
notch. Daniel Rouseff, Dajun Tang, and Frank S. Henyey �Appl. Phys.
Lab., College of Ocean and Fishery Sci., Univ. of Washington, Seattle, WA
98105, rouseff@apl.washington.edu�

Consider a vertical receiving array in shallow water that is recording
ambient noise. If the recorded noise is beamformed, the resulting beam
pattern often exhibits a notch at broadside to the array. Modeling of range-
independent environments suggests that this ambient noise notch should
become more pronounced as the sound speed gradient is increased. In the
present work, the effect of range dependence on the ambient noise notch in
the 1–5 kHz band is studied. Range dependence is introduced into the
model in the form of random shallow water internal waves. Coupling
between the propagating acoustic modes is calculated using the Dozier-
Tappert formulation �J. Acoust. Soc. Am. 63, 353–365 �1978�� extended to
consider bottom loss. The model is internally consistent as the buoyancy
profile determining the internal waves is dictated by the sound speed gra-
dient. Experimental results from the 2001 East China Sea Experiment are
also reported. �Work supported by ONR.�

2:30

4pUWb3. Using vertical directionality to study the ambient noise
fluctuations due to internal waves in South China Sea. Hsiang-Chih
Chan �Natl. Taiwan Univ., No. 1, Sec. 4, Roosevelt Rd., Taipei, 106,
Taiwan, d91525003@ntu.edu.tw�, Ruey-Chang Wei, Wen-Zheng Hu
�Natl. Sun Yat-sen Univ., Kaohsiang, 804, Taiwan�, and Chi-Fang Chen
�Natl. Taiwan Univ., Taipei, 106, Taiwan�

A range-dependent acoustic propagation model is used to simulate the
complex ambient noise field, which offers the key to the understanding of
noise varying during the ASIAEX 2001 SCS experiment. The surface
noise sources that are generated by wind/waves and ships are distributed

horizontally in the simulated model. Observed ambient noise fluctuations
in South China Sea are greatly affected by prevailing internal waves in this
area, the vertical directionality changes on vertical line array output were
believed to be results of interaction between sound and ocean environ-
ment. The measured twin-peak beam patterns are not consistent with pre-
vious studies on flat or upslope bathymetry. Therefore, in this study the
discrepancy is explained by modeling and correlation between the noise
distributions and internal wave position.

2:45

4pUWb4. Acoustic spreading and boat noise within shallow Florida
waterways. Richard Phillips �Dept. of Mech. and Aerosp. Eng., Univ. of
Florida, Gainesville, FL 32611-6250�, Christopher Niezrecki �Univ. of
Massachusetts Lowell, Lowell, MA 01854-2881,
Chris_Niezrecki@uml.edu�, and Diedrich O. Beusse �Univ. of Florida,
Gainesville, FL 32611-0126�

The West Indian manatee has become endangered partly because of
watercraft collisions in Florida’s coastal waterways. Several boater warn-
ing systems, based upon manatee vocalizations, have been proposed to
reduce the number of collisions. One aspect of the feasibility of an acous-
tically based system will rely upon the distance in which a manatee vo-
calization can be detected. The magnitude of environmental noise and
manatee vocalizations, as well as the acoustic spreading properties of the
habitat will help to estimate the detection range of a manatee. This study
surveyed several shallow-water coastal areas in Florida �Crystal River,
Cedar Key, and Indian River� which are likely to be inhabited by mana-
tees. Using a chirp signal �1–10 kHz� broadcast by an underwater trans-
ducer, it was observed that the acoustic pressure data collected was best
represented by the mixed and Lurton spreading models. The overall data
obtained from passing a boat directly over the hydrophone was most
closely represented by a spherical spreading model. However, for a boat
that is approaching, a mixed spreading model is the most appropriate. The
mean SPL for boat traffic was measured to be 140 dB and the background
environment noise level ranged between 69 and 105 dB.

3:00

4pUWb5. One year of background underwater sound levels in Haro
Strait, Puget Sound. Val Veirs �Phys. Dept., Colorado College,
Colorado Springs, CO 80903, vveirs@coloradocollege.edu� and Scott
Veirs �BeamReach Sustainablity Sci. School, Seattle, WA 98115�

Haro Strait, on the west side of San Juan Island, WA, is the home
range of the Southern Resident orca whales, a major shipping lane to and
from Canada, and a center of private and commercial boating, especially
in the summer. Four ITC hydrophones in a near-shore fixed array are used
here to localize the underwater vocalizations of Southern Resident orca
whales. The system operates 24 hours a day and has a frequency response
of 100 Hz 10 kHz. Background sound levels are automatically character-
ized by half-hour reports that include: statistics and graphics based on
mean sound levels �2-min running arithmetic mean pressure�; a histogram
of mean sound levels binned by frequency; and 2-s sound samples from
maximum background events. Sound levels range from 90 dB re 1 mi-
croPa �quiet conditions� to 130 dB re 1 microPa when loud commercial
ships are passing in the nearby shipping lane or speedboats are passing
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close to the hydrophone array. Complete results for one year of continuous
monitoring will be presented, segmented by time �season, day of the week,
hour in the day�, frequency spectrum and dominant noise source class.
�Work supported by 35 undergraduate researchers and the Colorado Col-
lege.�

3:15

4pUWb6. An acoustic modeling study of airgun noise from seismic
surveys performed offshore British Columbia. Alexander O.
MacGillivray �JASCO Res. Ltd., 2101-4464 Markham St., Victoria, BC,
Canada V8Z 7X8� and N. Ross Chapman �Univ. of Victoria, Victoria, BC,
Canada V8W 3P6�

A recent numerical modeling study has examined the propagation of
underwater noise from potential seismic survey activity in Hecate Strait
and Queen Charlotte Sound, Canada. Noise level predictions from this
study are based on an integrated modeling approach incorporating an air-
gun array source model, a broadband transmission loss model, and an
environmental model based on high resolution bathymetry, historical CTD
casts and geophysical data. Details of the source model, transmission loss
model and environmental model are discussed. Selected noise level pre-
dictions from the modeling study are presented. Results from this study
will aid in evaluating potential environmental impacts of seismic explora-
tion activity on marine ecosystems in British Columbia’s offshore region.
�Work supported by BC MEM and NSERC.�

3:30

4pUWb7. An integrated acoustic modeling infrastructure for
underwater noise impact assessment. David E. Hannay and Roberto G.
Racca �JASCO Res. Ltd., 2101-4464 Markham St., Victoria, BC, Canada
V8Z 7X8, dave@jasco.com�

When industrial activities such as underwater dredging or seismo-
acoustic surveying are planned near ecologically sensitive areas, effective
forecasting of the associated sound levels is often necessary to allow ef-
fective noise management planning and to satisfy permitting requirements.
To this end a comprehensive software application, the Marine Operations
Noise Model, was developed to enable the estimation of aggregate noise
levels from complex operations involving numerous activities over ex-
tended regions. The softwares architecture includes a specially adapted
Parabolic Equation propagation model, a database of field measured spec-
tral source levels from a wide range of industrial vessels, a run module
that coordinates modelling and summing of sound from multiple sources,
and a GIS interface for the definition of operational layouts and the display
of noise level contours on area maps. This application has been used in the
planning and regulatory approval process for future pipeline and offshore
platform installation activities to take place in the proximity of marine
mammal habitats. Its accuracy in this context was validated through an
extensive program of acoustic monitoring of similar activities taking place
in a nearby location over the course of a prior construction season.
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FRIDAY MORNING, 20 MAY 2005 REGENCY E, 8:30 A.M. TO 12:00 NOON

Session 5aAA

Architectural Acoustics: General Topics in Architectural Acoustics

Vincent Valeau, Chair
Univ. of La Rochelle, LEPTAB, Av. M. Crepeau, La Rochelle 17042, Cedex 01, France

Contributed Papers

8:30

5aAA1. An investigation of Columbia College Chicago reverberation
chamber. Ryan P. Shannon, Kevin A. Fowler, Jeremy J. Hill, Sean D.
Terry �Dept. of Audio Arts & Acoust., Columbia College Chicago, 33 E.
Congress Pkwy Ste 601, Chicago, IL 60605,
ryanshannon8@hotmail.com�, Melinda J. Carney, and Dominique J.
Cheenne �Columbia College Chicago, Chicago, IL 60605�

The Audio Arts and Acoustics department at Columbia College in
Chicago acquired a new building in 2003. The facility, a former bank,
contained an old steel and concrete vault that was converted to a rever-
beration chamber. The acoustic properties of the space, including rever-
beration time, modal density, and early reflection maps were analyzed and
compared to a computer model. Reflectograms were predicted at various
locations and compared to test data acquired with Time Delay Spectrom-
etry �TDS�. Polar Energy Time �PET� techniques were also used to iden-
tify the location of a single 4�4 sample of foam absorber and the results
of the test were compared to the predicted value from the computer model.
The results of the tests show that, under its current configuration, the room
is usable as a reverberation chamber down to 300 Hz, and that the com-
puter model was able to accurately predict the results from the PET meth-
odology.

8:45

5aAA2. Chronological analysis of architectural and acoustical indices
in halls for music performance. Youngmin Kwon and Gary W. Siebein
�Architecture Technol. Res. Ctr., School of Architecture, Univ. of Florida,
231 Arch, P.O. Box 115702, Gainesville, FL 32611�

The objective of this study was to identify the changes in architectural
and acoustical indices in halls for music performance built in the 18th
through the 20th centuries. Seventy one halls were classified in five spe-
cific periods from the classical period �1750–1820� to the last two-decade
contemporary period �1981–2000� based on chronology in music and ar-
chitectural acoustics. Architectural indices such as room shape, seating
capacity, room volume, balcony configuration, and the like as well as
acoustical indices such as RT, EDT, G, C80, IACC, and the like for the
halls found in the literature were chronologically tabulated and statistically
analyzed to identify trends in architectural and acoustical design for each
of the historical periods identified. For example, seating capacity increased
from the eighteenth through the early twentieth century. It has decreased in
the twentieth century while the room volume per seat has increased. This
results in longer occupied reverberation times, higher G values and lower
C80 values for contemporary halls compared to those built earlier in the
century. Acoustical indices were in general found to be lower during the
early twentieth century relative to other periods and to have increased
since then.

9:00

5aAA3. Acoustic design for Teatro Sesc Pinheiros. Jose Augusto
Nepomuceno and Anthony McCreery �Acustica & Sonica, Fradique
Coutinho, 955 sala 01, Sao Paulo, Brasil�

Sesc is a non-governmental social organization to promote culture,
sport and education in Brasil. Among its facilities there is the new Sesc-
Pinheiros center with a multipurpose theater seating 1000. Due to changes

in the planned use of the theater during construction, Acustica & Sonica
was hired by the contractor Mendes Junior to adjust and improve the room
acoustics and noise control design of the theater. The original design was
modified by adding adjustable acoustical systems, changing in the ceiling
and balcony shaping, and revising the specification of all finish materials.
The room acoustics modifications followed the recommendations of Akus-
tiks, acoustical consultants from South Norwalk, Connecticut, USA. A
concert shell was designed and fabricated to allow the use of orchestral
music. An open shell concept was used. The new hall has received excel-
lent critics from pianists, conductors and players, and is rated among the
best in the country. Acoustical measurements were performed. The mea-
sured values have been compared with the results of a computer model
carried out by Acustica & Sonica for this project and they are consistent.
�The authors would like to thank Mendes Junior, Sesc, Bengt-Inge Dalen-
bck and Christopher Blair of Akustiks for their support.�

9:15

5aAA4. Characterization and prediction of low frequency sound in
workrooms. Galen Wong and Murray Hodgson �UBC Acoust. and
Noise Res. Group, 3rd Fl., 2206 East Mall, Vancouver, BC, Canada V6T
1Z3�

Low-frequency noise is of concern in industrial settings since workers
are subjected to long-term exposures of low-frequency noise caused by
machinery which can adversely affect human health and well-being. Pas-
sive noise-control methods are usually not cost-effective. Active noise
control, on the other hand, is most effective at low frequencies. As part of
a project investigating active noise control of low-frequency noise in these
settings, and how to predict its benefit, measurements were performed on
the propagation of low-frequency noise in a workroom, with and without
fittings the obstacles in the room to understand their effects and impor-
tance in prediction models. Measurements performed in a real-world
workroom, as well as in a scale model workroom show that fittings alter
the sound field in an unpredictable manner. With low-frequency octave
band filtered noise output, changes in the sound pressure level of 10 dB or
more were measured in both cases. Prediction of low-frequency noise in
workrooms was performed using an image-phase and a modal model—
which do not account for the effects of fittings. Predictions were compared
to measurements in full-scale and scale-model workrooms with pure tone
outputs. So far it has proven difficult to accurately model low-frequency
effects in large workrooms.

9:30

5aAA5. Evaluation and optimization of acoustical environments in
eating establishments. Zohreh Razavi and Murray Hodgson �UBC
Acoust. & Noise Res. Group, SOEH, 3rd Fl., 2206 East Mall, Vancouver,
BC, Canada V6T 1Z3�

Complaints from hard-of-hearing faculty members at UBC about com-
municating verbally in one of the upscale restaurants on the campus led to
a study of acoustical environments in eating establishments and how to
optimize them. Speech intelligibility and speech privacy are important
considerations in the design of eating establishments; however, they are
commonly overlooked. In this preliminary research, three bistros were
considered. Physical measurements were done and associated acceptability
criteria applied to evaluate the environments. The noise exposures of em-
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ployees and customers were measured and compared to maximum permit-
ted occupational limits. Worker noise exposures were in the range 80–84
dBA. Customers were often exposed to levels over 75 dBA; especially at
lunchtime it exceeded 80 dBA. The CATT room-acoustical prediction
model was used to study the physical and acoustical factors that affect the
acoustical environments in eating establishments and how optimize them.
The effect of facility modifications, including the use of sound-absorbing
wall panels, lowered and improved acoustical ceilings, and partial barriers
between tables were predicted.

9:45

5aAA6. A new method for measuring the speech security of meeting
rooms. John S. Bradley and Bradford N. Gover �Inst. for Res. in
Construction, Natl. Res. Council, Montreal Rd., Ottawa, Canada K1A
0R6�

This paper describes a proposed new method for measuring the speech
security of offices and meeting rooms. It is intended to assess the risk of
someone who is talking in the meeting room being overheard at points
outside the room, close to the outside boundaries of the room. Previous
work has derived frequency-weighted speech-to-noise type measures that
are well related to the perceived intelligibility and audibility of the trans-
mitted speech. The proposed new method measures the attenuation be-
tween average levels in the meeting room and received levels at points
0.25 m from the outside boundaries of the meeting room in adjacent
spaces. The average source room levels are representative of all possible
talker location. The receiving points, 0.25 m from the room boundaries,
can assess expected privacy at critical listening locations with minimal
effect of the acoustical properties of the adjacent spaces. New measure-
ments in 11 meeting rooms have been used to evaluate the influence of
several parameters on the accuracy of the measured degree of speech
security. These include: the type and number of sound sources used, and
the number and location of microphones in the meeting room and the
adjacent spaces. Details of the analyses will be presented.

10:00–10:15 Break

10:15

5aAA7. A simplified method to estimate the free path length variance.
Yan Zhang, Godfried Augenbroe, Ruchi Choudhary �College of
Architecture�, and Brani Vidakovic �Georgia Inst. of Technol., Atlanta,
GA 30332�

Kutruff derived an analytical solution for the prediction of reverbera-
tion time in spaces with arbitrary shape. It is the most popular analytical
equation that contains shape factors. However, in this equation the free
path length variance remains as unknown parameter. Kutruff suggested the
implementation of Monte-Carlo simulation to determine this value for
each unique shape. In practice this method is not significantly simpler than
a full ray tracing simulation. Fortunately, using methods from the prob-
ability field, the free path length variance does have an analytical solution,
but this takes such a complicated form that it is not convenient to use. This
article treats the development of a simplified method to estimate the free
path length variance without losing accuracy when applied to concert
halls. A simplified regression model is developed for rectangular shapes
based on the analytical solution. This simple model explains 99.8% vari-
ance for any rectangular shape up to 1:10:10. Secondly, for arbitrary
shapes, a simplified model is proposed by including several additional
simple variables. This model is validated against simulation results. It will
be shown that this simplified method not only can be used in Kutruff’s
equation, but also reveals the significant shape-related parameters that
influence the reverberation time.

10:30

5aAA8. Acoustic modeling in rectangular rooms with impedance
using the finite element method with the Dirichlet-to-Neumann map.
Yusuke Naka �Dept. of Aerosp. and Mech. Eng., Boston Univ., 677
Beacon St., Boston, MA 02215, ynaka@bu.edu�, Assad A. Oberai and
Barbara G. Shinn-Cunningham �Boston Univ., Boston, MA 02215�

Computational models of head-related transfer functions �HRTFs� are
useful in investigating the effects of echoes and reverberations in enclo-
sures. These models may be computed at relatively low cost by geometric
methods, such as the image source method. However, geometric methods
typically ignore several important physical effects, such as diffraction,
which effect the fidelity of the resulting HRTF. On the other hand, meth-
ods based on solving the wave equation, such as the finite element method,
include these effects but tend to be computationally expensive. This study
represents a Dirichlet-to-Neumann �DtN� map which significantly reduces
the costs associated with using the the finite element method for comput-
ing HRTFs in a rectangular room, by analytically eliminating empty re-
gions of the room. The DtN map for rooms with realistic impedance
boundary conditions is developed. This work represents an extension of
our previous approach for sound-hard rooms �Y. Naka, A.A. Oberai, and
B.G. Shinn-Cunningham, Proc. 18th International Congress on Acoustics,
Vol. IV, pp. 2477–2480 �2004��. �Work supported by AFOSR.�

10:45

5aAA9. Analysis of diffuse broadband sound fields in enclosures by
decomposition in powers of an absorption parameter. Donald B.
Bliss, Jerry W. Rouse, and Linda P. Franzoni �Mech. Eng. and Mater. Sci.,
Duke Univ., Durham, NC 27708, dbb@duke.edu�

A novel analysis for steady-state or time-dependent broadband diffuse
sound fields in enclosures is developed. Beginning with a formulation
utilizing broadband intensity boundary sources, the strength of these wall
sources is expanded in a series in powers of an absorption parameter,
thereby giving a separate boundary integral problem for each power. The
first problem has a uniform interior field level proportional to the recipro-
cal of the absorption parameter, as expected. The second problem gives a
mean-square pressure distribution that is independent of the absorption
parameter and is primarily responsible for the spatial variation of the re-
verberant field. This problem depends on the location of sources and the
spatial distribution of absorption, but not absorption level. Additional
problems proceed at integer powers of the absorption parameter, but are
essentially higher order corrections to the spatial variation. The important
second problem and the higher order problems are easily solved numeri-
cally, but closed form approximate solutions based on one iteration step
are simple and accurate. Solutions obtained by retaining only the first
couple of terms in the series expansion are compared to complete solu-
tions obtained by another approach, and good agreement is shown be-
tween the two methods.

11:00

5aAA10. Finite-sized sources in the presence of boundaries. John R.
MacGillivray �Red Tail Hawk Corp., 111 E. Seneca St., Ithaca, NY
14850� and Victor W. Sparrow �Penn State, University Park, PA 16802�

Many methods of auralization convolve a source signal �e.g., cello
recorded in an anechoic room� with a room’s impulse response �which has
been computed using method of images, ray tracing, etc.�. Many instru-
ments are finite-sized sources because they produce music having frequen-
cies where the product of the wavenumber and the instrument’s character-
istic length is not small. Sound produced by a finite-sized source in the
presence of boundaries can include scattering and diffraction, resulting
from the presence of the source in its own field. These effects are not
accounted for by the auralization types mentioned above. A geometrically
simple example of a finite-sized pulsating sphere in the presence of a rigid
infinite boundary is solved using the translational addition theorem for
spherical wave functions �TATSWF�. Using TATSWF, the original prob-
lem is solved by replacing the rigid infinite wall with an image of the
finite-sized sphere. This is a surprisingly complicated problem to solve,
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given the simple geometry, and serves to illustrate how a source can per-
turb its field when near a boundary. Examples are presented for which
significant changes in the pressure magnitude occur. �Work supported by
the Applied Research Laboratory, Penn State.�

11:15

5aAA11. Subjective impression of differences in realism, source
width, and orientation between auralizations created from multi-
channel anechoic recordings. Michelle C. Vigeant, Lily M. Wang
�Architectural Eng. Prog., Univ. of Nebraska–Lincoln, Peter Kiewit Inst.,
1110 S. 67th St., Omaha, NE 68182-0681, mvigeant@unlnotes.unl.edu�,
and Jens Holger Rindel �Tech. Univ. of Denmark, DK-2800 Kgs. Lyngby,
Denmark�

Auralizations can be very useful in the design of performing arts
spaces. One of the fundamental modeling inputs to create auralizations is
the source directivity. Standard methods involve inputting the measured
source directivity, calculating the impulse response �IR� and convolving it
with a single channel anechoic recording. This paper focuses on an alter-
native method of modeling source directivity which involves multi-
channel anechoic recordings to create auralizations. Subjective tests were
conducted comparing auralizations made with one, four and thirteen chan-
nels for differences in realism and source width. Auralizations were made
using three different types of musical instruments: woodwinds �flute�,
brass �trombone� and strings �violin�. Subjects were asked to rate each
musical track on a seven-point scale for the degree of realism and source
width. An analysis of variance �ANOVA� was carried out to determine the
differences between the number of channels and the effect of instrument.
A second test was conducted to assess the degree of difficulty in detecting
source orientation �facing the audience or facing the stage wall� depending
on the number of channels �one, four or thirteen� and the amount of
absorption in the room. �Work supported by the National Science Foun-
dation.�

11:30

5aAA12. Sampling methods for decay time evaluation in acoustically
coupled spaces. Tomislav Jasa, Ning Xiang, and Mendel Kleiner
�School of Architecture and Dept. of Electrical, Computer, and Systems
Eng., Rensselaer Polytechnic Inst., Troy, NY 12180�

This paper applies the methods of Bayesian inference to the estimation
of decay times in coupled rooms. Previous papers �N. Xiang and P. M.

Goggans, J. Acoust. Soc. Am. 110, 1415–1424 �2001�; 113, 2685–2697
�2003�� developed a solution method to estimate the decay times and the
number of decay modes in terms of measured Schroeder’s decay func-
tions. This paper extends the previous work by using statistical sampling
methods to efficiently determine the decay times along with error esti-
mates and evaluate the ‘‘Bayesian evidence’’ term used in determining the
number of decay modes. This paper discusses the implemented methods
together with the previous work to solve the problem of decay time esti-
mation as well as determining the number of decay modes in acoustically
coupled rooms.

11:45

5aAA13. Experimental validation of a diffusion equation-based
modeling of the sound field in coupled rooms. Alexis Billon, Vincent
Valeau �LEPTAB Univ. of La Rochelle, Av. M. Crepeau 17042, La
Rochelle Cedex 01, France, abillon@univ-lr.fr�, Judicael Picaut �LCPC
Nantes ESAR Rte. de Bouaye–BP 4129 44341, Bouguenais Cedex,
France�, and Anas Sakout �LEPTAB, La Rochelle, France�

Sound modeling in coupled rooms �i.e., two acoustically coupled
rooms separated by an open area� has attracted considerable attention in
the past. However accurate and operational models are still needed, prin-
cipally when three or more rooms are coupled. In recent papers, a diffu-
sion equation-based model has been applied to unusual room shapes. For
the coupled rooms geometry, this diffusion model has been validated suc-
cessfully by comparison with the classical statistical theory in a parametri-
cal study of the coupling parameters �Billon et al., J. Acoust. Soc. Am.
116, 2553 �2004��. In the present work, the diffusion model results are
validated by means of a comparison with experimental results, both in
terms of sound attenuation and reverberation time. A comparison is also
provided with results given by the statistical theory and a ray tracing
program. For this purpose, experiments have been conducted in two
coupled classrooms with two different sound source locations. The results
show a very good agreement between the diffusion model and the experi-
ments. Conversely, the statistical model is not valid for modeling accu-
rately the sound field distribution and decay in both coupled rooms. At
last, the diffusion model runs much faster than the ray tracing program.
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FRIDAY MORNING, 20 MAY 2005 PLAZA C, 8:50 TO 11:30 A.M.

Session 5aAB

Animal Bioacoustics and ASA Committee on Standards: Behavioral Audiometric Methods in Animal
Bioacoustics: The Search for Standards I

Edward J. Walsh, Cochair
Boys Town National Research Hospital, Omaha, NB 68131

Ann. E. Bowles, Cochair
Hubbs-Sea World Research Inst., 2595 Ingraham St., San Diego, CA 92109

Chair’s Introduction—8:50

Invited Papers

9:00

5aAB1. Common hearing functions among mammals and birds. Richard R. Fay �Parmly Hearing Inst., Loyola Univ. Chicago,
6525 N. Sheridan Rd., Chicago, IL 60626, rfay@luc.edu�

Among many mammals and birds, frequency-place cochlear maps have a similar form and differ primarily with respect to the
length of the cochlea or basilar papilla, and with respect to the frequency range of hearing. This is remarkable, especially given the
differences in anatomical organization and evolutionary history between mammals and birds. This is a striking example of convergent
or parallel evolution. With few exceptions, the cochleae of mammals and birds are indeed scale models of one another. One of the
primary functions of the frequency-place map is in frequency analysis. Whether this function is defined by frequency discrimination
thresholds, critical masking ratios, critical bands or auditory filters in general, frequency analytic performance, behaviorally-defined,
can be laid out on the basilar membrane and a critical basilar membrane distance can be associated with a given performance criterion.
In general, these critical distances differ according to the function �e.g., frequency delta Fs versus critical bandwidths�, but are
remarkably similar functions of frequency within and between species �they tend to be constant�. It seems likely that evolution has
selected the consequences of frequency analytic mechanisms for perception rather than the mechanisms themselves. �Work supported
by NIH.�

9:20

5aAB2. How do you know what an animal can hear? Henry E. Heffner �Dept. of Psych., Univ. of Toledo, Toledo, OH 43606�

The comparative study of hearing is based on the ability to obtain valid behavioral measures of hearing in different species. This
requires careful generation and measurement of sound, a behavioral task and reinforcer appropriate for the species, and a comparable
definition of threshold. For audiograms, it is important to generate artifact-free pure tones and test with the animal’s head fixed in a
free-field sound field. For sound localization, a two-point discrimination with the animals head fixed in the sound field is commonly
used. For all discriminations, it is important to obtain data for stimuli that are below threshold to ensure that an animal is not using
extraneous cues. Descriptions of techniques should be sufficiently detailed to allow other researchers to replicate them; new tech-
niques can be calibrated by replicating the results of others. Behavioral procedures that work well with one species may not elicit
optimal performance from others. Although performance should be corrected for false positives, signal detection measures are difficult
to interpret and cannot compensate for the failure to keep an animal under stimulus control. In general, valid results are obtained by
following good scientific practice.

9:40

5aAB3. The critical band and the critical ratio. William A. Yost and William Shofner �Parmly Hearing Inst., Loyola Univ.
Chicago, 6525 N. Sheridan Rd., Chicago, IL 60626�

The critical band is arguably one of the most important psychophysical descriptors of auditory function. The critical ratio is often
used in animal psychophysical research to estimate critical bandwidth because it is easier to obtain than estimates of critical band-
width. However, in most cases the underlying assumptions required to use the critical ratio as an estimate of critical bandwidth are
rarely met. The critical bandwidths for chinchilla and guinea pigs are similar to those obtained for human subjects, while the critical
ratios are considerably higher, an observation that violates the use of the critical ratio as an estimate of critical bandwidth. This paper
will describe the assumptions necessary for the critical ratio to estimate critical bandwidth. We will describe data on critical bands and
critical ratios for chinchilla and guinea pigs, and we will provide evidence that the chinchilla appears to be a wideband processor of
the signal in critical-ratio experiments. The inability of the chinchilla to process the signal in its narrow critical band in the critical-
ratio psychophysical procedure leads to the large critical ratios. We recommend that the critical ratio not be used to estimate critical
bandwidth. �Work supported by NIDCD grants to Dr. Yost and to Dr. Shofner.�
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10:00–10:10 Break

10:10

5aAB4. Estimating loudness in animals. Micheal L. Dent �Dept. of Psych., 361 Park Hall, Univ. at Buffalo-SUNY, Buffalo, NY
14260, mdent@buffalo.edu�

Although auditory acuity experiments in animals are valuable, this is not how animals typically encounter real world sounds. It is
also important to know how animals respond to stimuli at more ‘‘realistic’’ intensities. The perception of above-threshold level sounds
has been well documented in humans, but is much less studied in animals, where acoustic communication is important for survival.
In humans, equal loudness contours are used to show that loudness does not increase with intensity equally at all frequencies.
Loudness is a subjective experience, however, and much harder to measure in animals. Reaction time is one untrained response that
can be used to gauge how different or similar two stimuli are: high intensities yield short and low intensities yield long reaction times.
Comparing reaction times across frequencies �equal latency contours� in birds and mammals show results that are similar to equal
loudness contours obtained in humans. At low SPLs equal-latency contours closely parallel threshold curves, while at high SPLs the
contours flatten and all frequencies are perceived as being about the same loudness. These results in animals should be considered
when thinking about aspects of acoustic communication such as sound transmission, vocal signals designs, and sound-attenuating
properties of the environment.

10:30

5aAB5. Animal behavioral psychoacoustics: Issues related to methodology and interpretation. David Kastak, Ronald
Schusterman, Brandon Southall, Marla Holt �UCSC Long Marine Lab., Santa Cruz, CA 95060�, and Colleen Kastak �UCSC Long
Marine Lab., Santa Cruz, CA 95060�

A brief survey of the literature in animal behavioral psychophysics shows that researchers use numerous methods to obtain
information on sound detection, discrimination, and identification. Behavioral methodology in animal psychoacoustics includes both
classical and operant conditioning, go/no-go or multiple alternative forced-choice tasks, and various methods of estimating detection
and discrimination thresholds. Recent emphasis on comparing data across subjects, species, and media �e.g., hearing in air versus
water�, as well as investigations into the effects of age, noise, and ototoxins on auditory perception highlight the need for method-
ological standardization. In this paper we will discuss several important issues related to behavioral audiometrics, focusing primarily
on marine mammals. These issues include variability among species, individual subjects, and laboratories; experimental concerns such
as time constraints; adaptive versus non-adaptive psychophysical methodology and threshold reliability; signal detection theory versus
threshold models of audition and the search for unbiased estimates of auditory performance; and measurement and interpretation of
subject response bias. Standards for animal psychoacoustic methodology should be sensitive to each of these factors.

10:50

5aAB6. Body size and assessment of auditory function: A comparative conundrum. Edward J. Walsh, JoAnn McGee �Boys
Town Natl. Res. Hospital, Omaha, NE 68131�, John Rosowski, and William Peake �Harvard Med. School, Boston, MA 02115�

One goal of the bioacoustics community is to compare auditory function among species representing the entire animal kingdom,
including terrestrial mammals. As an alternative to behavioral measures, it is frequently necessary, and/or desirable, to assess auditory
function using electrophysiological approaches. Body size is an important factor that can effect the distribution and amplitude of
evoked brain potentials �EP� measured from the surface of the head and the ranges of body mass and size within Mammalia are
extensive. Consequently, the development of comparison protocols must include consideration of factors affected by size differences,
e.g., the distance between EP generators and recording electrodes and the thickness of the skull. Ultimately, these factors, along with
the acoustical character of the recording environment itself, affect acquired signal-to-noise ratios �SNR�. In this context it is notable
that the SNR associated with large animals are reduced relative to those observed in smaller animals, making the comparison of results
from one species to another complex. This procedural challenge is further complicated by the requirement to acquire data efficiently
and rapidly in recording environments that are non-optimal from an acoustic perspective. These issues will be addressed by consid-
ering auditory brainstem responses in tigers, bobcats, manuls, sandcats and rodents.

11:10

5aAB7. Psychometric data and standards for the estimation of noise exposure for animals. Ann E. Bowles �Hubbs-SeaWorld
Res. Inst., 2595 Ingraham St., San Diego, CA 92109, annb1@san.rr.com�

ASA standards are used in the estimation of noise exposure for humans. The approaches pioneered for humans can be used as a
model for animal standards, but a number of differences must be considered. First, animal standards will normally be applied across
multiple taxa rather than to a single, monotypic species. Thus, it will be essential to find defensible methods for generalizing across
taxa. Second, samples of subjects and measurement conditions are often inadequate in animal studies �e.g., measurements on a single
animal, noisy testing conditions�, but may be the only data available. Therefore, standards are needed for specifying the limitations of
various data sources. Third, taxa may have very different psychoacoustic capabilities �e.g., best sensitivity, temporal integration time,
and loudness perception�. Therefore, comparative measures will be essential. For example, while weighting functions for humans are
standardized to zero at 1 kHz, there are advantages to developing weighting functions for animals with an appropriate correction for
taxon-specific sensitivity. Although the differences between standards for animals and humans represent a significant challenge, the
development process and research in support of animal standards will yield valuable new perspectives that could be applied to humans
in the future.
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FRIDAY MORNING, 20 MAY 2005 REGENCY A, 8:00 TO 10:00 A.M.

Session 5aBBa

Biomedical UltrasoundÕBioresponse to Vibration: Hemostatis and Bleeding Detection

Tyrone M. Porter, Chair
Univ. of Cincinnati, Biomedical Engineering, 231 Albert Sabin Way, Cincinnati, OH 45267-0761

Contributed Papers

8:00

5aBBa1. Vector-Doppler ultrasound for the detection of internal
bleeding. Bryan W. Cunitz, Peter J. Kaczkowski, and Andrew A.
Brayman �Ctr. for Industrial and Med. Ultrasound, Appl. Phys. Lab.,
Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105�

A vector Doppler �VDop� ultrasound system uses a transmitter and a
spatially separated pair of receivers to measure bistatic scattering from
blood. VDop has two principal advantages over color-flow Doppler in
identifying internal bleeding: �1� measures flow direction, and thus abso-
lute magnitude of flow velocity �2� does not require special orientation to
detect and measure flow, thus can measure flows perpendicular to the
transmitter. Our hypothesis is that real-time flow direction and magnitude
can be used to detect and characterize internal bleeding. A real-time vector
Doppler system has been built and tested in vitro. The system is capable of
measuring flow magnitude and direction up to 145 cm/s at a depth of 3.6
cm at a processing rate of 10 Hz. Accuracy was measured using a cali-
brated moving string phantom and the system performs well within a
useful range. A blood flow phantom was developed to mimic arterial flow
into an open cavity as well as into tissue and replicate both pulsatile flow
as well as the energy storage due to vascular elasticity. Flow signature data
is gathered under conditions of normal branching flow, and vessel breach.
The talk will describe the VDop system and the flow phantom and sum-
marize results.

8:15

5aBBa2. Color-Doppler guided high intensity focused ultrasound for
hemorrhage control. Vesna Zderic, Brian Rabkin, Lawrence Crum, and
Shahram Vaezy �Appl. Phys. Lab. and Bioengineering, Univ. of
Washington, 1013 NE 40th St, Seattle, WA 98105,
vesna@u.washington.edu�

To determine efficacy of high intensity focused ultrasound �HIFU� in
occlusion of pelvic vessels a 3.2 MHz HIFU transducer was synchronized
with color-Doppler ultrasound imaging for real-time visualization of flow
within blood vessels during HIFU therapy. HIFU was applied to pig and
rabbit pelvic vessels in vivo, both transcutaneously and with skin removed.
The in situ focal intensity was 4000 W/cm2 on average. Vessel occlusion
was confirmed by color or audio Doppler, and gross and histological ob-
servations. In rabbits, five out of 10 femoral arteries �diameter of 2 mm�

were occluded after 30–60 s of HIFU application. The average blood flow
reduction of 40% was observed in the remaining arteries. In pigs, out of 7
treated superficial femoral arteries �2 mm in diameter�, 4 were occluded,
one had 80% blood flow reduction, and 2 were patent. In addition, 3 out of
4 superficial femoral arteries, punctured with 18 gauge needle, were oc-
cluded after 60–90 s of HIFU application. Larger vessels �diameter of 4
mm� were patent after HIFU treatment. Doppler-guided HIFU has poten-
tial application in occlusion of injured pelvic vessels similar to angio-
graphic embolization.

8:30

5aBBa3. A pulsatile flow phantom for image-guided high-intensity
focused ultrasound studies on blood vessels. Robyn Greaby and
Shahram Vaezy �Ctr. for Medical and Industrial Ultrasound, APL, Univ.
of Washington, 1013 NE 40th St., Seattle, WA 98105-6698,
rgreaby@u.washington.edu�

A pulsatile flow phantom has been developed for controlled studies of
acoustic hemostasis and high intensity focused ultrasound �HIFU� effects
on blood vessels. The flow phantom consists of an excised carotid artery
attached to a pulsatile pump and embedded in an optically and acoustically
transparent gel to create an ex vivo model of a human artery. The artery
was punctured with a needle to simulate percutaneous vascular injury. A
HIFU transducer with a focal distance of 6 cm and a frequency of 3.33
MHz was used to treat the puncture. B-mode and power-Doppler ultra-
sound were used to locate the site of the puncture, target the HIFU focus,
and monitor treatment. Also, the effects of vascular flow on HIFU lesions
were studied by treating vessels in the phantom for different times at a
variety of flows. In both studies, histology was done on the artery. In nine
trials, HIFU was able to provide complete hemostasis in 55 � 31 s. It is
feasible to use the flow phantom to study acoustic hemostasis of blood
vessels. Histology shows that the flow in the phantom appears to diminish
the vascular damage from HIFU.

8:45

5aBBa4. High throughput high intensity focused ultrasound „HIFU…

treatment for tissue necrosis. Vesna Zderic, Jessica Foley, Sean
Burgess, and Shahram Vaezy �Appl. Phys. Lab. and Bioengineering,
Univ. of Washington, 1013 NE 40th St., Seattle WA 98105,
vesna@u.washington.edu�

To increase HIFU throughput, a HIFU transducer �diameter of 7 cm,
focal length of 6 cm, operating frequency of 3.4 MHz�, coupled to an
imaging probe �ICT 7-4, Sonosite�, was driven by 100 W driving unit with
500 W amplifier. A water pillow connected to a circulation pump with
degassed water provided transducer coupling and cooling. Input electrical
power was 400 W, corresponding to focal intensity of 51 300 W/cm2 �in
water�. HIFU was applied transcutaneously in porcine thigh muscle in

vivo, and intraoperatively in liver hilum, for 30–60 s. After 30 s of treat-
ment, muscle lesions had diameter of 2.1�0.4 cm and length of 2.0
�0.4 cm. After 60 s of treatment, muscle lesions had diameter of 3.1
�0.9 cm and length of 3.1�1.0 cm. In few cases of severe skin burns, the
lesions were formed immediately under the skin and were shallow
(�1 cm). Liver lesions had diameter of 2.1�0.3 cm and length of 2.3
�0.6 cm. In comparison, after the 30 s treatment with our standard HIFU
device �focal intensity of 27 000 W/cm2, in water� the muscle lesions had
diameter of 1.3�0.6 cm and length of 1.1�0.6 cm. High power HIFU
device can quickly coagulate large tissue volumes.
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9:00

5aBBa5. Image-guided high intensity focused ultrasound annular
array for hemostasis and tumor treatment. Vesna Zderic, Robert
Held, Thuc Nguyen, and Shahram Vaezy �Appl. Phys. Lab. and
Bioengineering, Univ. of Washington, 1013 NE 40th St., Seattle, WA
98105, vesna@u.washington.edu�

To develop and characterize an ultrasound-guided high intensity fo-
cused ultrasound �HIFU� array, an 11-element annular phased array �aper-
ture of 3.5�6.0 cm, focal depth of 3.0–6.0 cm, frequency of 3 MHz� was
coupled to an imaging probe �C9-5, Philips�. LabView software was de-
veloped to control driving electronics and image guidance. Radiation force
balance measurements, Schlieren imaging, and hydrophone field mapping
were performed. Lesions were produced in gel phantoms, and ex vivo
porcine liver and human cancerous uterus. The lesions were formed be-
ginning at a focal depth of 6.0 cm and moving by 0.5 cm increments to 3.0
cm, and vice versa, with the overall treatment time of 2 min. The trans-
ducer had efficiency of 38%, with intensities of up to 6200 W/cm2 at the
natural focus of 5 cm, in water. The 6 dB focal area varied from 0.4 mm2

�at 3 cm� to 1.5 mm2 �at 6 cm�. The 3 to 6 cm tissue lesions were 2.7
�0.5 cm in length, compared to 4.1�0.3 cm for the 6 to 3 cm lesions.
The average lesion width was 1 cm. Image-guided HIFU array may enable
treatment of large tumor volumes and hemorrhage control at different
depths inside the body.

9:15

5aBBa6. Image guided acoustic hemostasis. Sean Burgess �Dept. of
Bioengineering, Univ. of Washington, Box 355640, 1013 NE 40th St.,
Seattle, WA 98105, sburgess@u.washington.edu�, Vesna Zderic �Univ. of
Washington�, and Shahram Vaezy �Univ. of Washington�

Previous studies have shown that high intensity focused ultrasound
�HIFU� can successfully control visible bleeding from solid organ injuries.
This study investigates the ability of ultrasound image-guided HIFU to
arrest occult hemorrhaging in the posterior liver parenchyma using a pig
model. The image-guided HIFU device consisted of an intraoperative im-
aging probe and a spherically-curved HIFU transducer with focal length of
3.5 cm, frequency of 3.23 MHz, and focal acoustic intensity of
2350 W/cm2. A total of 19 incisions �14 HIFU-treated and 5 control inci-
sions� were made in five pig livers. The incisions were 30 mm long and 7
mm deep with HIFU application occurring within 20 s of making an
incision. Hemostasis was achieved in all treated incisions after a mean �

SD of 65�15 s of HIFU application. The mean blood loss rate of the
control incisions initially and after seven minutes was 0.268 and 0.231
mL/s, respectively. Subsequent histological analysis showed coagulative
necrosis of liver tissue around the incision which appeared to be respon-
sible for hemostasis. Ultrasound image-guided HIFU offers a promising
method for achieving hemostasis in surgical settings in which the hemor-
rhage site is not accessible.

9:30

5aBBa7. Ultrasound-guided high frequency focused ultrasound
neurolysis of peripheral nerves to treat spasticity and pain. Jessica L.
Foley, Frank L. StarrIII, Carie Frantz, Shahram Vaezy �Ctr. for Industrial
and Medical Ultrasound, Univ. of Washington, 1013 NE 40th St., Seattle,
WA 98105, jlf2@u.washington.edu�, Jessica L. Foley, Shahram Vaezy
�Univ. of Washington, Seattle, WA 98195�, and James W. Little �Univ. of
Washington, Seattle, WA 98195�

Spasticity, a complication of central nervous system disorders, signi-
fied by uncontrollable muscle contractions, is difficult to treat effectively.
The use of ultrasound image-guided high-intensity focused ultrasound
�HIFU� to target and suppress the function of the sciatic nerve of rabbits in
vivo, as a possible treatment of spasticity and pain, will be presented. The
image-guided HIFU device included a 3.2-MHz spherically-curved trans-
ducer and an intraoperative imaging probe. A focal intensity of
1480�1850 W/cm2 was effective in achieving complete conduction block
in 100% of 22 nerves with HIFU treatment times of 36�14 s (mean
�SD). Gross examination showed blanching of the nerve at the treatment
site and lesion volumes of 2.8�1.4 cm3 encompassing the nerve. Histo-
logical examination indicated axonal demyelination and necrosis of
Schwann cells as probable mechanisms of nerve block. Long-term studies
showed that HIFU intensity of 1930 W/cm2, applied to 12 nerves for an
average time of 10.5�4.9 s, enabled nerve blocks that remained for at
least 7–14 days after HIFU treatment. Histological examination showed
degeneration of axons distal to the HIFU treatment site. With accurate
localization and targeting of peripheral nerves using ultrasound imaging,
HIFU could become a promising tool for the suppression of spasticity and
pain.

9:45

5aBBa8. Percutaneous high intensity focused ultrasound on pigs.
Herman du Plessis �Surgery, 1 Military Hospital, Thaba Tshwane 0143,
South Africa� and Shahram Vaezy �Univ. of Washington, Seattle, WA
98195�

Two types of HIFU Handpieces were tested on pigs under general
anesthesia. The direct applicator �focal distance 4 cm� was adequate to
control bleeding from a liver injury, although direct pressure was effective
in a shorter time. The percutaneous application did not work at all, as the
fixed focal distance �6 cm� was too deep for the size pigs available, and
the diagnostic modality was difficult to integrate with the therapeutic win-
dow. We were able to create necrotic lesions in the liver substance, but not
in the areas where the injury was situated. More development is needed to
build a better, user-friendly application device before HIFU can be used in
the clinical situation for control of hemorrhage.
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FRIDAY MORNING, 20 MAY 2005 PLAZA A, 8:00 TO 11:55 A.M.

Session 5aBBb

Biomedical UltrasoundÕBioresponse to Vibration and Physical Acoustics: Audible-Frequency Medical
Diagnostic Methods, Including Multimode Techniques I

Thomas J. Royston, Cochair
Dept. of Mechanical Engineering, Univ. of Illinois at Chicago, 842 W. Taylor St., Chicago, IL 60607-7022

Hans Pasterkamp, Cochair
Pediatrics Dept., Univ. of Manitoba, 840 Sherbrooke St., Winnipeg, MB R3A 1R9, Canada

Chair’s Introduction—8:00

Invited Papers

8:05

5aBBb1. Audible-frequency medical diagnostic methods: Past, present and future. Armen Sarvazyan �Artann Labs.,
Lambertville, NJ 08530�

From time immemorial, the medical practitioners used audible-frequency diagnostic methods �percussion, pulse tone analysis,
lung, heart and abdominal sound listening� for diagnosing and treatment of ailments without much help from other tests. During the
last century, despite the fact that the stethoscope became the sign of the physician, auscultatory techniques are becoming outmoded
and are often considered of little clinical value in comparison with many other modern diagnostic technologies. But obviously, there
is rich information on the normal and diseased states of human organs in audible-frequency signals since characteristic times for many
physiologic processes and resonance frequencies of anatomical structures are in that frequency range. In recent years, numerous
emerging technologies started to bring new life into the ancient diagnostic approaches using low-frequency signals. Significant part of
these new technologies are based on ultrasonic methods such as remote detection of tissue oscillation using the Doppler technique and
especially on emerging ultrasonic technologies based on the use of acoustic radiation force. This talk presents an overview of current
trends in the development of methods realizing the tremendous untapped medical diagnostic potential of sonic range acoustics.

8:30

5aBBb2. In vivo breast vibro-acoustography. Mostafa Fatemi, Azra Alizad, Dana H. Whaley, and James F. Greenleaf �Mayo
Clinic College of Medicine, 200 First Ave. SW, Rochester, MN 55905�

Vibro-acoustography is based on audio-frequency harmonic vibrations induced in the object by the radiation force of focused
ultrasound. The resulting object vibration produces a hydrophone detectable acoustic emission that is a function of regional dynamic
properties of the object at the vibration frequency. The amplitude of the hydrophone signal is mapped into an image that represents the
object’s vibro-acoustic response to the radiation force by scanning the focused ultrasound across the object. Contrast in Vibro-
acoustography images represent several properties of the object, including the dynamic characteristics at the audio frequency and
scattering and absorption properties at the ultrasound frequency. A Vibro-acoustography system has been combined with a stereo-tactic
x-ray mammography system for in vivo breast imaging and has been tested on a number of volunteers. Resulting images show soft
tissue structures and microcalcifications within breast with high contrast, high resolution, and no speckles. The results have been
verified using x-ray mammograms of the breast. The encouraging results from in vitro and in vivo experiments suggest further
development of vibro-acoustography may lead to a new clinical breast imaging modality. �Work supported in part by a grant from the
Susan G. Komen Breast Cancer Foundation. Vibro-acoustography is patented by MF and JFG.�

8:55

5aBBb3. Supersonic shear imaging. Mathias Fink, Mickael Tanter, and Jeremy Bercoff �Laboratoire Ondes et Acoustique, ESPCI,
10 rue Vauquelin, 75005, Paris, France�

There is a great interest for developing in vivo quantitative imaging of the shear tissue properties. This can be achieved by using
an ultrafast ultrasonic imaging device able to follow in real time the propagation of low frequency transient shear wave in the body.
We have developed such an ultrafast scanner that can give up to 5.000 images/s. From the spatio-temporal evolution of the elastic field
a local inversion algorithm allows to recover the shear modulus and viscosity map without the limitations induced by diffraction.
Transient shear sources are induced by ultrasonic radiation pressure generated by the ultrasonic probe array. The most interesting
configuration that induces high amplitude shear waves used a sonic shear source that moves at supersonic velocities. In vitro and in
vivo results will be presented that demonstrate the great interest of supersonic shear imaging.
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9:20

5aBBb4. Shear wave interferometry, an application of sonoelastography. Clark Z. Wu and Kevin J. Parker �Hopeman 204 ECE
Dept., Univ. of Rochester, Rochester, NY 14623, wuzhe@ece.rochester.edu�

Sonoelastography is an ultrasound imaging technique where low-amplitude, low-frequency �LF� vibration is detected and dis-
played via real-time Doppler techniques. When multiple coherent shear wave sources exist, shear wave interference patterns appear.
Two shear wave sources at the same frequency create hyperbolic shaped interference patterns in homogeneous, isotropic elastic media.
Shear wave speed can be estimated from the fringe separation and the source frequency. If the two sources are driven at slightly
different sinusoidal frequencies, the interference patterns no longer remain stationary. It is proven that the apparent velocity of the
fringes is approximately proportional to the local shear wave velocity. With this approach, local shear wave speed in elastic media can
be estimated. In addition, with a single shear wave source at frequency f and the ultrasound probe externally vibrated at frequency
f �� f , a novel type of moving interference between the shear waves and the frame of reference motion is created. The moving
interference fringes represent the shape of shear wave wavefronts while traveling at a much slower speed. This approach provides a
real-time visualization of shear wave propagation and local wave speed estimation from which local stiffness is inferred. �Work
supported by NIH.�

9:45

5aBBb5. Magnetic resonance elastography. Richard Ehman and Armando Manduca �Depts. of Radiol. and Bioengineering, Mayo
Clinic, Rochester, MN 55905�

The goal of our research is to develop MRI-based methods for assessing the mechanical properties of tissues in vivo. We have
focused on a novel MRI technique for visualizing propagating acoustic shear waves �Science 269, 1854–1857 �1995��. Suitable
dynamic shear stress for Magnetic Resonance Elastography �MRE� can be generated by surface drivers, inertial effects, acoustic
radiation pressure, or endogenous physiologic mechanisms. The MRE acquisition sequence is capable of visualizing cyclic tissue
motion of less than 1 micron in displacement amplitude, with imaging times ranging from 100 ms to several minutes. Inversion
algorithms based on continuum mechanics are used to process the acquired data to generate maps of mechanical properties such as
depict stiffness, viscosity, attenuation, and anisotropic behavior. We have applied MRE to assess specimens of a variety of tissues,
ranging in stiffness from lung to cartilage. Human studies have demonstrated that it is feasible to apply MRE to quantitatively image
the mechanical properties of skeletal muscles, gray and white matter in the brain, thyroid, kidney, liver, and skin. Our preliminary
clinical studies have to date applied MRE to observe changes in tissue mechanical properties in patients with breast, brain, and thyroid
tumors, liver fibrosis, and diffuse diseases of skeletal muscle.

10:10–10:25 Break

Contributed Papers

10:25

5aBBb6. Microscopic dynamic magnetic resonance elastography.
Shadi F. Othman, Thomas J. Royston, and Richard L. Magin �Univ. of
Illinois at Chicago, 842 W. Taylor St. MC 251, Chicago, IL 60607�

Microscopic magnetic resonance elastography �uMRE� is a high reso-
lution imaging technique for measuring the viscoelastic properties of small
synthetic and biological samples. Mechanical shear waves, typically with
amplitudes of less than 100 �m and frequencies of 500–600 Hz, are in-
duced using a piezoelectric oscillator directly coupled to the region of
interest. By using multiple phase offsets and motion encoding gradients
we acquire data that allows the generation of images that depict shear
wave motion and the calculation of local values of the tissue viscoelastic
properties. Recent MRE investigations are increasingly being conducted at
higher spatial resolution to establish histological correlations between
elasticity maps and tissue structures; such microscopic MRE studies re-
quire stronger static fields, stronger magnetic field gradients, higher per-
formance RF coils, and more compact, higher frequency mechanical ac-
tuators. Microscopic MRE experiments were conducted at 11.74 T in a 54
mm diameter vertical bore magnet with a 10 mm diameter�25 mm length
cylindrical space available for imaging. The field-of-view ranged from 4 to
14 mm. The study was conducted on agarose gel phantoms of different
concentrations ranging from 025%–1% w. Different biological samples,
including frog oocytes and tissue engineered constructs, were also tested.

10:40

5aBBb7. Coupled vibration and sound radiation from a fluid-filled
and submerged or embedded vascular tube with internal turbulent
flow due to a constriction. Yigit Yazicioglu, Thomas J. Royston, Todd
Spohnholtz, Bryn Martin �Univ. of Illinois at Chicago, 842 W. Taylor St.
MC 251, Chicago, IL 60607�, Francis Loth �Univ. of Illinois at Chicago,
Chicago, IL 60607�, and Hisham Bassiouny �Univ. of Chicago, Chicago,
IL 60637�

The vibration of a thin-walled cylindrical, compliant viscoelastic tube
with internal flow and an axisymmetric constriction that results in turbu-
lent fluid flow is studied theoretically and experimentally. Vibration of the
tube is considered with internal fluid-coupling only and with coupling to
internal flowing fluid and external stagnant fluid or external tissue-like
viscoelastic material. The theoretical analysis includes the adaptation of a
model for turbulence in the internal fluid and its vibratory excitation of
and interaction with the tube wall and surrounding viscoelastic medium.
Theoretical predictions are compared with experimental measurements
conducted on a flow model system using laser Doppler vibrometry to
measure tube vibration and the vibration of the surrounding viscoelastic
medium, as well as miniature hydrophones to measure fluid pressure in the
tube. Discrepancies between theory and experiment and the coupled nature
of the fluid-structure interaction are highlighted. This study is relevant to
and may provide further incite into vascular patency and mechanisms of 5a
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failure, as well as diagnostics via noninvasive acoustic measurements.
�Work supported by NIH EB002511 and HL55296, and Whitaker Foun-
dation BME RG 01-0198.�

10:55

5aBBb8. A multimode sonic and ultrasonic diagnostic imaging system
with application to peripheral vascular characterization. Todd
Spohnholtz, Thomas J. Royston, Yigit Yazicioglu, Bryn Martin �Univ. of
Illinois at Chicago, 842 W. Taylor St. MC 251, Chicago, IL 60607�,
Francis Loth �Univ. of Illinois at Chicago, Chicago, IL 60607�, and
Hisham Bassiouny �Univ. of Chicago, Chicago, IL 60637�

Ultrasound �US� medical imaging technology is enhanced by integrat-
ing a simultaneous noninvasive audible frequency measurement of bio-
logical sounds that could be indicative of pathology. Measurement of
naturally-occurring biological acoustic phenomena can augment conven-
tional imaging technology by providing unique information about material
structure and system function. Sonic phenomena of diagnostic value are
associated with a wide range of biological functions, such as breath
sounds, bowel sounds, and vascular bruits. The initial focus of this multi-
mode technology was to provide an improved diagnostic tool for common
peripheral vascular complications that result in transitional or turbulent
blood flow, such as associated with arteriovenous �AV� grafts and stenoses
in common carotid and other arteries due to plaque buildup. We review:
�1� the development the multimode system by combining a commercial
US system with a novel sonic sensor array and associated instrumentation,
and �2� the evaluation of its capability via controlled phantom models of
basic subsurface sound sources/structures, as well as simulations of con-
stricted peripheral blood vessels. �Work supported by NIH EB002511 and
HL55296, and Whitaker Foundation BME RG 01-0198.�

11:10

5aBBb9. Characterization of a vibro-acoustography system designed
to detect kidney stones during lithotripsy. Neil R. Owen, Michael R.
Bailey, and Lawrence A. Crum �Appl. Phys. Lab., University of
Washington, 1013 NE 40th St., Seattle, WA 98105�

Acoustic properties of a vibro-acoustography system designed to de-
tect kidney stones were measured. Our system was formed with two
spherical transducers �10 cm diameter, 20 cm curvature� in degassed water
that were confocal and separated by an angle of 30 degrees. They were
driven at 1.1 MHz and 1.125 MHz to generate a difference frequency of
25 kHz. The acoustic field was characterized by scattering from a known
target, the curved surface of a steel cylinder with 6.4 mm diameter. Wave-
forms of both the low and high frequency scattered signals were measured
for different target locations, different hydrophone locations encircling the
target, and different acoustic pressures. Focal dimensions of the �6 db
pressure profile measured at 25 kHz and the fundamental were both 3
�10 mm, in an elliptical shape, which is highly localized. Scatter ampli-
tude was rather insensitive to hydrophone position when the target was in
the focus, quite sensitive to hydrophone position when the target was out
of the focus, and increased linearly with the sum of the sources. It is hoped

that this characterization will help improve the understanding of the
mechanisms of the targeting technique. �Work supported by NIH grants
DK43881 and DK55674, and NSBRI grant SMS00203.�

11:25

5aBBb10. 3D steady-state ultrasound-elastography. Ralph Sinkus,
Jeremy Bercoff, Mickael Tanter, and Mathias Fink �Laboratoire Ondes et
Acoustique, 10 rue Vauquelin, 75005 Paris, France�

One of the current main limitations of Elastography is the lack of
access to the full displacement field within a volume. Standard ultrasound
techniques provide good motion estimation only along the ultrasound
beam. These data are subsequently used for the reconstruction of elastic
parameters assuming that the missing displacement components are neg-
ligible. Although feasible under certain circumstances, these assumptions
typically do not hold for in-vivo applications. Thus, there is need for a
technique to assess the entire displacement field in 3D. Recently, the 1D
motion estimation has been extended to the measurement of the 2D dis-
placement field �Tanter et al., IEEE Trans. Ultrason. Ferroelectr. Freq.
Control 49, 1363–1374 �2002��. This method is utilized for the assessment
of the 3D displacement field by rotating and translating the US-transducer
around the object of interest. Low-frequency mechanical vibrations �ap-
prox. 80 Hz� are coupled into the object from underneath �i.e., from the
direction perpendicular to the plane of rotation�. The measured displace-
ment field is used to reconstruct within a volume shear elasticity and shear
viscosity by local inversion of the wave equation. Contributions from the
compressional wave are removed via application of the curl-operator. In-
vitro results for phantoms and excised specimen are presented.

11:40

5aBBb11. Feasibility of shear-mode transcranial ultrasound imaging.
Greg T. Clement, P. Jason White, and Kullervo Hynynen �Dept. of
Radiol., Harvard Med. School, Brigham and Women’s Hospital, Boston,
MA 02115, gclement@hms.harvard.edu�

Despite ultrasound’s potential to provide a low cost method for imag-
ing blood flow and diagnosing certain brain disorders, distortion and low
signal to noise ratios caused by the skull have severely limited the use of
existing clinical devices, such as trancranial Doppler sonography. Pres-
ently we investigate the potential to propagate ultrasound through the skull
with reduced distortion and higher signal amplitudes by using high inci-
dent angles. In such cases the ultrasound angle of entry is set beyond
Snell’s critical angle for the longitudinal pressure wave, so that propaga-
tion in the bone is purely due to a shear wave. This wave then converts
back to a longitudinal acoustic wave in the brain. This conversion from a
longitudinal wave �skin� to a shear wave �skull� and again to a longitudinal
wave �brain� does not necessarily produce a highly distorted or small-
amplitude wave. Basic images and measurements of shear speed-of-sound
and attenuation values for ex vivo human skull bone will be presented for
frequencies between 0.25 MHz and 2 MHz. Similar measurements with
porcine samples will also be shown, indicating the large discrepancy be-
tween shear characteristics of the two species; the porcine samples show-
ing no detectable shear mode.
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Session 5aMU

Musical Acoustics: String Instrument Design and Construction

Thomas D. Rossing, Cochair
Physics Dept., Northern Illinois Univ., De Kalb, IL 60115

Christopher E. Waltham, Cochair
Dept. of Physics and Astronomy, Univ. of British Columbia, 6224 Agricultural Rd., Vancouver, BC V6T 1Z1, Canada

Invited Papers

8:15

5aMU1. Acoustical considerations in the design—and re-design—of the violin. Joseph Curtin �Joseph Curtin Studios, 3493 W.
Delhi, Ann Arbor, MI 48103, violins@josephcurtinstudios.com�

The violin is a highly evolved instrument which has long resisted significant changes to its design and construction. Still,
acoustical research over the past several decades has shed sufficient light on the workings of the violin that makers can now consider
non-traditional approaches to their craft in order to optimize the sound, playability, and consistency of their instruments. The work of
researchers such as Duennwald, Haines, Hutchins, and Weinreich will be considered in terms of its usefulness as a guide to building
better violins.

8:40

5aMU2. The violin octet and bowed string instrument design. George Bissinger �Phys. Dept., East Carolina Univ., Greenville,
NC 27858�

Modal analyses were combined with room-averaged acoustic measurements of a complete octet to assess Schellengs fundamental
scaling design assumptions: similarity of shape and flat plate scaling. The scaling employed only the two lowest strongly radiating
violin resonances, the main air A0 and main wood comprised of the first corpus bending modes B1� and B1�. A0 fell below the
desired pitch placement (1.5� lowest string pitch�, while the B1 complex generally straddled the desired placement at 2.25� .
Difficulties in properly scaling A0 derived partly from an unreliable theory that failed to incorporate A0 coupling to A1 �first
length-wise cavity mode�, and partly from inability to incorporate cavity wall compliance. Wall compliance dropped A1 into main
wood region even though larger instruments were designed successively shorter; the A1/A0 frequency ratio rose from �1.5 to �2.0
�smallest to largest�. Modern models sensitive to cavity shape predict A0 and A1 within �10% over the octet, ranging over �4.5:1
in length, �10:1 in f -hole area, �3:1 in top plate thickness, and �128:1 in volume. A0 radiates strongly over the octet, while
surprisingly A1 is the dominant radiator in the main wood region for the large bass even though A1 was never included in the scaling.

9:05

5aMU3. The acoustics of hammered dulcimers. David R. Peterson �Dept. of Mathematics, Univ. of Central Arkansas, Conway,
AR 72035, DavidP@uca.edu�

The hammered dulcimer, a stringed instrument played with two wooden hammers, probably originated in the Middle East, but it
has become part of the musical culture of many countries. In the U. S., the folk revivial in the 1970’s sparked renewed interest in the
hammered dulcimer as a concert instrument. Today, despite some consolidation in the retail market, there are still hundreds of
builders, mostly amateurs, who experiment with the basic design. The most important design parameters will be discussed from a
practical and acoustical point of view: soundboard size, shape, and composition, internal bracing, bridge shape, string arrangement and
composition, hardness of bridge caps, hammer weight and stiffness, instrument resonances due to the unique string splitting and
stiffness of the body, and soundboard modes.

9:30

5aMU4. Classical guitar construction: The acoustician’s tale. Bernard E. Richardson �School of Phys. and Astron., Cardiff Univ.,
5 The Parade, Cardiff CF24 3YB, UK, RichardsonBE@cardiff.ac.uk�

The vast majority of guitars produced today are built according to general principles laid down in the nineteenth century.
Nevertheless, the devil is in the detail, and innovative makers constantly reappraise the design and construction of instruments in their
endeavors to control quality or to seek ‘‘improvement.’’ The maker’s approach, necessarily, tends to be pragmatic, but it is one which
can be greatly informed by the application of relatively simple acoustical models. This paper will examine various important design
aspects—for example choice of materials, body size, strutting, soundboard thickness—introducing the basis for making informed
decisions.
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9:55

5aMU5. Normal modes of a single mandolin with different bracing patterns installed. David J. Cohen �Cohen Musical
Instruments, 9402 Belfort Rd., Richmond, VA 23229� and Thomas D. Rossing �Northern Illinois Univ., DeKalb, IL 60115�

The vibrational modes and sound spectra of a single archtop mandolin constructed with a removable back plate were studied with
different bracing patterns installed. The bracing patterns were �i� symmetric and �ii� asymmetric parallel ‘‘tone bars,’’ �iii� X-bracing,
and �iv� an asymmetric pattern previously used and studied �D. Cohen and T. D. Rossing, Can. Aeronautics Space, J. 4�2�, 48–54
�2000�, D. Cohen and T. D. Rossing, Acoust. Sci. Tech. 24, 1–6 �2003��. The results have been compared with those obtained
previously for vintage mandolins �D. Cohen and T. D. Rossing, ‘‘Normal modes of different types of pre-1929 mandolins,’’ presented
at the 147th meeting of the Acoustical Society of America, New York, NY �2004�� and for mandolins constructed more recently. As
was the case for the different types of vintage mandolins, changing the bracing pattern has little effect on the shapes of the normal
modes, but does affect the frequencies of the normal modes. The X- or crossed bracing pattern imparts more cross-grain stiffness than
the other bracing patterns, with the result that modes involving cross-grain bending occur at higher frequencies than is the case for the
other bracing patterns.

10:20–10:30 Break

10:30

5aMU6. Design aspects of the five string banjo. James Rae �Dept. Physio. and Biomed. Eng., Mayo Clinic College of Medicine,
200 First St. SW, Rochester, MN 55905, rae.james@mayo.edu� and Thomas Rossing �Northern Illinois Univ., DeKalb, IL 60115�

The five string banjo is a stringed instrument that uses a drum head �membrane� to radiate sound. The strings couple to the head
through a moveable bridge. Many have a removable resonator whose spacing from the main part of the banjo is adjustable to allow
tuning of the internal air cavity. Holographic interferometry demonstrates vibrational modes of the head that have a strong dependence
on head tension. Driving point accelerance measurements demonstrate that the ability of the bridge to be vibrated depends on the mass
and stiffness of the materials used in its construction. Peak accelerances usually occur between 1800–2000 Hz. Power spectra
measurements of the sound show that 99% of the sound is in a frequency range of 147–5200 Hz. Two substantial formants are seen
in the power spectra. The first and largest occurs in about the 400–1800 Hz range, the same frequency range where the most
substantial head modes are found. The second is from 2000–4000 Hz, a range where the series combination of bridge and head show
increasing accelerances by driving point measurements. Measurements of the transient response following a pluck quantify the
frequency content of the rising and falling phase.

10:55

5aMU7. Tuning the lower resonances of carved Baltic psalteries by adjusting the areas of the sound holes. Andres Peekna
�Innovative Mech., Inc., 5908 N River Bay Rd., Waterford, WI 53185� and Thomas D. Rossing �Northern Illinois Univ., De Kalb, IL
60115�

Previous work has shown that with carved Baltic psalteries it is highly desirable to have a body-resonance with high radiating
efficiency between the keynote and the tone above. In many cases, it is also desirable to have a body-resonance close to the low
dominant. The frequencies of the two lowest body-resonances can be adjusted, to some extent, by adjusting the areas of the sound
holes. We describe two trials. In one case, the instrument started out with no sound holes, and their areas were increased step by step,
mostly according to listening trials, but the results were also verified by electronic TV holography. In the second case, the instrument
started with excessive sound hole area. In this case, the listening tests first determined the extent of sound holes to be covered by
sufficiently stiff material. The findings were subsequently confirmed by electronic TV holography. In both cases, a point was reached
below which �smaller areas� the sound quality became less bright and more dull, and above which the sound quality was perceived as
good. In each case, an optimum was reached.

11:20

5aMU8. Harp design and construction. Chris Waltham �Dept. of Phys. & Astron., Univ. of British Columbia, Vancouver, BC,
Canada V6T 1Z1, waltham@physics.ubc.ca�

The harp is an instrument with a set of plucked strings connected directly to the sound board. Thus the requirement that the sound
board be very light for efficient radiation is pitted against the requirement that the strings be tight enough to maintain harmonicity.
These factors have determined the evolution of the harp since Sumerian times. As materials and construction methods have improved,
strings have become tighter and sound boards lighter. Large harps have total tensions in the range of ten kilonewtons. The material of
choice for the sound board, usually spruce, is pushed to the limits of its strength, and even professionally built concert harps tend not
to last more than a few decades. The strings themselves are made from a variety of materials, wrapped or plain, to balance the physical
requirements of tension and feel, with the acoustical demands of harmonicity and tone. Historical materials such as copper and silk
have given way to steel and nylon, although gut still has a niche in the mid-range of a concert harp. These physics and engineering
issues will be considered in the context of practical harp construction.
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Contributed Paper

11:45

5aMU9. The motion of harp strings. Gary Chan and Chris Waltham
�Dept. of Phys. & Astron., Univ. of British Columbia, Vancouver, BC,
Canada V6T 1Z1�

The harp is an instrument with a set of plucked strings that excite the
sound board directly, without the medium of a bridge. The strings are

positioned at an acute angle to the plane of the sound board. The quality of
the sound produced depends on the motion of the string and its interaction
with the resonances of the sound board. The string and sound board mo-
tions of small and large harps have been studied using small, fast position
sensors. The results are compared to those of a simple non-linear model
based on the measured elastic properties of the string materials, and those
of the sound board. The implications for the sound production are dis-
cussed.

FRIDAY MORNING, 20 MAY 2005 REGENCY F, 8:30 TO 11:55 A.M.

Session 5aNS

Noise and Psychological and Physiological Acoustics: Workshop on Methods for Community Noise
and Annoyance Evaluation I

Brigitte Schulte-Fortkamp, Cochair
Technical Univ. Berlin, Inst. of Technical Acoustics, Secr TA 7, Einsteinufer 25, Berlin 10587 Germany

Bennett M. Brooks, Cochair
Brooks Acoustics Corp., 27 Hartford Turnpike, Vernon, CT 06066

Chair’s Introduction—8:30

Invited Papers

8:35

5aNS1. Assessing multi-source noise environments with an ‘‘equally annoying’’ exposure summation model. Paul Schomer
�Schomer and Assoc., Inc., 2117 Robert Dr., Champaign, IL 61821�

Miedema �J. Acoust. Soc. Am. 116, 949–957 �2004�� posits an ‘‘equally annoying’’ energy summation model for assessing
annoyance in areas exposed to multiple differing noise sources. His ‘‘proof’’ is a theorem. Since his model fits the requirements of the
theorem, he states that this ‘‘proves’’ that his model is correct. While it may be true that meeting the conditions of the theorem is a
necessary condition, it is not a sufficient condition. From a psycho-acoustical standpoint, the Meidema model is very complex and not
really believable. Moreover, it fails to address differences between types of aircraft, types of operation, types of motor vehicle, etc. An
‘‘equally annoying’’ exposure summation model, presented here, is psycho-acoustically much simpler and better satisfies the same
theorem conditions because it better satisfies the independence requirement.

8:55

5aNS2. Neural network analysis of soundscape in urban open spaces. Lei Yu and Jian Kang �School of Architecture, Univ. of
Sheffield, Western Bank, Sheffield S10 2TN, UK, j.kang@sheffield.ac.uk�

The physical and social environments of open spaces in a city influence people’s behavior as well as their perception of the city.
Soundscape is an important component of an open urban space, and key aspects for producing a good soundscape include its
description, evaluation, and design. In this research, an artificial intelligent system is being developed for the analysis of soundscape
evaluation in urban open spaces. The system considers acoustic factors including the level, type and spectrum of sound sources and
the reflection effects of an urban space; users social and demographic factors; and other physical and environmental factors including
urban morphology, microclimate conditions, and thermal and visual comfort. Since 2001 a large scale social survey has been carried
out in England, Switzerland, Italy, Greece, Germany and China. Correspondingly, a database suitable for artificial neural networks
�ANN� modeling has been established. Simulating biological brains, ANN are simplified models of the central nervous system, which
have the ability to respond to input stimuli and to learn to adapt to the environment. The software Qnet is being used, and initial results
suggest that there is a good convergence of using ANN to predict peoples perception of soundscape in urban open spaces.

9:15

5aNS3. Soundscape assessment. Osten Axelsson, Birgitta Berglund, and Mats E. Nilsson �Inst. Environ. Medicine, Karolinska Inst.
and Dept. Psych., Stockholm Univ., SE-10691, Stockholm, Sweden�

In order to improve the quality of the soundscape it is necessary to know its descriptive and evaluative properties, and the
relationships between these properties. This was explored in a listening experiment with 100 participants �48 women, 52 men; mean
age 25.6 years�. Each participant scaled 5 out of 50 soundscapes with regard to 116 single verbal attributes, using a visual analogue
scale of agreeableness. In addition, acoustical properties of the soundscapes were assessed. A principal component analysis identified
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two major evaluative components, labeled Hedonic Tone and Eventfulness. Furthermore, it was found the mere presence of common
sound sources, regardless of sound level, correlated significantly with these evaluative components. Technological sounds �e.g., traffic
noise� were negatively associated with both Hedonic Tone and Eventfulness, while a positive association was found between Hedonic
Tone and sounds of nature �e.g., bird song�, and a positive association was found between Eventfulness and human sounds �e.g.,
human voices�. These relationships lead to the hypothesis that introduction of nature and human sounds, in combination with the
reduction of technological sounds may improve the quality of soundscapes considerably.

9:35

5aNS4. Assessment of outdoor soundscapes in quiet areas. Mats E. Nilsson and Birgitta Berglund �Inst. of Environ. Medicine,
Karolinska Inst. and Dept. of Psych., Stockholm Univ., SE-106 91, Stockholm, Sweden�

Existing quiet outdoor areas should be preserved. Appropriate indicators and limit values are needed, which are grounded in
knowledge on positive aspects of soundscapes, such as perceived pleasantness and psychological restoration. For this reason, a
questionnaire study was conducted in four green areas close to a major city and in four city parks. Measured equivalent sound levels
�LAeq, 15 min� ranged between 42 and 50 dBA in the green areas, and between 49 and 60 dBA in the city parks. Sounds from nature,
such as bird song, completely dominated the soundscape in the green areas. The city-park soundscapes were more complex, containing
sounds from nature, as well as technological sounds �e.g., traffic noise�, and human sounds �e.g., human voices�. In general, sounds
from nature were perceived as pleasant, technical sounds as annoying, and human sounds as neutral. Between 84 and 100% of the
visitors in the green areas assessed the soundscapes as good or very good. The corresponding percentages for the city parks were
distinctly lower, between 52 and 65%. The results indicate that the equivalent sound level should be below 50 dBA in order to secure
pleasant and restorative outdoor soundscapes in urban areas.

9:55–10:15 Break

10:15

5aNS5. Techniques of analysis and their applicability in the context of community noise. Andre Fiebig and Brigitte
Schulte-Fortkamp �ITA-Tech. Univ. Berlin, Einsteinufer 25, D-10587 Berlin, Germany�

There is common consent to the necessity using and combining subjective and objective data for a sufficient understanding of
human perception and evaluation of noise. Moreover, a wide discussion about methodology and techniques of analysis with respect to
new methods in the context of soundscape research, community noise, and annoyance evaluation is urgently needed. The presentation
at hand shows a methodological discussion of qualitative data and its systematic analysis based on explorative approaches applied in
two different surveys. For example, by means of the analysis a transfer from verbal evaluations based on habitual language to
acoustical descriptors is possible. Furthermore, the principals and steps of the analysis of qualitative data in the context of community
noise are presented. Insofar, with regard to an effective and unitized handling, options and possibilities of methods in connection with
specific techniques of analysis will be discussed.

10:35

5aNS6. Correlation of airport noise complaint terminology with available noise metrics. Nancy S. Timmerman �Consultant in
Acoust. and Noise Control, 25 Upton St., Boston, MA 02118-1609�

In the discussion of airport noise, there is a disconnect between the language used by complainants and the acoustical terminology
available to the technical community. It will be shown in what ways the complaint terminology can be described with the available
noise metrics and in what ways it cannot. The complaint terminology analyzed comes from the author’s personal �previous� experi-
ence as noise control officer at Logan International Airport. Examples of some of these are �aircraft noise is�: too loud, too late, too
early, unending, continuous, at the wrong time, so loud it sets off car alarms, so loud I cannot hear the TV/telephone/radio, so loud it
woke me up, and annoying. Terms which are not related to noise are mentioned, but not correlated. The acoustical terminology comes
from the international literature and includes the standard noise metrics as well as some more recently proposed. The airport noise
metrics discussed include measures of single events �maximum level, SEL, duration, signal-to-noise� and measures of noise exposure
�DNL, CNEL, Leq�. It is shown that while cumulative noise metrics are useful for planning and comparison, they correlate with
complaint terminology less well than single event measures.

10:55

5aNS7. Explorative interviews as a tool for sound evaluation. Stephan Paul �Lab. of Vib. and Acoust., Dept. of Mech. Eng.,
UFSC, CxP 476 Florianopolis, 88.040-900 SC, Brazil�

Sound and noise evaluation needs to combine physical-measurements of sound with research on the interaction of the sound and
the human being. For this kind of research qualitative techniques and especially explorative interviews, with the addressed people are
appropriate as they consider the human being acting within this environment. The evaluation process refers to the basic concepts of
qualitative research. Different forms of interviews, how to prepare and conduct an interview and not to forget about the discipline
under investigation have to be considered. This clearly shows the requirement of transdisciplinarity including knowledge from
disciplines like engineering sciences, social sciences and psychology. To obtain the required information on the subject under
investigation within an interview the verbal ability of the addressed people has to be considered. The possibilities of transdisciplinary
work, check of verbal abilities as well as approaches for basic standardization in interviews and the need for cultural adaptation will
be discussed.
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11:15

5aNS8. Digital identification of intrusive noise: Pilot study to digitally characterize soundscapes and intrusion. Tim Lavallee
�LPES, Inc., 14053 Lawnes Creek Rd., Smithfield, VA 23430�, Robert Kull �Parsons, Norfolk, VA 23502�, and Brigitte
Schulte-Fortkamp �ITA/TU-Berlin, Einsteinufer 25, D-10587 Berlin, Germany�

One of the difficulties with soundscape investigation and the definition of intrusion is the need for an individual to manually
identify and log specific acoustical events. Event logging can be labor intensive, costly, and difficult to standardize. If information
about physical setting and in situ acoustical signatures can be used to define a given soundscape, event logging could possibly be
performed digitally and intrusion could be defined based on the spectral fingerprint of a given soundscape. Two soundscapes with
different settings and acoustical signatures were identified. Sound time histories and periodic third octave spectra were measured over
a given period. An individual manually logged acoustical events. Independently, algorithms to identify both normal and acoustically
intrusive events for the given soundscape were applied to the data. The digitally identified events were compared to the manually
taken event log. An evaluation of the results will be presented.

11:35

5aNS9. Evaluation of sound environment characteristics: Comparative study between objective and subjective criteria.
Francoise Chartier and Catherine Semidor �GRECO, EAPBx, Domaine de Raba F-33400 Talence, France,
catherine.semidor@bordeaux.archi.fr�

The evaluation of urban sound environment quality depends on quantitative information as well as the opinion of city dwellers. In
order to underline the relation between objective and subjective points of view, a comparative study was carried out. The subjective
survey consisted in listening to several binaural sound recordings of very short extracts from the urban scene, called ‘‘sonoscene.’’
During these sessions, the listeners’ opinions were noted. The binaural sound recordings are performed in accordance with the
‘‘soundwalk’’ method explained in previous papers �C. Semidor, ASA 2004, ASA 2005�. The same binaural sound recordings were
analyzed in form of objective criteria such as Equivalent Sound Level, Loudness, Roughness, etc. This paper deals with the com-
parison between some of these objective criteria and subjective judgments such as Lack or Presence of traffic noise, Lack or Presence
of human activities, Spatial Dimension, Attractiveness or Annoyance, etc. These first results point out some significant correlations
between Loudness and Attractiveness for example, according to the nature of the sound sources �traffic, human activity�.

FRIDAY MORNING, 20 MAY 2005 REGENCY B, 8:00 TO 10:00 A.M.

Session 5aPAa

Physical Acoustics: Topics in Acoustic Mine Detection

Murray S. Korman, Chair
Physics Dept., U.S. Naval Academy, Annapolis, MD 21402

Contributed Papers

8:00

5aPAa1. Long-range excitation of vibrational response in landmines
with Rayleigh and Love waves. Thomas Muir �Natl. Ctr. for Physical
Acoust., Univ. Mississippi, One Coliseum Dr., University, MS 38677�

An experiment was conducted in a clay soil at a range of 25 m from
two types of electromagnetic shaker sources, operating in a cw pulse mode
centered at 100 Hz. The sources were in co-located arrays, one vertically
oriented to generate Rayleigh waves and another transversely oriented to
generate Love waves. Two cylindrical landmine targets were used: an
unloaded �empty� plastic shell, and a metal shell, loaded with paraffin to
simulate an explosive. These target types represent extreme variations in
what could conceivably be encountered. The targets were instrumented
with three-axis seismometers and accelerometers, and were also viewed
with a laser Doppler vibrometer �LDV�. Data were acquired on both mine
cases in various stages of deployment, including sitting upon the ground
surface, snugged in to a tight hole in the ground, and completely buried
some 5 cm beneath the surface. The responses of the mine cases to Ray-
leigh and Love wave excitation were measured and compared to data from
a reference seismometer deployed nearby, on natural, undisturbed soil.
The mine case responses to these seismic excitation fields, under a number
of conditions are presented and discussed. �Work supported by the U.S.
Marine Corps Systems Command.�

8:15

5aPAa2. Influence of buried objects on the dynamic nonlinearity of
inhomogeneous materials. Keith Attenborough, Qin Qin �Dept. of
Eng., Univ. of Hull, Hull HU6 7RX, UK�, Jonathan Jefferis, and Gary
Heald �DSTL, Fort Halstead, Kent, UK�

Donskoy et al. �J. Acoust. Soc. Am. 111, 2705–2714 �2002�� and Ko-
rman et al. �J. Acoust. Soc. Am. 116, 3354–3369 �2004�� have shown that
the nearby presence of compliant buried objects results in a significant
nonlinear response in the spectrum of surface vibration induced by acous-
tic excitation. The latter have suggested that there is a strong connection
with the inherent Nonlinear Mesoscopic Elasticity �NME� of inhomoge-
neous materials. Laboratory experiments are reported that investigate the
comparative NME of granular and fibrous materials and the variation ob-
served between several states of a single material �sand� subject to high
sound pressure levels in the frequency range 100 Hz to 2 kHz. Fiberglass
and gravel are shown to have strong inherent nonlinearity whereas wet
compacted sand has relatively little. In both two-tone and single tone
experiments, it is shown that, the presence of buried objects may enhance
or reduce the inherent NME of the embedding medium. In cases where the
NME is enhanced, compliant buried objects have a greater effect than
relatively stiff objects. �Work supported by DSTL, UK.�
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8:30

5aPAa3. Investigation of the applicability of microphones to nonlinear
acoustic mine detection. Douglas Fenneman and Brad Libbey �U.S.
Army RDECOM CERDEC Night Vision and Electron. Sensors
Directorate, 10221 Burbeck Rd., Fort Belvoir, VA 22060�

The feasibility of using microphones to measure intermodulation ef-
fects above a buried mine is under investigation at the U.S. Army RDE-
COM CERDEC Night Vision and Electronic Sensors Directorate. Acoustic
mine detection techniques employ acoustic energy to excite soil and bur-
ied mines. The resultant linear and nonlinear response at the surface can
then be measured using non-contacting vibrometers. Carrier signal scatter-
ing by rough surfaces, however, can limit the measurement accuracy of
these vibrometers and, subsequently, successful detection of the landmine.
A microphone is proposed as an alternative non-contact sensor specifically
for nonlinear acoustic mine detection applications. In this scenario, dis-
tinct frequency content facilitates separation of the intermodulation effects
at the surface from the acoustic excitation. Experimental results employing
intermodulation effects for acoustic mine detection have been reported in
the literature �Donskoy et al., J. Acoust. Soc. Am. 111, 2705–2714
�2002��. Preliminary experimental results demonstrate the ability of micro-
phones to sense pressure radiated from soil in the presence of realistic
ground velocities. The applicability of these measurements to practical
mine detection systems will also be addressed.

8:45

5aPAa4. Application of time-reversal focusing in elastic wave
propagation to buried object detection. Pelham D. Norville and
Waymond R. Scott, Jr. �School of Elec. and Comput. Eng., Georgia Inst.
of Technol., 777 Atlantic Dr., Altanta, GA 30332-0250�

Time-reversal focusing is a technique for focusing energy both spa-
tially and temporally to a single desired point. First studied in fluid media,
additional studies have demonstrated the applicability of time-reversal fo-
cusing to solid media and elastic wave propagation. A significant differ-
ence between time-reversal and other focusing methods is time-reversal
focusings immunity to the variation of wave speeds and the effects of
scattering objects within the medium. In the detection of buried objects,
this feature is paramount where wave speed variations and clutter are
common in the region to be searched. The effectiveness of time-reversal
focusing is investigated for a variety of configurations of scattering ob-
jects. Fields of uniform objects are examined as well as distributions of
randomly shaped clutter, and changes in the propagation medium. Both
experimental and three-dimensional numerical results are presented. In
previous studies, a phenomenon of super-resolution caused by high-order
scattering has been observed where focusing exceeds the diffraction limits
of the excitation array. The extent of super-resolution is evaluated for the
various configurations of scattering objects in an elastic medium. �Work
supported by ARO.�

9:00

5aPAa5. Nonlinear acoustic experiments involving landmine
detection: Connections with mesoscopic elasticity and slow dynamics
in geomaterials, Part II. Murray S. Korman �Phys. Dept., U.S. Naval
Acad., Annapolis, MD 21402� and James M. Sabatier �Univ. of
Mississippi, University, MS 38677�

In nonlinear acoustic detection, airborne sound at two primary tones,
f 1, f 2 �chosen several Hz apart from resonance� insonifies the soil surface
over a buried landmine, and due to soil wave interactions with the land-
mine, a scattered surface profile can be measured by an LDV. Profiles at
f 1, f 2, f 1�( f 2� f 1) and f 2�( f 2� f 1) exhibit a single peak while profiles
at 2 f 1�( f 2� f 1), f 1� f 2 and 2 f 2�( f 2� f 1) are attributed to higher order
mode shapes. The lowest resonant frequency for a VS 1.6 plastic, inert,
anti-tank landmine, buried at 3.6 cm deep is �125 Hz. The ‘‘on target’’ to
‘‘off target’’ contrast ratio, for some of the nonlinearly generated combi-
nation tones, is roughly 15–20 dB higher compared to either primary
component. Near resonance, the bending �softening� of a family of in-
creasing amplitude tuning curves, involving the surface vibration over the
landmine, exhibits a linear relationship between the peak particle velocity

and corresponding frequency. The tuning curves exhibit hysteresis effects.
Landmine-soil vibrations exhibit similar characteristics to nonlinear
mesoscopic/nanoscale effects that are observed in geomaterials like rocks
or granular materials. Nonlinear mechanisms of soil and the soil interact-
ing with the top-plate of the mine case are compared. �Work supported by
U.S. Army RDECOM CERDEC, NVESD.�

9:15

5aPAa6. Time-dependent finite-element model for optimizing source
array element position and excitation for a seismic sonar for buried
mine detection. Anthony N. Johnson �CPT, U.S. Army, and Dept. of
Mathematics, Naval Postgrad. School, Monterey, CA 93943�, Clyde L.
Scandrett �Naval Postgrad. School, Monterey, CA 93943�, and Steven R.
Baker �Naval Postgrad. School, Monterey, CA 93943�

A three-dimensional �3-D� continuum mechanics approach to the de-
velopment of a time-dependent finite-element model for optimizing the
position and excitation of source array elements for use in a seismic sonar
to detect buried landmines is presented. Mathematical formulation of the
problem consists of the coupling of a system of linear, second order,
partial differential equations and related boundary conditions into one
single wave equation, from which a composite elastic finite element is
derived. The hp-adaptive finite-element kernel, ProPHLEX �Altair Engi-
neering, Inc., McKinney, TX�, is used to perform the numerical computa-
tions. The radiation characteristics of a discrete number of transient seis-
mic sources are analyzed in a linear, isotropic, homogeneous half-space.
Results for radial and vertical radiation fields, and for radiated Rayleigh
wave strength will be presented for various source configurations. Particu-
lar attention will be paid to those configurations which maximize the ra-
diation of unidirectional Rayleigh waves, while suppressing the radiation
of unwanted body waves.

9:30

5aPAa7. Deduction of ground impedance using level difference
measurements. Shahram Taherzadeh �Faculty of Technol., The Open
Univ., Milton Keynes MK7 6AA, England� and Keith Attenborough
�Univ. of Hull, Hull HU6 7RX, England�

Previously, a numerical method for deducing ground-surface imped-
ance from measurements of complex excess attenuation spectra was re-
ported �J. Acoust. Soc. Am. 105, 2039–2042 �1999��. Subsequent appli-
cations have predicted unrealistic values at low frequencies. Here, we
report improved results using two-microphone, transfer-function measure-
ments and discuss its merits as opposed to measuring excess attenuation in
regards to a free field. Furthermore, effects of errors in measured param-
eters on the deduced impedance are discussed also.

9:45

5aPAa8. Comparison of two mapping methods for computing sound
propagation over irregular terrain. Xiao Di �Appl. Res. Lab., Penn
State Univ., University Park, PA 16804, xxd1@psu.edu� and Kenneth E.
Gilbert �Univ. of Mississippi, University, MS 38677�

This paper compares a piecewise linear mapping and a cascaded con-
formal mapping for computing sound propagation over irregular terrain
using the parabolic equation �PE� approximation. Although the piecewise
linear mapping does not preserve the form of the underlying Helmholtz
equation �i.e., it is not conformal�, it does preserve the form of the narrow-
angle PE. Further, it is shown that the correct impedance boundary con-
dition at the ground surface can be closely approximated with the piece-
wise linear mapping. Compared to the cascaded conformal mapping, the
piecewise mapping is extremely simple and easy to implement. It involves
only a phase multiplication at the end of each range step. To test the
accuracy of the piecewise linear mapping, it is compared with a cascaded
conformal mapping for propagation over a single hill at various frequen-
cies. Propagation predictions for more general terrain using the piecewise
linear mapping are presented and discussed. �Work supported by the Fed-
eral Aviation Administration.�
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10:30

5aPAb1. Clayton H. Allen’s discovery of nonlinear acoustic
saturation. David T. Blackstock �Appl. Res. Labs. and Dept. Mech.
Eng., Univ. of Texas, P.O. Box 8029, Austin, TX 78713-8029�

In 1950 Clayton H. Allen �1918–2004� discovered nonlinear acoustic
saturation. His Penn State doctoral thesis, ‘‘Finite Amplitude Distortion in
a Spherically Diverging Sound Wave in Air,’’ is about experiments on
intense sound produced by a 12.2-cm diameter baffled piston vibrating at
14.6 kHz. At r�3.8 cm �the next-to-last nearfield peak� the maximum
SPL produced was 161 dB �re 20 �Pa). The farfield began at about 50
cm. Measurements were made of the fundamental and 2nd–6th harmonics
out to r�200 cm. His received level versus source level curves at r
�200 cm show the now familiar plateau that is reached as nonlinear ef-
fects limit the achievable SPL for a given distance at a given frequency.
Clay’s discovery is quite remarkable because �1� it was totally unexpected
and �2� it came long before any theoretical predictions of the phenomenon
were developed. Alas, however, the work was never published except in
the Army Signal Corps report from Penn State, ‘‘Atmospheric Physics and
Sound Propagation, Final Report for Period July 1, 1945 to May 20,
1950,’’ and in two papers presented orally at the Penn State ASA Meeting
in June 1950. As a result, Clay’s remarkable work has gone unappreciated
for many years. This presentation is dedicated to his memory.

10:45

5aPAb2. Nonlinear enhancement and saturation phenomena in
focused ultrasound beams of various geometry. Vera A. Khokhlova,
Marina S. Basova �Dept. of Acoust., Faculty of Phys., Moscow State
Univ., Moscow, Russia�, Michael R. Bailey, and Lawrence A. Crum
�Univ. of Washington, Seattle, Washington�

The effects of nonlinear enhancement of focusing gain and saturation
are studied and compared for high-intensity focused ultrasound sources
with an initial Gaussian shading and uniform amplitude distribution.
Simulations are performed using the Khokhlov Zabolotskaya �KZ� nonlin-
ear parabolic equation for weakly dissipative medium in a wide range of
source linear focusing gains and source pressure amplitudes, including the
strongly nonlinear regime with shocks. An artificial absorption propor-
tional to the fourth power of frequency or an asymptotic frequency-
domain approach is employed in the algorithm in order to reduce the
number of harmonics for accurate modeling of strongly distorted wave-
forms with shocks. The effect of focusing gain and amplitude shading of
the source on nonlinear enhancement of acoustic energy concentration and
saturation levels at the focus is discussed. It is shown that nonlinear en-
hancement of focusing gain is different for different values of linear gain,
different spatial distributions of the source amplitude, and different param-
eters of acoustic field. The levels of nonlinear saturation at the focus are
obtained for very high source amplitudes. The results of simulations give
lower enhancement and higher saturation levels compared to the known
approximate analytic predictions. �Work supported in part by NIH Fogarty
and NSBRI.�

11:00

5aPAb3. Numerical simulation of nonlinear phenomena using a
dispersion-relation-preserving solution of the Navier-Stokes
equations. Mark S. Wochner and Anthony A. Atchley �Grad. Program
in Acoust., The Penn State Univ., 217 Appl. Sci. Bldg, University Park, PA
16802�

A modified Navier-Stokes equation set that includes classical absorp-
tion and molecular relaxation is solved using a fourth-order Runge-Kutta
scheme in time and a fourth-order dispersion-relation-preserving algo-
rithm in space. The algorithm is applied to examine nonlinear phenomena
such as waveform evolution of a high amplitude sine wave to old age,
shock coalescence, and evolution of arbitrary time waveforms. The results
are compared to analytical solutions whenever possible. The drawbacks of
such an approach are discussed along with possible solutions to problems
associated with the numerical method.

11:15

5aPAb4. Parabolic approximation versus geometrical acoustics for
describing nonlinear acoustic waves in inhomogeneous media. Vera
A. Khokhlova, Mikhail V. Averianov �Dept. of Acoust., Faculty of Phys.,
M. V. Lomonosov Moscow State Univ., Leninskie Gory, Moscow 119992,
Russia�, Robin O. Cleveland �Boston Univ., Boston, MA 02215�, and
Philippe Blanc-Benon �Ecole Centrale de Lyon, 69134 Ecully Cedex,
France�

Propagation of intense periodic acoustic waves in inhomogeneous me-
dia is studied in the nonlinear geometrical acoustics �NGA� approximation
and using nonlinear parabolic equation �NPE�. Various types of 2-D inho-
mogeneities are considered, such as a phase screen, single Gaussian inho-
mogeneities, and random inhomogeneous media. Distributions of acoustic
rays are obtained by numerical solution of the eikonal equation. Pressure
field patterns are calculated numerically with account for nonlinear effects
and diffraction using a frequency-domain algorithm for the NPE. The
location of caustics and shadow zones in the ray patterns are compared
with the results of the parabolic model for the areas of increased and
decreased sound pressure. Both linear and nonlinear propagation is inves-
tigated in order to reveal the validity of NGA in predicting the acoustic
field structure and to better understand how the combined effects of inho-
mogeneities, diffraction, and nonlinearity determine the overall peak and
average parameters of the acoustic field. It is shown that NGA does not
accurately represent all the locations of enhanced or reduced acoustic pres-
sure even for single scattering inhomogeneities, and the discrepancies be-
come larger for smaller size inhomogeneities and at longer distances in
random inhomogeneous medium. �Work supported by CNRS, RFBR, and
NIH Fogarty.�
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11:30

5aPAb5. Measurements of the rate of change of the power spectral
density due to nonlinearity in one-dimensional propagation. Lauren
E. Falco, Kent L. Gee, and Anthony A. Atchley �Grad. Program in
Acoust., Penn State Univ., 217 Appl. Sci. Bldg., University Park, PA
16802-5018�

The influence of nonlinear effects in the propagation of jet noise is
typically characterized by examining the change in the power spectral
density �PSD� of the noise as a function of propagation distance. The rate
of change of the PSD is an indicator of the importance of nonlinearity.
Morfey and Howell �AIAA J. 19, 986–992 �1981�� introduced an analysis
technique that has the potential to extract this information from a mea-
surement at a single location. They develop an ensemble-averaged Burgers
equation that relates the rate of change of the PSD with distance to the
quantity Qp2p , which is the imaginary part of the cross-spectral density of
the pressure and the square of the pressure. Despite its potential applica-
bility to jet noise analysis, the physical significance and utility of Qp2p

have not been thoroughly studied. This work examines Qp2p for the one-
dimensional propagation of plane waves in a shock tube. The use of such
a simple, controlled environment allows for a better understanding of the
significance of Qp2p . �Work supported by the National Science Founda-
tion, the Office of Naval Research, and the Strategic Environmental Re-
search and Development Program.�

11:45

5aPAb6. Nonlinear standing waves in shaped resonators driven by a
piston. Cheng Luo, Xiaoyang Huang, and Nam Trung Nguyen �School
of Mech. and Production Eng., Nanyang Technolog. Univ., 50 Nanyang
Ave., Singapore 639798�

The nonlinear standing waves in a shaped resonator driven by a piston
are investigated analytically and experimentally. In the study, the resonator
is an exponentially expanded horn with a piston oscillating at its large end.
The air pressure waves inside the resonator are obtained by solving a 1-D
nonlinear wave equation with the Galerkins method, taking into account
the moving boundary due to the piston. The simulation results, in terms of
the pressure waveforms, the pressure amplitudes, and the resonance fre-
quency shift, show that the nonlinear standing waves generated by the
piston have characteristics similar to those in the same resonator but under
entirely shaking condition. The experiment is also conducted on an expo-
nentially expanded resonator. The small end of the resonator is sealed and
the big end is connected to a 5-inch 40 W loudspeaker, functioned as the
driving piston. The resonance frequency shift is observed, and high am-
plitude pressures, up to 0.3�105 Pa, have been detected at the small end,
which is 20 times higher than that at the big end. The experimental results
agree well with the simulated values.

FRIDAY MORNING, 20 MAY 2005 REGENCY C, 8:00 A.M. TO 12:00 NOON
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Neal F. Viemeister, Chair
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Contributed Papers

All posters will be on display from 8:00 a.m. to 12:00 noon. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 8:00 a.m. to 10:00 a.m. and contributors of even-numbered papers will be at their
posters from 10:00 a.m. to 12:00 noon.

5aPP1. Sensitivity to stimulus distribution characteristics in auditory
categorization. Sarah C. Sullivan �Dept. of Psych., Univ. of Texas,
Austin, TX 78712-0187�, Andrew J. Lotto �Boys Town Natl. Res.
Hospital, Omaha, NE 68131�, Elizabeth T. Newlin, and Randy L. Diehl
�Univ. of Texas, Austin, TX 78712-0187�

Several experiments were performed to examine the ability of humans
to categorize sounds as a function of training distribution characteristics.
Participants were presented non-speech sounds randomly sampled from
two overlapping distributions. The sounds consisted of 25 narrow-band
noise bursts varying in center frequency from 1000–1360 Hz. Two con-
ditions were created by varying the ratio of stimuli in each category �i.e.,
prior probabilities of each category�, resulting in different ideal boundaries
�maximizing accuracy�. Participants were asked to categorize the sounds
as either A or B and feedback was provided. In one experiment, prior
probabilities were altered mid-session without alerting the subjects. Per-
formance was tracked by plotting identification functions and noting
boundary placement for each individual block. After only six blocks of
training (�35 min), most subjects had established optimal or near-
optimal boundaries. Identification function slopes were calculated and
found to be steeper than training distribution slopes; suggesting that lis-
teners established criterion-like boundaries as opposed to performing
probability matching. The fact that listeners adjusted their responses in
accordance to distribution changes within relatively short periods of time

demonstrates the perceptual systems effectiveness at optimizing categori-
zation based on distribution characteristics. �Work supported by NSF and
NIDCD.�

5aPP2. Hearing silent shapes: Identifying the shape of a sound
occluding surface. Ryan L. Robart and Lawrence D. Rosenblum �Univ.
of California, Riverside, Riverside, CA, 92521, rosenblu@citrus.ucr.edu�

While most psychoacoustics is concerned with perception of sound
sources, there is evidence that surfaces which reflect or occlude sound can
also be detected and can guide behavior �e.g., M. S. Gordon and L. D.
Rosenblum, J. Acoust. Soc. Am. 107, 2851 �2000��. While there is also
evidence that listeners can hear the shape of sound reflecting surfaces
�e.g., C. E. Rice, Science 155, 655–664 �1967��, it is not known whether
the shape of sound occluding surfaces can be heard. In a series of experi-
ments, blindfolded listeners were asked to judge the shape of surfaces �of
equal area� which occluded a set of loudspeakers emitting white noise.
Overall, listeners were successful at this task, with some listeners showing
near perfect performance. Follow-up experiments examined the acoustic
information supportive of this skill. The findings suggest a type of audi-
tory sensitivity not often considered in the psychoacoustics literature.
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5aPP3. Comparing linear regression models applied to psychophysical
data. Zhongzhou Tang, Virginia M. Richards �Dept. of Psych., Univ. of
Pennsylvania, Philadelphia, PA 19104, richards@psych.upenn.edu�, and
Andrew Shih �Univ. of Pennsylvania, Philadelphia, PA 19104�

Relative weights for a profile analysis task were obtained using four
regression/classification models; correlation coefficients, linear regression,
logistic regression and probit regression. The aim of the study was to
examine the impact of the choice of model on the accuracy and the effi-
ciency with which the relative weights were determined. A yes/no task was
used with observers indicating whether or not there was an increment in
level to the central component of an 11-component standard. On each
presentation the amplitudes of the individual components of the complex
were randomly perturbed using draws from a normal distribution. When a
large number of trials �1250� were used to estimate the relative weights,
the four methods generated nearly identical weight estimates. When
smaller numbers of trials were used �112�, the different methods generated
patterns of relative weights that were largely similar, and the patterns
deviated only modestly from the large-number solution. In terms of effi-
ciency, the error boundaries of the different methods were nearly indistin-
guishable. All in all, the number of trials needed to obtain statistically
significant weights is sufficiently large that there is no apparent advantage
of using one method over the others. �Work supported by NIH/NIDCD.�

5aPP4. The difference in auditory memory between young and aged
listeners with normal hearing. Bruce Schneider, James Qi �Dept. of
Psych., Univ. of Toronto at Mississauga, Mississauga, ON, Canada L5L
1C6, bschneid@credit.erin.utoronto.ca�, Juan Huang, Xihong Wu, and
Liang Li �Peking Univ., Beijing 100871, China�

The perceptual fusion of a noise with its delayed copies implies that
there is a memory for maintaining a detailed representation of an arbitrary
waveform. This auditory memory would be important for perceptually
grouping correlated sounds and segregating uncorrelated sounds in noisy,
reverberant environments, in which older listeners find it much more dif-
ficult than younger listeners to process signals. To determine the temporal
extent of the auditory memory and whether it is affected by aging, this
study investigated the detection of a break in correlation between two
correlated broadband noises in younger and older listeners with normal
hearing. The results show that younger listeners could detect a 100-ms
break in correlation up to interaural delays ranging from 6.3 to 23.0 ms,
suggesting that higher-order central mechanisms beyond the brainstem
delay lines are likely to be involved in maintaining a memory trace of the
fine details of the acoustic waveform. Aged listeners, however, could de-
tect the break up to interaural delays ranging only from 6.7 to 9.7 ms,
indicating the age-related decline in auditory memory. This decline may be
one of the main causes leading to perceptual difficulties experienced by
older listeners in noisy, reverberant environments. �Work supported by
NSERCC and MSTC.�

5aPP5. About the neglected auditory abilities within psychological
tests of intelligence. Jenny Papenbrock, Kristin Seidel, Susanne Weis,
and Heinz-Martin Suess �Dept. of Psych., Univ. of Magdeburg, Pfaelzer
Platz, Geb. 24, Postfach 4120, 39016 Magdeburg, Germany,
si-projekt@gse-w.uni-magdeburg.de�

Auditory abilities play an important role in human intellectual abilities.
In his model of human cognitive abilities Carroll �1993� identified a sepa-
rate domain of auditory ability. Despite their theoretical and practical rel-
evance, these abilities were mainly excluded in psychological tests. In
order to compensate for this lack we developed a test which is intended to
complement existing intelligence tests. To measure general auditory abili-
ties already existing materials �Stankov and Horn, 1980� were used along
with newly developed auditory tasks. Our test includes nonverbal tasks
containing only tones as well as auditory textual tasks using spoken words.
We expect that the auditory tasks measure a separate ability and therefore
can make an important contribution to complement already existing intel-

ligence tests. To demonstrate that the test is able to measure different
aspects of auditory abilites pure tone tasks should be distinguishable from
auditory textual tasks. 120 subjects worked on the auditory test as well as
on a well-established test of intelligence �Test for the Berlin Intelligence
Structure Model, BIS-4; Jger, S & Beauducel, 1997� which operates with
written, numerical and figural material. Main results of our study are re-
ported and implications for future research concerning psychological abil-
ity tests are discussed.

5aPP6. Contributions of individual components to the overall
loudness of a multi-tone complex. Lori Leibold, Samar Khaddam, and
Walt Jesteadt �555 North 30th St., Omaha, NE 68131,
leiboldl@boystown.org�

The contributions of individual components to the overall loudness of
a multi-tone complex were examined in a two-interval, loudness-matching
task. Stimuli were five-tone complexes centered on 1000 Hz, with six
different logarithmic frequency spacings, ranging from a frequency ratio
of 1.012 to 1.586. Stimuli were presented for 300 ms �10 ms rise/fall�. The
overall level of the standard complex was fixed at 60 dB SPL �53 dB/
component�. Levels of the individual components of the comparison com-
plex were selected at random from a rectangular distribution with a range
of 20 dB. Ten 100-trial blocks were run for each frequency-spacing con-
dition. Perceptual weights were computed by calculating the point-biserial
correlation between the difference in the level of each component across
the two intervals and the subjects response. When all components fell
within the same critical band, weights varied little across components. In
contrast, the range of weights increased with increasing frequency separa-
tion, with increasing weight given to the lowest and highest frequency
components. The audibility of individual components was determined by
measuring detection thresholds for each component in the presence of the
remaining four components. A strong relation between component weight
and audibility was observed for all but the narrowest spacing conditions.

5aPP7. Differences in loudness of tone complexes with positive and
negative Schroeder phase. Manfred Mauermann and Volker Hohmann
�Medizinische Physik, Institut fr Physik, Fakultt V, C.v.O Universität
Oldenburg, 26129 Oldenburg, Germany�

Tone complexes with positive (m�) and negative Schroeder phase
(m�) have an identical long-term spectrum, the same temporal envelope
but are inverted in time. They show large differences in masking efficiency
most probably being related to a different cochlear representation. The
current study investigates to which extent loudness perception is affected
similarly by the different phase characteristic of m�/m� stimuli. There-
fore, the loudness of m�/m� stimuli �1.6 octave bandwidth� was
matched in seven normal hearing and three hearing impaired subjects. In
the first experiment the fundamental frequency f 0 of the tone complexes
was varied from 2–1536 Hz for different center frequencies at a soft level
of the reference signal (m�). In normal hearing subjects the m� stimuli
need a 6 dB higher level to be perceived as equally loud as the respective
m� stimuli �for f 0 in the range of 24–96 Hz�. In the second experiment
the difference in loudness of m�/m� was investigated as function of the
of the reference-stimulus level �5–80 dB SL� at a center frequency of
2660 Hz and f 0 at 48 Hz. The largest differences in loudness were found
for levels between 40–60 dB, clearly reduced for higher and lower levels
of the reference stimulus.

5a
F

R
I.

A
M

2597 2597J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



5aPP8. Perception of combined intensity and frequency contours by
normal-hearing and hearing-impaired listeners. Marjorie R. Leek,
Michelle R. Molis �Army Audiol. & Speech Ctr., Walter Reed Army
Medical Ctr., 6900 Georgia Ave, N.W., Washington, DC 20307-5001,
Marjorie.Leek@na.amedd.army.mil�, and Jennifer J. Lentz �Indiana
Univ., Bloomington, IN 47408�

When a speaker utters a consonant-vowel or vowel-consonant syllable,
the frequency transitions are critical to identification of the sound. How-
ever, an intensity contour is also superimposed on the frequency glides, as
the mouth opens or closes. In this study, the interaction of frequency and
intensity contours was explored using a frequency glide discrimination
task. Offset frequency difference limens �offset DLs� were measured for
upward and downward frequency glides in two frequency regions, and
with three intensity contours, increasing from silence, decreasing to si-
lence, and steady-state. For both normal-hearing �NH� and hearing-
impaired �HI� subjects, larger offset DLs were observed for the high fre-
quency stimuli than for the lower frequencies, and for upward-gliding
stimuli than for downward frequency glides. Amplitude contour had little
effect on the NH data, but did influence offset DLs for HI subjects. These
findings indicate that for these stimuli, the interaction of frequency and
amplitude contours plays only a small role in the perception of transition-
like glides for NH listeners, but may affect the perception of frequency
transitions by HI listeners. �Work supported by NIDCD.�

5aPP9. Processing two stimuli simultaneously: Switching or sharing?
Frederick J. Gallun, Christine R. Mason, and Gerald Kidd, Jr. �Hearing
Res. Ctr. and Comm. Disord., Boston Univ., 635 Commonwealth Ave.,
Boston, MA 02215�

This study explored whether listeners can perform two auditory tasks
simultaneously or whether they must switch rapidly between tasks. The
stimuli were two simultaneous speech streams �sentences� processed into
sets of mutually-exclusive narrow frequency bands. One was presented to
each ear and listeners reported either the keywords from the sentences
�Task 1, recognition� or simply whether or not a sentence had been pre-
sented �Task 2, detection�. For both sentences and tasks, overlapping
bands of noise were presented at a level that reduced performance to
below 90% correct in a single-stream reference condition. Listeners were
informed of which stream to report either before or after stimulus presen-
tation. The two tasks were either the same �Task 1 at both ears� or different
�Task 1 on the right, Task 2 on the left�. The effect of having the oppor-
tunity to rapidly switch between sentences was examined by presenting
full sentences or only the keywords. Interference occurred primarily when
the tasks were the same in both ears and was greatest when the target ear
was not specified in advance. Presenting only the keywords hurt single-
stream performance but did not increase interference in the different-task
case, arguing against a rapid-switching explanation. �Work supported by
NIH/NIDCD.�

5aPP10. Explaining two-tone suppression and forward masking data
using a compressive gammachirp auditory filterbank. Toshio Irino
�Faculty of Systems Eng., Wakayama Univ., 930 Sakaedani, Wakayama
640-8510, Japan� and Roy Patterson �Univ. of Cambridge, Cambridge,
CB2 3EG, UK�

The gammatone filter was imported from auditory physiology to pro-
vide a time-domain version of the roex auditory filter and enable the
development of a realistic auditory filterbank for models of auditory per-
ception. The gammachirp auditory filter was developed to extend the do-
main of the gammatone auditory filter and simulate the changes in filter
shape that occur with changes in stimulus level. Recently, the gammachirp
was extended to explain the level-independent frequency glide of the im-
pulse response and a large volume of simultaneous masking data quanti-
tatively. Although this could be implemented with a static filter, we used a
time-varying filter whose active component is an IIR asymmetric compen-
sation filter. In this case, it is necessary to estimate the signal level that
controls the level dependency, and explain how the level measurement

produces the time course of threshold observed in forward masking ex-
periments. In this talk, we propose a new implementation of the time-
varying, compressive gammachirp auditory filterbank to explain two-tone
suppression and forward masking data qualitatively. We will also show
that the system can resynthesize compressed speech sounds and so provide
the basis for a gammachirp analysis/synthesis filterbank. �Work supported
by GASR�B��2� No. 15300061, JSPS.�

5aPP11. Behavioral estimates of level-dependent shifts in the
vibration pattern of the apical region of the basilar membrane. Luis
F. Barrios, Enrique A. Lopez-Poveda, and Ana Alves-Pinto �Instituto de
Neurociencias de Castilla y Leon, Univ. of Salamanca, Avda. Alfonso X El
Sabio s/n, 37007 Salamanca, Spain�

The best frequency of any given site on the BM shifts to a different
value as the stimulus level increases. For basal sites, the shift occurs
towards lower frequencies. For apical sites, however, the direction of the
shift is unclear. Auditory nerve data �e.g., Rose et al., J. Neurophysiol. 34,
685–699 �1971�� suggest that shifts may not occur or may occur toward
higher frequencies. The present work investigates which is the case in
human. To do it, psychophysical tuning curves were measured for three
normal-hearing listeners using forward masking. The level of a masker
tone required to just mask a fixed, low-level probe tone was measured for
different masker-probe time intervals. The duration of the interval was
adjusted as necessary to obtain PTCs for the widest possible range of
masker levels. Probe frequencies of 125, 250, and 500 Hz were consid-
ered. Masker frequencies ranged from 0.5 to 2.0 times the probe fre-
quency. A clear shift toward lower frequencies occurred for all probe fre-
quencies for one listener only. For the other two listeners, shifts were not
observed for any probe frequency. No clear shifts toward higher frequen-
cies were observed. �Work supported by Spanish FIS PI020343 and G03/
203.�

5aPP12. Modeling the influence of the cochlear nonlinearity on
estimates of psychophysical tuning. Xuedong Zhang and Andrew J.
Oxenham �Res. Lab. of Electron., MIT, Cambridge, MA 02139�

Most behavioral measures of human frequency selectivity have been
made with simultaneous masking and the notched-noise technique. The
resulting filter shapes may be influenced by the effects of cochlear non-
linearity, such as suppression. Forward masking may provide a measure
that is more comparable to neural tuning curves, because it does not in-
volve stimuli that interact with each other along the basilar membrane.
This study investigated the extent to which cochlear nonlinearities can
account for differences in results between forward and simultaneous mask-
ing. The model was constructed using a nonlinear auditory filter, a sliding
temporal integrator, a logarithmic transform and a template mechanism.
The effects of compression and suppression on psychophysical perfor-
mance were simulated by varying the relevant parameters of the model
auditory filter. The psychophysical results were simulated for both forward
and simultaneous masking, using the same parameters and tracking pro-
cedure as in the behavioral studies. The results provide a detailed evalua-
tion of the role of compression and suppression in the models predictions
of psychophysical tuning and assist in the development of the refined
nonlinear cochlear models for human. �Work supported by the ASA Hunt
Fellowship and NIH R01DC03909.�

5aPP13. Estimating cochlear-filter shapes, temporal-window width
and compression from tone-sweep detection in spectral and temporal
noise gaps. Gaston Hilkhuysen, Tammo Houtgast, and Johannes
Lyzenga �Dept. of Otolaryngol., VU Univ. Medical Ctr., de Boelelaan
1117, 1081 HV Amsterdam, The Netherlands, G.Hilkhuysen@vumc.nl�

A test, designed for naive listeners, measured tone-sweep detection in
noise with either spectral or temporal gaps. For normal-hearing �NH� lis-
teners, detections in spectral gaps depended on level, which can be ex-

2598 2598J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



plained from Outer-Hair-Cell �OHC� activity. At low levels, OHC activity
increased frequency-selectivity by amplifying the signal in the spectral
gap, improving the signal-to-noise ratio �SNR�. Relative to the broad pas-
sive cochlear filter, OHC activity decreased with rising signal levels. In
consequence, SNRs decreased and detection deteriorated. Similarly, de-
creasing OHC activity may explain the observed level dependence of de-
tection thresholds in temporal gaps. At low and high intensities, signal and
noise were equally amplified. Detection was best at intermediate levels
when the low-level signal in the temporal gap was amplified more than the
high-level noise. All effects are modeled using a one-parameter time win-
dow with decaying-exponential shape preceded by a simplified dual-
resonance non-linear �DRNL� filter. The filter contains two parallel, one-
parameter, Rounded Exponential filters: a broad filter representing passive
cochlear filtering and a narrow one, combined with a level-dependent
amplifier, representing OHC activity. From estimated filter and time-
window widths and OHC amplification, compression curves are derived.
Additionally, results for hearing-impaired listeners will be presented.

5aPP14. Speech understanding in noise: Contributions of compressive
nonlinearities in the basilar-membrane response. Amy R. Horwitz,
Jayne B. Ahlstrom, and Judy R. Dubno �Dept. of Otolaryngol.-HNS,
Medical Univ. of South Carolina, 135 Rutledge Ave., P.O. Box 250550,
Charleston, SC 29425, horwitar@musc.edu�

The contribution of compressive nonlinearities in the basilar-
membrane response was assessed by measuring speech recognition in
noise as a function of noise level and growth of masking for tones. Con-
sonant recognition was measured in interrupted noise at overall masker
levels of 47–77 dB SPL. Additionally, thresholds for a 10-ms, 2.0-kHz
tone were measured in a masker ranging in level from 40 to 85 dB SPL
and centered at 1 kHz. Subjects were younger and older adults with nor-
mal hearing. With speech at a constant level and the masker level varying,
it was hypothesized that the response of the basilar membrane to the
masker would be linear at lower levels and compressed at medium to
higher levels, resulting in less effective masking at higher masker levels.
Consistent with the hypothesis, differences between observed and pre-
dicted consonant-recognition scores, determined using AI calculations,
varied as a function of masker level, especially for younger subjects. At
lower masker levels, observed scores declined as predicted as masker level
increased; with further increases in masker level, scores declined less than
predicted. For tonal growth-of-masking functions, breakpoints were corre-
lated with quiet thresholds: both were significantly higher for older than
younger subjects. �Work supported by NIH/NIDCD.�

5aPP15. Psychometric-function slopes for forward-masked tones in
listeners with cochlear hearing loss. Kim S. Schairer, Jessica
Messersmith, and Walt Jesteadt �Boys Town Natl. Res. Hospital, 555
North 30th St., Omaha, NE 68131�

Slopes of psychometric functions �PF� for forward-masked tones in
normal-hearing �NH� listeners decrease as a function of signal threshold in
both on- and off-frequency masker conditions. This result is attributed to
nonlinear cochlear response growth, and has been used to demonstrate
comparable compression at 4000 and 250 Hz. The current study further
tested the hypothesis that the slope effect is due to nonlinearity. In hearing-
impaired �HI� listeners who presumably lack cochlear nonlinearity, PF
slopes should remain steep across signal threshold levels. Four NH and six
HI listeners with a range of hearing thresholds were tested in on- and
off-frequency masker conditions, with signals of 4000 and 250 Hz.
Otoacoustic emissions were measured to verify absent or decreased co-
chlear nonlinearity in the HI listeners. In general, PF slopes were steeper
for the HI than NH listeners. One subject had normal hearing at 250 Hz,
and hearing loss at 4000 Hz. Her PF slopes were comparable to the mean
slopes across NH subjects in the 250-Hz signal conditions, but were el-
evated in comparison to the NH subjects in the 4000-Hz conditions. These
results are consistent with predictions from a model of forward masking
that incorporates cochlear nonlinearity as one of its stages.

5aPP16. Masker variability effects in backward-masked frequency
discrimination. Blas Espinoza-Varas and Hyunsook Jang �Commun.
Sci. and Disord., Univ. Oklahoma Health Sci. Ctr., Oklahoma City, OK
73190�

Masker variability effects have been studied mostly in detection tasks
with simultaneous maskers; this paper reports variability effects in a fre-
quency discrimination threshold �FDT� paradigm with backward maskers.
FDTs for sinusoidal targets were measured unmasked �or in isolation� and
in two backward-masked conditions: one included within-trial masker fre-
quency variability, the other did not. The 1500-Hz, 40- or 80-ms targets,
and 500-, 1500-, or 2500-Hz, 80-ms maskers were presented at 70-dB SPL
with a 20-ms ISI. A standard and two comparisons were displayed, respec-
tively, in the 1st, 2nd, and 3rd observation interval of a 3I/2AFC task. One
comparison, chosen randomly with 0.5 probability, contained an increment
in target frequency as specified by an adaptive rule that estimated 71
percent-correct FDTs. Identical increments in masker frequency were
added to both comparisons in within-trial variability conditions, but not in
conditions without variability. In all conditions, the task was to determine
which comparison contained the target frequency increment. Masked no-
variability FDTs were higher than unmasked FDTs, but training nullified
this effect. Masker variability induced greater FDT elevations with 40-
than with 80-ms targets, and in conditions having the same rather than
different target-masker frequencies. Prolonged training nullified all masker
variability effects.

5aPP17. Hearing relative phases for two harmonic components. D.
Timothy Ives, Roy D. Patterson �C.N.B.H., Physio. Dept., Univ. of
Cambridge, Downing St., Cambridge, CB2 3EG, UK, tim.ives@
mrc-cbu.cam.ac.uk�, and H. Martin Reimann �Univ. of Berne, 3012
Berne, Switzerland�

There is a new wavelet model of basilar membrane motion which
predicts that existing roex and gammatone filterbanks underestimate the
interaction of harmonically related components in complex tones. This
interaction appears as a modulation of the basilar membrane motion asso-
ciated with a higher harmonic by the presence of a lower harmonic; the
period of the modulation is that of the difference frequency, or the funda-
mental of the implied harmonic series. The modulation depth is largest for
stimuli whose spectra have a similar energy distribution as natural sounds:
a high frequency roll-off of about 12-dB per octave. The strength of the
modulation frequency is dependent on the relative phase of the compo-
nents, which predicts that listeners will be able to hear a relative phase
change. A series of experiments were undertaken to determine the thresh-
old for a change in the relative phase of the components. The results of the
experiments show that a change in the relative phase is detectable for
components that are generally believed to be resolved on the basilar mem-
brane and therefore should not interact. �Work supported by the U.K.
Medical Research Council �G9901257�.�

5aPP18. The fading of auditory memory. Liang Li, Juan Huang,
Lingzhi Kong, Ying Huang �Dept. of Psych., Speech and Hearing Res.
Ctr., Peking Univ., Beijing 100871, China liangli@pku.edu.cn�, Xihong
Wu, Jing Chen, Qiang Huang, Yuan Yao �Peking Univ., Beijing 100871,
China�, James Qi, and Bruce Schneider �Univ. of Toronto at Mississauga,
Mississauga, ON, Canada�

Due to auditory memory, the auditory system is capable of maintaining
a detailed representation of arbitrary waveforms for a period of time, so
that a broadband noise and its delayed copies can be perceptually fused.
This auditory memory would be critical for perceptually grouping corre-
lated sounds and segregating uncorrelated sounds in noisy, reverberant
environments. Its fading process over time was investigated in the present
study at the behavioral level, using a break in correlation �BIC, a drop of
inter-sound correlation from 1.00 to 0 and then return to 1.00� between
two correlated broadband noises. The results show that with the rise of
inter-sound delay from 2 to 10 ms under either headphone-stimulation or
loudspeaker-stimulation conditions, the shortest BIC duration necessary
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for listeners to correctly detect the occurrence of the BIC increased rap-
idly. This elevation in the duration threshold was faster under the
headphone-stimulation condition than the loudspeaker-stimulation condi-
tion. Also, the listeners reaction time in response to the BIC but not that to
a comparable silent gap elongated quickly with the increase in the inter-
sound delay from 1 to 8 ms. Thus the auditory memory of fine structures
fades rapidly after the sound waves are received. �Work supported by
MSTC and NSERCC.�

5aPP19. Evidence for a cancellation mechanism in perceptual
segregation by differences in fundamental frequency. John F. Culling,
Gareth M. Linsmith, and Tracy L. Caller �School of Psych., Cardiff Univ.,
Tower Bldg., Park Pl. Cardiff, CF10 3AT, UK�

Identification of target speech material is better when it differs in fun-
damental frequency (F0) from interfering speech material. Two experi-
ments tested the idea that this effect is mediated by a cancellation process
that perceptually removes sound on one F0. Expt. 1 used monotonized
target speech at 112.5 Hz F0 against two monotonized interferers. The
F0s of the interferers were either both 112.5 Hz, both 126 Hz, or 100 and
126 Hz. Speech reception thresholds �SRTs� were about 3.5 dB lower
when the two interferers shared a 126 Hz F0 than in the other two con-
ditions, which differed by only 0.3 dB. These results are consistent with a
cancellation mechanism that is able to remove sounds at only a single F0.
Expt. 2 replicated and extended Expt. 1, testing whether the results were
affected by the allocation of the target and interferers to particular F0s.
When all sentences shared a common F0, SRTs were now 1–1.5 dB
higher than when they were all different. However, all 4 SRTs for inter-
ferers sharing the same F0 �differing from that of the target by 2 or 4
semitones� were lower than all three of the SRTs for interferers with in-
dependent F0s.

5aPP20. Effects of high-frequency amplification and training on
impaired-listeners’ ability to discriminate redundant cues. Blas
Espinoza-Varas, Shelagh Bowman-Edmundson, and Hyunsook Jang
�Commun. Sci. and Disord., Univ. Oklahoma Health Sci. Ctr., Oklahoma
City, OK 73190�

This paper examines effects of high-frequency amplification and train-
ing on the ability to discriminate redundant duration increments added
simultaneously to the low (L) and high (H) frequency component of
two-component complexes. The frequency of L �500 or 1000 Hz, 80 ms�
and H �2000 or 3127 Hz, 60 ms� was chosen so as to stimulate simulta-
neously normal- and impaired-sensitivity regions of high-frequency sen-
sorineural patients. The 3I/2AFC task displayed a standard followed by
two comparisons. Duration increments in L , H , or both (tL , tH , or tLH),
occurred randomly in comparison 1 or 2, and listeners had to decide which
had an increment. The training stages were: �1� no H amplification, with
L�35, H��5 dB SL and tL , tH , and tLH; �2� H amplification, same as
before but with H�35 dB SL; �3� H amplification and tH discrimination
training, same as stage 2, but with tH only and H in isolation or together
with L; and �4� retest of stage 2, post tH discrimination training. Only in
stage 4 did redundancy yield a significant improvement in overall dis-
crimination accuracy; amplification alone yielded little improvement.

5aPP21. Wideband reflectance in normal and otosclerotic ears. Navid
Shahnaz and Karin Bork �Univ. of British Columbia, School of Audiol. &
Speech Sci., 5804 Fairview Ave., Vancouver, BC, Canada V6T 1Z3,
nshahnaz@audiospeech.ubc.ca�

For years immittance has been used in order to help diagnose middle
ear pathologies. Specifically, multi-frequency tympanometry �MFT� is
able to relate information regarding the mechano-acoustical characteristics
of the middle ear system. In the past two decades a new method of middle
ear measurement, wideband reflectance �WBR�, has been introduced.
WBR is the ratio of energy reflected from the surfaces of the ear canal and

middle ear on its way to the cochlea in relation to the energy that reaches
the surface, or incident energy. This ratio is known as energy reflectance.
This paper adds to the limited normative data available, as well as ex-
plores whether these normative data have a clinical utility in the diagnosis
of otosclerosis. Descriptive statistics were gathered from 62 �115 ears�
Caucasian normal hearing adults as well as in seven patients �seven ears�
with otosclerosis. All of the otosclerotic patients in this study deviated
from the normative values on at least one of the four WBR parameters of
power absorption, admittance, susceptance, or conductance even when
their MFT results were within normal limits. Although only seven patients
were tested, these results provided evidence in favor of the utility of WBR
for diagnosis of otosclerosis.

5aPP22. Sensitivity to combined frequency and amplitude speech cues
by cochlear implant users. Eric W. Healy, Cheryl F. Rogers, and Allen
A. Montgomery �Dept. of Commun. Sci. and Disord., Arnold School of
Public Health, Univ. of South Carolina, Columbia, SC 29208,
ewh@sc.edu�

Although a considerable amount of work has been directed toward
examining the sensitivity of the cochlear implant �CI� user to various
acoustic cues, less has examined the ability to combine cues. The sensi-
tivity to concurrent cues was examined using an adaptive 3I-2AFC para-
digm. Stimuli were synthesized three-syllable words having middle syl-
lables that possessed an increase in fundamental frequency, amplitude or
both. Sensitivity to increments in the individual cues was first measured
for five subjects with a CI and five age-matched controls. These DLs were
then used to equate sensitivity to the two cues and create stimuli having
concurrent increments. It was found that the presence of the two cues
reduced the mean DL to half that of either cue alone, for both groups of
subjects. Thus, this combination of cues is similar across groups and sim-
ply additive. Individual differences in the ability of CI users to combine
cues were more strongly predictive of performance on speech recognition
tests than was sensitivity to either cue alone. These results have implica-
tions for the perception of the multiplicity of speech cues. �Work sup-
ported by NIDCD.�

5aPP23. Recognition of vowels that have been spectrally warped
according to the frequency map for the spiral ganglion. Peter S.
Popolo and Christoper W. Turner �Dept. of Speech Pathol. and Audiol.,
119 WJSHC, The Univ. of Iowa, Iowa City, IA 52242,
peter-popolo@uiowa.edu�

The purpose of this study was to explore the effect of a specific spec-
tral warping on vowel recognition in cochlear implant users. The warping
was designed to simulate the misalignment of frequency-to-place stimula-
tion which occurs if the spiral ganglion cells are electrically stimulated
instead of the eighth-nerve dendrites in the organ of Corti. Simulated
CIS-processed vowel stimuli were generated in which the analysis and
carrier band center frequencies were shifted according to the projection of
the spiral ganglion cells onto the organ of Corti, derived from published
data �A. Kawano, H. L. Seldon, and G. C. Clark, Ann. Otol. Rhinol.
Laryngol. 105, 701–709 �1996��. Similar spectral warping was applied to
unprocessed vowel stimuli. Listening experiments were conducted in
which normal hearing subjects were presented with four types of stimuli:
unprocessed-unwarped, processed-unwarped, unprocessed-warped, and
processed-warped. For each condition, performance was allowed to stabi-
lize over repeated trials with feedback, to allow for learning. Vowel rec-
ognition scores averaged across listeners were drastically reduced for the
warped stimuli, regardless of whether the stimuli were CIS-processed or
not. The combination of spectral warping and reduced spectral resolution
resulted in the poorest intelligibility scores. These results may have impli-
cations for the design of frequency-to-place maps in cochlear implants.
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5aPP24. Utilizing different channels for multiple inputs in cochlear
implant processing. Bom Jun Kwon �Cochlear Americas, 400
Inverness Pkwy, Ste. 400, Englewood, CO 80112, bjkwon@gmail.com�

While cochlear implants successfully provide auditory sensation for
deaf people, speech understanding through the device is compromised
when there is a background noise or competing sounds, partly due to
implant users’ reduced ability in auditory grouping. The present study
investigates whether providing multiple streams of input on different chan-
nels would facilitate auditory grouping, thereby assisting speech under-
standing in competing sounds. In acoustic hearing, presenting two streams
of input �such as speech and noise� in spectrally separate channels gener-

ally facilitates grouping; however, in electric hearing it is difficult to pre-
dict and separating them could lead to a negative result, because channel
interactions inferred from the excitation patterns are severe and the actual
amount of electric current for the noise delivered to the cochlea would be
much higher for a given SNR, therefore contaminating the target more
effectively. Results from consonant identification measured in a variety of
speech/noise conditions �same/different channels� indicate that speech un-
derstanding generally improves with separate channels, implying that im-
plant users appear to extract speech information on the basis of spatial
�channel� separation, easily overcoming the distracter from the adjacent
channels with higher intensity. This also proposes a new measure of chan-
nel interactions based on auditory grouping.
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9:00

5aSA1. Time reversal in heterogeneous flexural beams. Dany
Francoeur and Alain Berry �Dept. Gen. Mecanique, Universite de
Sherbrooke, 2500 boul. de l’Universite, Sherbrooke, QC, Canada J1K 2R1,
Alain.Berry@USherbrooke.ca�

Time reversal of acoustic and structure-borne waves has been explored
in recent years mostly for ultrasound and for nondispersive propagation,
that is under frequency-independent wave velocity. In contrast, the case of
time reversal in flexural beams presented here involves dispersive propa-
gation, and is carried for frequencies below 5 kHz. The study has been
started with analytical time reversal simulations in infinite homogeneous
or heterogeneous beams �comprising point-mass scatterers�. Experiments
have also been realized on a 5 m beam with anechoic terminations and
under transverse impact excitation. The time-reversal mirror was made of
several thin piezoceramic elements bonded on the beam to sense the im-
pulse response of the structure and re-emit its time-reversed image. The
experimental results are in good agreement with the analytical results, and
show that time spreading due to dispersive propagation of bending waves
is successfully compensated by the time reversal operation. The presenta-
tion will illustrate the main results of the simulations and a comparison
with the experiments.

9:15

5aSA2. Medium frequency vibration modeling of cracked plates using
hierarchical trigonometric functions. Jérôme Pinsonnault, Patrice
Masson, Philippe Micheau �GAUS, Mech. Eng. Dept., Université de
Sherbrooke, Sherbrooke, QC, Canada J1K 2R1,
Patrice.Masson@USherbrooke.ca�, and Nezih Mrad �Defence R&D
Canada, Dept. of Natl. Defence, Ottawa, ON, Canada K1A 0K2�

A modeling tool is proposed to describe the vibration behavior of
pristine and damaged plates in the medium frequency range �below 10
kHz�. This tool is intended to provide a platform for the development and
assessment of damage detection algorithms for aircraft structural health
monitoring applications. The proposed analytical model employs a Hier-
archical Trigonometric Function Set �HTFS� to characterize homogeneous
plates with through cracks. This approach takes advantage of the very high
order of stability of the HTFS �O. Beslin and J. Nicolas, J. Sound Vib.
202, 633–655 �1997�� to approximate the effects of a small crack in a
plate for all combinations of classical boundary conditions �e.g., CFSC,

CCFF, FSFS�. The model is first presented and then assessed for healthy
and cracked CCCC plates with eigenvalues and eigenmodes presented in
the literature. For a healthy square plate, numerical results provide good
agreement up to the 1000th mode while, for a cracked rectangular plate,
good agreement is obtained up to the 3rd mode, corresponding to the
highest mode order available in the literature. Wave propagation simula-
tion obtained from HTFS shows the scattering around the cracks in the
plates. Experimental validation of the model is conducted both in fre-
quency and time domains for healthy and cracked plates. �Work supported
by the Consortium for Research and Innovation in Aerospace in Quebec
�CRIAQ� and Defence R&D Canada.�

9:30

5aSA3. An exact analytical expression of the shear coefficient in the
Mindlin plate equation. Andrew Hull �Code 8212, Naval Undersea
Warfare Ctr., Newport, RI 02841, hullaj@npt.nuwc.navy.mil�

This paper derives an exact analytical expression of the shear coeffi-
cient in the Mindlin plate equation for a plate of infinite extent. The equa-
tion of motion derived from the Mindlin plate equation is set equal to the
equation of motion derived from the thick plate equation, and the result is
a closed-form expression of the shear coefficient at all wave numbers and
frequencies. A numerical example is included to illustrate the variation of
the shear coefficient. It is shown that the shear coefficient is extremely
dependent on wave number and only slightly dependent on frequency.
Shear coefficients derived in other work are compared favorably to the
values calculated by this new method at the plate flexural wave response.
�Work funded by the Office of Naval Research.�

9:45

5aSA4. Structural acoustic control of plates with variable boundary
conditions. Robert L. Clark, Joseph D. Sprofera �Dept. of Mech. Eng.
and Mater. Sci., Duke Univ., Box 90300, Durham, NC 27708-0300�, Gary
P. Gibbs, and Ran H. Cabell �NASA Langley Res. Ctr., Structural Acoust.
Branch�

A method for optimizing a structural acoustic control system with
respect to potential variations in plate boundary conditions is provided.
The assumed modes method is used to build a plate model with varying
levels of rotational boundary stiffness to span a range of possible boundary
conditions which can be used to capture uncertainty in the model. A trans-
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ducer placement scoring process, involving Hankel singular values
�HSVs�, is combined with a genetic optimization routine to find spatial
locations robust to boundary condition variation. Predicted frequency re-
sponse characteristics are examined, and optimized results are discussed in
relation to boundary condition variations. Results indicate it is possible to
minimize the impact of uncertain boundary conditions in active structural
acoustic control by optimizing the placement of transducers with respect
to uncertainties. Both analytical and experimental results will be dis-
cussed.

10:00–10:15 Break

10:15

5aSA5. Optimal energy dissipation in a semi-active friction device.
Paulin Buaka, Philippe Micheau, and Patrice Masson �GAUS, Mech.
Eng. Dept., Université de Sherbrooke, Sherbrooke, QC, Canada J1K 2R1,
Patrice.Masson@USherbrooke.ca�

A semi-active device is presented for vibration control using energy
dissipation by dry friction at contact surfaces. Semi-active behavior is
provided by two piezoelectric stack actuators driven in real time to apply
a normal force on a mobile component through two friction pads. Theo-
retical and experimental results show that there is an optimal constant
normal force to maximize the energy dissipated for the case of a harmonic
disturbance. In order to improve the energy dissipation by real time con-
trol of the normal force, two nonlinear controllers are proposed: �1� the
Lyapunov method leading to a nonlinear bang-bang controller law and �2�
the feedback linearization approach leading to equivalent viscous friction.
The implementation of both strategies is presented and both are experi-
mentally assessed using a clamped-free beam with the semi-active device
attached to the beam. It is shown that a proper choice for the parameters of
the controllers leads to an increased energy dissipation with respect to the
case where the normal force is constant. This dissipation is further in-
creased by adjusting a phase shift in the nonlinear feedback loop in order
to avoid a stick-slip motion of the mobile component.

10:30

5aSA6. Energy sinks: Vibration absorption by an optimal set of
undamped oscillators. Ilker Koç �Mech. Eng. Dept., Carnegie Mellon
Univ., Pittsburgh, PA 15213�, Antonio Carcaterra �Universita Degli Studi
di Roma ‘‘La Sapienza,’’ 00184 Roma, Italy�, Zhaoshun Xu, and Adnan
Akay �Carnegie Mellon Univ., Pittsburgh, PA 15213�

This presentation offers the concept of energy sinks as an alternative to
conventional methods of vibration absorption and damping. A prototypical
energy sink envisioned here consists of a set of oscillators attached to, or
an integral part of, a vibrating structure. The oscillators that make up an
energy sink absorb vibratory energy from a structure and retain it in their
phase-space. In principle, energy sinks do not dissipate vibratory energy as
heat in the classical sense. The absorbed energy remains in an energy sink
permanently so that the flow of energy from the primary structure appears
to it as damping. This paper demonstrates that a set of linear oscillators
can collectively absorb and retain vibratory energy with near irreversibility
when they have a particular distribution of natural frequencies. The ap-
proach to obtain such a frequency response is based on an optimization
that minimizes the energy retained by the structure as a function of fre-
quency distribution of the oscillators in the set.

10:45

5aSA7. Experiments on vibration absorption using energy sinks.
Adnan Akay, Zhaoshun Xu �Mech. Eng. Dept., Carnegie Mellon Univ.,
Pittsburgh, PA 15213�, Antonio Carcaterra �Universita Degli Studi di
Roma ‘‘La Sapienza,’’ 00184 Roma, Italy�, and Ilker Koç �Carnegie
Mellon Univ., Pittsburgh, PA 15213�

This presentation describes experiments that demonstrate the concept
of energy sinks where a set of multiple undamped linear oscillators at-
tached to a vibrating structure can absorb most of its energy. In principle,

energy sinks do not require presence of damping in the classical sense. A
set of undamped oscillators that make up an energy sink collectively ab-
sorb the vibratory energy and retain it in their phase space. Earlier opti-
mization studies by the authors have shown the feasibility of vibration
absorption and retention by energy sinks if the set of oscillators have a
particular frequency distribution. Experimental results support the concept
of energy sinks. Different physical realizations of energy sinks demon-
strate the significance of frequency distributions and the ability of energy
sinks to reduce vibration amplitude of a primary structure to which they
are attached.

11:00

5aSA8. Experimental study on passiveÕactive hybrid isolation. Zi Jun
Zhang, Woo Suk Chang, Koon Meng Nyang, and Yew Wing Chan �DSO
Natl. Labs., Singapore. No 20, Sci. Park Dr., Singapore 118230�

This paper discusses the control of a high stroke low stiffness non-
linear actuator which formed the key element of a smart engine mount
system that provides strong support for the engine while at the same time
absorbing the engine vibration energy. The actuator is made of a stacked
PZT embedded in an elliptical shaped metal frame, in the horizontal di-
rection. Due to the geometry of the frame, the displacement generated by
the PZT stacks is amplified up to about 5 times in the vertical direction.
However, due to the geometry of the actuator, the vertical and horizontal
motions are non-linear and excite motions at multiples of the driving fre-
quency. Feedback controllers cannot be used since the high frequency
motion causes spillover problem and control becomes unstable. The
filtered-X adaptive controller with sufficient high sampling rate is tested
and found to be a useful and reliable controller for the actuator for sup-
pressing the vibration to almost ambient noise level. This actuator requires
relatively lower driving voltage level and delivers larger stroke range. This
would be more suitable for vibration isolation application where the ac-
tuator is serially connected with passive dampers.

11:15

5aSA9. Comparison between control strategies for active constrained
layer damping treatment to control the sound radiation from a
vibrating structure. Hui Zheng, Chun Lu, and Heow Pueh Lee �Inst. of
High Performance Computing, 1 Sci. Park Rd., #01-01 The Capricorn, Sci.
Park II, Singapore 117528�

A comparative study is presented of three control strategies for active
constrained layer damping �ACLD� treatments to control the sound radia-
tion from a vibrating planar structure. The first control strategy is one
commonly used in most existing studies of ACLD for structural vibration
control; i.e., the error signal to be minimized for the controller is the
vibration response sensed by point transducers, and a proportional deriva-
tive controller is employed where the sensor signal and the voltage output
is related by real-valued feedback gains. The second control strategy is
similar to the first, except that the real-valued control gains are substituted
by complex-valued ones. In the third control strategy, the discrete struc-
tural acoustic sensing approach is introduced for observing the sound ra-
diation from the structure, and the estimated sound power constitutes the
controller input. The control gains aiming to reduce the sound radiation
from a simply-supported beam are optimized respectively for the three
control strategies, and the control performances are compared. Numerical
results show that using the complex-valued control gain in the controller
design is always better than using real-valued gain. Furthermore, the
ACLD treatments adopting the third control strategy require lowest con-
trol efforts.
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11:30

5aSA10. Vibration control of optomechanical components.
Vyacheslav M. Ryaboy �Newport Corp., 1791 Deere Ave., Irvine, CA,
92606, vyacheslav.ryaboy@newport.com�

The purpose of optomechanical components is to anchor optical ele-
ments �such as light sources, lenses, mirrors, etc.� in space so that the
optical paths would be unperturbed by environmental impacts, first of all
by vibration. Dynamic alignment of components is a main design optimi-
zation criterion for the optomechanical systems. An optical table or bread-
board is often used as a common base for the whole optomechanical
assembly. It can be sufficiently isolated from the floor vibration, but its
own flexural resonance vibrations may still cause misalignments. The pa-
per estimates various ways of vibration damping of optical tables, includ-
ing new methods of passive damping combined with motion transforma-
tion, as well as active damping. Optical rods and posts offset optical
elements from the table. These components have their own resonance
properties. The paper presents analytical estimates and optimization meth-
ods for introducing damping materials in the optical posts. Experimental
results comparing dynamic properties of damped and non-damped struc-
tures will be presented.

11:45

5aSA11. Whole body vibration measurements on forklift trucks.
Alberto Behar �Noise Control, 45 Meadowcliffe Dr, Scarborough, ON,
Canada, M1M 2X8 behar@sympatico.ca� and Steven Libich �WESA�

Data on acceleration values on forklift trucks related to Whole Body
Vibration are notably missing in the literature. Although there are several
standards that provide guidance on how measurements have to be per-
formed, they are somehow conflicting and difficult to implement since
they require simultaneous measurement and processing of data in the three
axes, x , y and z . Standards also provide limit values for safety of the
personnel exposed to the vibrations. The development of new instruments
has made these kind of measurements much easier to perform and to
interpret the results, since they include filters following the standards and
allow for the use of tri-axial accelerometers. This paper describes mea-
surements done on 11 forklift trucks in a real-life situation, while perform-
ing tasks normal for their use. The trucks are of the standing-operator type.
The accelerometers were mounted on the body of the truck, so that vibra-
tions were representative for what the operators were exposed to. The
three-axes orientation of the accelerometer were taken into account. The
paper will present results of the measurements and their assessment fol-
lowing the existing ISO and BS Standards.

FRIDAY MORNING, 20 MAY 2005 REGENCY D, 8:00 A.M. TO 12:00 NOON

Session 5aSC

Speech Communication: Intelligibility and Studies of Populations with Speech and Hearing Disorders
„Poster Session…

Sigfrid D. Soli, Chair
House Ear Inst., 2100 W. Third St., Los Angeles, CA 90057

Contributed Papers

All posters will be on display from 8:00 a.m. to 12:00 noon. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 8:00 a.m. to 10:00 a.m. and contributors of even-numbered papers will be at their
posters from 10:00 a.m. to 12:00 noon.

5aSC1. Evaluation of effect of presbycusis on speech intelligibility by
several kinds of speech test in rooms. Hiroshi Sato �Inst. for Human
Sci. & Biomed. Eng., Natl. Inst. of Adv. Industrial Sci. and Technol., 1-1-1
Higashi, Tsukuba, Japan� and Hayato Sato �Kobe Univ., Rokko, Nad,
Kobe 657-8501, Japan�

Word recognition tests with logatom and word familiarity controlled
word lists and sentence intelligibility test in simulated sound fields with
noise and/or reverberation were carried out to assess the effect of hearing
loss due to aging on speech communication in rooms. The result demon-
strates that �1� speech recognition scores of elderly listeners are 25%
lower than those of young adults for any kinds of speech test. This differ-
ence is equal to the 5 dB increase of ambient noise for elderly listeners. �2�

Detailed speech recognition process in noise and/or reverberation is de-
scribed with scores of various kinds of speech test. �3� Peripheral auditory
functions are mainly affected by aging. On the other hand, central auditory
processing functions of the aged examined with word familiarity and
meanings of words shows same performance as the young. These results
were expected to lead the discussion for speech communication in aged
society and the standardization for sound environment.

5aSC2. Effect of training using lexically easy and hard words on
speech understanding in noise. Matthew H. Burk and Larry E. Humes
�Dept. of Speech and Hearing Sci., Indiana Univ., Bloomington, IN 47405,
maburk@indiana.edu�

Older hearing-impaired adults often have difficulty understanding
speech in noise, even with proper amplification. One reason for this diffi-
culty may be a lack of practice or inability to make use of new auditory
information, which has been absent due to a progressive, peripheral hear-
ing loss over many years. An often overlooked aspect of the rehabilitation
process, which could help to improve this deficit, is listener training. The
goal of this study was to create a word-based training protocol which
could improve speech understanding in noise when listeners are presented
with new, novel stimuli outside the clinic. Previous work with word-based
training using one talker showed a large training effect that generalized to
novel talkers; however, sufficient generalization to novel words and sen-
tences was lacking. The current study attempts to increase generalization
by training listeners with multiple talkers and lexically hard words. Gen-
eralization to novel words, both lexically easy and lexically hard, novel
talkers, and sentences, with the latter also constructed from lexically easy
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and hard words, will be described. �Work supported, in part, by a research
grant from NIA, R01-AG08293, awarded to the second author, and an
NIH training grant.�

5aSC3. Comparison of speech intelligibility measures. Jacqueline S.
Laures and Gary G. Weismer �Georgia State Univ., Atlanta, GA 30302�
and �Univ. of Wisconsin-Madison, Madison, WI�

The speech intelligibility of dysarthric speakers is perceptually mea-
sured by one of the following four techniques: direct magnitude estimation
with a modulus, free modulus magnitude estimation, interval scaling, and
transcription. Weismer and Laures �2002� suggest that magnitude esti-
mates may provide a more complete representation of speech intelligibility
than other methods of measurement because it may be more sensitive to
non-segmental aspects of speech, such as prosody. However, the empirical
data supporting such a statement is quite limited. The purpose of the
current study is to explore the relationship of the four different measure-
ment techniques to determine if one approach may provide a more accu-
rate determination of the speech intelligibility of dysarthric speakers.
Twelve listeners measured the speech of six dysarthric speakers and two
healthy control speakers using the four different measurement techniques.
Each speaker produced three sentences twice. The sentences were pre-
sented via a loudspeaker in a sound attenuated booth. Listeners rated the
sentences using the four techniques. The order of techniques used was
counterbalanced. A correlation analysis revealed that the four techniques
were highly related. Implications of this finding are discussed.

5aSC4. Effects of speech-rate and pause duration on sentence
intelligibility in younger and older normal-hearing listeners. Akihiro
Tanaka, Shuichi Sakamoto, and Yô-iti Suzuki �R.I.E.C., Tohoku Univ.,
Katahira 2-1-1, Aoba-ku, Sendai 980-8577, Japan�

Speech-rate conversion techniques aid speech comprehension by al-
lowing more time for perceptual and cognitive processes. However, if only
the speech-rate of a telecast is converted, auditory and visual information
become asynchronous. One possible method to resolve the problem is to
reduce the pause durations between phrases; unfortunately, this can evoke
a marked negative effect. For that reason, the present study examines the
effects of the speech-rate and pause duration on sentence intelligibility. We
manipulated the lengths of phrases relative to the original length �0,
�100, �200, �300, and �400 ms), and the pause durations between
phrases in a sentence �0, 100, 200, 300, and 400 ms�. Listeners were asked
to write down sentences they discerned from the noise. The intelligibility
score increased in younger and older listeners when the speech signal was
expanded. Regarding the pause duration, intelligibility was best when the
pause duration was 200 ms in younger listeners; in older listeners, the
intelligibility score was highest when the pause durations were 200 ms and
400 ms. These results provide evidence that might benefit speech-rate
conversion through better use of pause duration.

5aSC5. Simulation of temporal aspects of auditory aging. Ewen
MacDonald �Inst. of Biomaterials and Biomed. Eng., Rm 407 Rosebrugh,
Univ. of Toronto, Toronto, ON, Canada M5S 3G9, macdone@
ecf.utoronto.ca�, Kathy Pichora-Fuller, and Bruce Schneider �Univ. of
Toronto at Mississauga �UTM�, Mississauga, ON, Canada L5L 1C6�

A jittering technique to disrupt the periodicity of the signal was used to
simulate the effect of the loss of temporal synchrony coding believed to
characterize auditory aging. In one experiment jittering was used to distort
the frequency components below 1.2 kHz and in a second experiment the
components above 1.2 kHz were distorted. To control for spectral distor-
tion introduced by jittering, comparison conditions were created using a
smearing technique �Baer and Moore, 1993�. In both experiments, 16 nor-
mal hearing young adult subjects were presented with SPIN sentences in
three conditions �intact, jittered, and smeared� at 0 and 8 dB SNR. When
the low frequencies were distorted, speech intelligibility in the jittered

conditions was significantly worse than in the intact and smeared condi-
tions, but the smeared and intact conditions were equivalent. When the
high frequencies were distorted, speech intelligibility was reduced simi-
larly by jittering and smearing. On low-context jittered sentences, results
for young adults mimicked results found previously for older listeners
with good audiograms �Pichora-Fuller et al., 1995�. It is argued that the
jittering technique could be used to simulate the loss of neural synchrony
associated with age-related changes in temporal auditory processing.

5aSC6. Comparison of hearing loss compensation algorithms using
speech intelligibility measures. Meena Ramani �Dept. of Elec. and
Comput. Eng., Univ. of Florida, P.O. Box 116130, Bldg. 33, Ctr. Dr. Rm.
NEB 444, Gainesville, FL 32611�, John G. Harris �Univ. of Florida,
Gainesville, FL 32611�, Alice E. Holmes �Univ. of Florida, Gainesville,
FL 32611�, Mark Skowronski �Univ. of Florida, Gainesville, FL 32611�,
and Sharon E. Powell �Univ. of Florida, Gainesville, FL 32611�

Sensorineural hearing loss includes loss of high-frequency sensitivity
which results in decreased speech intelligibility. The loss cannot be com-
pensated by inverting the audiogram because of the non-linear effects of
sensorineural hearing loss �frequency smearing, decreased dynamic range,
decreased time-frequency resolution�. Several non-linear compensation
schemes exist �Half-gain, POGO, NAL-R, Fig. 6, DSL and LGOB� and
this paper provides a comparison of those using the objective Perceptual
Evaluation of Subjective Quality �PESQ� score and the subjective Hearing
In Noise Test �HINT�. The listening tests were run on 15 unaided hearing
impaired listeners as well as 15 normal hearing listeners using a simulated
hearing loss algorithm. These results show marked improvement in intel-
ligibility for the compensated speech over the normal speech for both
normal and hearing impaired adults.

5aSC7. A comparative study of perceived, predicted, and measured
speech intelligibility. Michael E. Hermes, Melinda J. Carney, and
Dominique J. Cheenne �Dept. of Audio Arts & Acoust., Columbia
College Chicago, Chicago, IL 60605�

Intelligibility metrics were obtained using a variety of methods in a
gymnasium that serves as a place of worship. A word list trial, a computer
model, and a computer-based %Alcons test provided the data. The results
were compared in order to gauge their relative accuracy. The data from the
%Alcons testing were found to be unreliable, but a direct relationship was
established between the mean word list test scores and the results gathered
from the computer model. This relationship allowed for a translation of the
scores to %Alcons.

5aSC8. A statistical model for prediction of functional hearing
abilities in real-world noise environments. Sigfrid Soli �House Ear
Inst., 2100 W. 3rd St., Los Angeles, CA 90057�, Chantal Laroche,
Christian Giguère, and Véronique Vaillancourt �Univ. of Ottawa, Ottawa,
ON, Canada�

Many tasks require functional hearing abilities such as speech commu-
nication, sound localization, and sound detection, and are performed in
challenging noisy environments. Individuals who must perform these tasks
and whose functional hearing abilities are impaired by hearing loss may
constitute safety risks to themselves and others. We have developed and
validated in two languages �American English and Canadian French� sta-
tistical techniques based on Plomps �1986� speech reception threshold
model of speech communication handicap. These techniques predict func-
tional hearing ability using the statistical characteristics of the real-world
noise environments where the tasks are performed together with the com-
munication task parameters. The techniques will be used by the Depart-
ment of Fisheries and Oceans Canada to screen individuals who are re-
quired to perform hearing-critical public safety tasks. This presentation
will summarize the three years of field and laboratory work culminating in
the implementation of the model. Emphases will be placed on the methods
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for statistical characterization of noise environments, since these methods
may allow generalization of the model to a wider range of real-world noise
environments. �Work sponsored by Department of Fisheries and Oceans
Canada.�

5aSC9. Predicting speech intelligibility in real-world noise
environments from functional measures of hearing. Christian
Giguère, Chantal Laroche, Véronique Vaillancourt �Univ. of Ottawa, 451
Smyth Rd., Ottawa, ON, K1H 8M5, Canada�, and Sigfrid Soli �House Ear
Inst., Los Angeles, CA 90057�

In everyday life situations and in many occupational settings, speech
communication is often performed in noisy environments. These environ-
ments can sometimes be very challenging, particularly for individuals im-
paired by hearing loss. Diagnostic measures of hearing, such as the audio-
gram, are not adequate to make accurate predictions of speech
intelligibility in real-world noise environments. Instead, a direct functional
measure of hearing, the Hearing In Noise Test �HINT�, has been identified
and validated for use in predicting speech intelligibility in a wide range of
face-to-face speech communication situations in real-world noise environ-
ments. The prediction approach takes into account the voice level of the
talker in noise due to the Lombard effect, the communication distance
between the talker and the listener, a statistical model of speech perception
in specific noises, and the functional hearing abilities of the listener. The
latter is taken as the elevation of the individual’s speech reception thresh-
old in noise above the normative value for the HINT test. This test is
available in several languages, so that language-specific needs can be ad-
dressed. The detailed approach will be presented with an emphasis placed
on application examples in clinical and/or occupational settings.

5aSC10. Perceptual, acoustic, and tongue shape measures during ÕrÕ

production pre- and post-treatment using visual feedback from
ultrasound: case studies of two adolescents. Marcy Adler-Bock,
Barbara Bernhardt, Penelope Bacsfalvi �Dept. of Audiol. and Speech Sci.,
Univ. of British Columbia, 5804 Fairview Ave., Vancouver, BC, V6T 1Z3�,
and Bryan Gick �Univ. of British Columbia, Vancouver, BC, Canada V6T
1Z1�

This study examined the effectiveness of using visual feedback from
ultrasound in remediation of persistent /r/ errors. Ultrasound provided the
participants and the clinician with a dynamic sagittal or coronal image of
the tongue during speech production. The participants in this study were
two adolescent boys ages 12 and 14 who were not able to produce an
on-target North American /r/. Both participants had received at least one
year of traditional /r/ therapy without improvement. Treatment was pro-
vided over 13 one-hour sessions using visual feedback from ultrasound.
Initially, /r/ was broken down and rehearsed as individual motor targets
�tongue tip, body, root�; these components were then practiced in combi-
nation to produce /r/ in isolation, then in syllables, words, and phrases.
Post-treatment changes in /r/ production were captured through transcrip-
tion, acoustic analysis, and tongue shape measurement. Both participants
/r/ productions were rated as having more tokens of on-target /r/ post-
treatment. Acoustic results supported these findings with the third formant
lowering post-treatment. Tongue shape measures indicated that the partici-
pants tongue shapes were more similar to the modeled /r/ tongue shape
post-treatment. These case studies suggest that visual feedback as pro-
vided by ultrasound may be a useful adjunct to speech �re�habilitation.

5aSC11. The influence of severity of speech involvement on acoustic
measures in dysarthria. Yunjung Kim, Gary Weismer, and Ray D. Kent
�Dept. of Communicative Disord. and Waisman Ctr., Univ. of
Wisconsin-Madison, Madison, WI 53705�

Several different acoustic measures have described the articulatory
deficit and predicted the overall speech intelligibility deficit in speakers
with dysarthria. The articulatory basis of acoustic variables that predict

speech intelligibility variations across speakers have been thought to be
the ones that should be manipulated clinically for maximum therapeutic
effect. For example, F2 extent and slope are known to have strong corre-
lations with speech intelligibility measures, across dysarthric speakers.
This may suggest that within-speaker manipulation of magnitude and/or
speed of articulatory movements will, if successful, result in improved
speech intelligibility. Some of our previous work �Weismer et al., 2001,
Folia Phoniat. Logopaed.� indicates, however, that these measures may not
be predictive of within-speaker fluctuations in intelligibility, but rather are
indices only of across-speaker variation in severity. The large data base of
dysarthric speakers at UW-Madison permits us to begin to determine how
much variability exists for measures like F2 slope in a relatively large
group of speakers with homogeneous speech severity. This paper will
report results of F2 extent and slope measures for speakers with relatively
mild speech involvement. If the measures are primarily tied to severity,
they should not vary much within a homogeneous group of speakers.
�Work supported by DC00319.�

5aSC12. Variability of jaw movement in contrastive stress production
of children with and without speech delay of unknown origin. Jennell
C. Vick, Lakshmi Venkatesh, and Christopher A. Moore �Dept. of Speech
and Hearing Sci., Univ. of Washington, Seattle, WA 98101�

This study was designed to evaluate the control of jaw movement in
contrastive stress productions of children with and without speech delay.
The spatiotemporal index �STI� was used to calculate variability in jaw
movement trajectories in 12 children producing three different metrical
forms of CVCV syllables �trochaic, iambic, and even stress; papa, mama,
and baba�. The children �mean age: 3;2 years� were categorized, four in
each of three groups, as having Normal Speech Acquisition �NSA�,
Speech Delay �SD�, or both �NSA/SD� using the Speech Disorder Classi-
fication System �Shriberg et al., 1997�. Results replicated findings in typi-
cally developing children of a similar age reported by Goffman and Malin
�1999� where iambic forms were produced with greater stability than tro-
chaic forms as measured by the STI. Analysis using a repeated measures
ANOVA revealed significant effects for contrastive stress type, speech
disorder classification, and syllable identity. Results are reported in the
context of vowel acoustic measures of contrastive stress. �Work supported
by NIDCD R01 DC 0000822-10.�

5aSC13. Articulatory movements during vowels produced by
speakers with dysarthria and normal controls. Yana Yunusova, John
Westbury, and Gary Weismer �Dept. of Commun. Disord. and Waisman
Ctr., Univ. of Wisconson–Madison, 1500 Highland Ave., Madison, WI
53705�

The central goal of the study was to provide a quantitative description
of contributions of the jaw, lower lip, tongue blade and tongue dorsum to
vowel productions, and to determine patterns of interarticulatory interac-
tions between movements. Kinematic and acoustic signals were collected
using the x-ray microbeam. Thirty-four speakers, 12 with dysarthria due to
Parkinson disease, 7 with amyotrophic lateral sclerosis, and 15 normal
controls, were recorded reading sentences at a comfortable speech rate.
Ten CVC words, each containing one of the English vowels /i,I,u,a,ae,o/
carrying primary stress, were selected for analysis. Each fleshpoint trajec-
tory was characterized by marker positions at vowel onset and offset, and
the moment when speed was lowest. Measures of distance traveled, time
to and from the moment of minimum speed, and peak and average move-
ment speed were employed. Movement characteristics, and associations
between movements, were compared for different vowels, contexts, speak-
ers and groups. Results are reported for vowels and vowel groups �e.g., lax
versus tense�, averaged separately by contexts for speaker groups. The
data speak to previous claims that speakers with dysarthria exhibit evi-
dence of discoordination in speech movements relative to normal perfor-
mance. �Work supported by NIDCD Award R01 DC003723.�
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5aSC14. Spectral contributions to intelligibility of sentences with
flattened fundamental frequency. Peter J. Watson and Robert S.
Schlauch �Dept. of Speech-Lang.-Hearing Sci., Univ. of Minnesota, 164
Pillsbury Dr. S.E., Shevlin 115, Minneapolis, MN 55455, pjwatson@
umn.edu�

Recently, the contribution of fundamental frequency (F0) variation to
speech intelligibility in background noise has been studied �J. Laures and
G. Weismer, JSLHR 42, 1148–1156 �1999��. The process used for this
analysis is to flatten the frequency contour at the average F0. Results
show that sentences with flattened F0 are less intelligible than those with
natural F0 variation. However, this technique may reduce the prominence
of formant peaks because it excludes F0s that are below the average
flattened frequency. As noted by Laures and Weismer �1999�, eliminating
lower F0s from the analysis results in wider spacing between the harmon-
ics and the available energy to excite the vocal tract resonances is dimin-
ished. This study examined the effect of flattening at the average and
lowest F0 of each sentence to intelligibility. Twenty subjects listened to
sentences in a continuous noise background. Sentences were equated for
root-mean square energy. Results showed that the low-flattened condition
was significantly more intelligible than the average-flattened condition.
However, a condition with natural F0 variation was more intelligible than
the two flattened conditions. These findings show that that the frequency
of flattening does contribute to intelligibility but that natural F0 variation
appears to contribute to a greater degree.

5aSC15. Comparison of cues in auditory selective and divided
attention. Jae hee Lee and Larry E. Humes �Indiana Univ. at
Bloomington, Bloomington, IN 47405�

This study investigated auditory selective and divided attention in ten
normal-hearing listeners. Subjects listened to two simultaneous sentence-
like utterances from the Coordinate Response Measure �CRM� speech
corpus at 90 dB SPL in dichotic or monotic listening conditions. This
corpus has the following format, Ready �call sign�, go to �color� �number�,
now, with all possible combinations of call signs �8�, colors �4� and num-
bers �8�. In all conditions, the listener identified the color-number coordi-
nates spoken by the target talker. The target talker was identified by a cue
provided either prior to �selective attention� or following �divided atten-
tion� the presentation of the two simultaneous utterances. In the first ex-
periment, either the ear or the call sign served as the cue for the target
talker in monotic or dichotic listening conditions. In the second experi-
ment, talker gender served as the cue in monotic listening conditions.
Across both experiments, performance for selective attention was superior
to that for divided attention. Performance for ear or gender cueing was
better than for call sign. Analysis showed that 80% of errors were due to
intrusions from the competing utterance, supporting an informational �at-
tention�, rather than energetic, form of masking. �Work supported, in part,
by NIH R01 AG08293.�

5aSC16. Effects of high intensity on recognition of low- and high-
frequency speech in noise. Van Summers and Mary Cord �Army
Audiol. & Speech Ctr., Walter Reed Army Medical Ctr., Washington, DC
20307-5001�

For listeners with normal hearing �NH�, speech recognition scores of-
ten decrease when intensities exceed moderate levels �rollover is ob-
served�. It is currently unclear whether the factors leading to rollover in
NH listeners also limit performance for hearing-impaired �HI� listeners at
high sound levels. This study aimed at clarifying the stimulus conditions
most clearly associated with rollover and whether rollover effects are simi-
lar for NH listeners and listeners with mild hearing impairment. In Stage
1, NH and HI listeners heard digitally-filtered sentences and adaptive pro-
cedures were used to determine high- and low-frequency bandwidths
yielding 70%-correct word recognition in quiet at moderate levels. In
Stage 2, broadband and band-limited stimuli �based on the high-, and
low-frequency passbands measured in quiet in Stage 1� were tested at

moderate levels in background noise. Noise levels were varied adaptively
to determine signal-to-noise levels supporting 30%-correct recognition.
Stimulus conditions leading to criterion performance at moderate presen-
tation levels in Stage 2 were then retested at higher levels in Stage 3. NH
listeners showed larger and more consistent rollover effects for high-
frequency than for low-frequency or broadband stimuli. The results for HI
listeners showed greater variability but also indicated clear rollover effects
for high-frequency stimuli at high levels.

5aSC17. The effect of auditory feedback alterations on the speech
quality of hearing aid and cochlear implant users. Dragana Barac-
Cikoja and Leslie Klein �Gallaudet Univ., 800 Florida Ave. NE,
Washington, DC 20002�

The speech of seven hearing aid �HA� users with severe-profound
hearing loss and six cochlear implant �CI� users was recorded as they read
the Rainbow Passage while their speech feedback was either spectrally
altered in real-time, completely masked by multi-talker babble noise, or
unaltered. Spectral alterations were implemented by filtering the speech
signal into either one or four frequency bands, extracting their respective
amplitude envelope�s�, and amplitude-modulating the corresponding noise
band�s�. While the single-band condition provided only coarse information
about the speech rhythmic structure, the four-band noise signal remained
intelligible. Auditory feedback was presented via insert earphones to the
HA users, and via the auxiliary jack �with the headpiece microphone si-
lenced� to the CI users, at the participants’ most comfortable listening
level. The quality of the recorded speech �separated into individual sen-
tences� was assessed using a 2IFC procedure. For each combination of the
experimental conditions, six judges selected the more natural-sounding
utterance in a pair. Preference scores were calculated for each of the four
feedback conditions and statistically tested. HA and CI group differed in
how feedback intelligibility affected the speech quality. Possible acoustic
correlates of the perceived differences will be discussed.

5aSC18. Articulatory and acoustic measurements of vowels in hearing
impaired speakers following treatment. Penelope Bacsfalvi and
Barbara Bernhardt �School of Audiol. and Speech Sci. �SASS�, UBC,
Vancouver, BC, Canada V6T 1Z3, Penelope@audiospeech.ubc.ca�

The purpose of this study was to examine the relationships between
ultrasound tongue shapes, electropalatography �EPG� contacts, formant
data, and the perceptual data in the vowels of three hard of hearing ado-
lescents. This pilot study examines the pre- and post-therapy speech of the
participants in a 6 week group therapy programme with ultrasound and
EPG technologies. Before treatment, participants showed particular diffi-
culty with high vowels and the tense-lax distinction. Recordings were
made of 2 males and 1 female with ultrasound and EPG. Three types of
measurements were made; formant measurements, EPG tongue palate
contacts, and perceptual judgements by experienced speech-language pa-
thology researchers. Initial analysis values showed a change in the direc-
tion of EPG contact patterns, and perceptual categories. F1 values de-
creased and F2 values increased, moving in the direction of typical
formant frequencies found in hearing people. Preliminary results of this
study support a lingual-articulatory approach to treatment.

5aSC19. The role of fundamental frequency „F0… contours in the
perception of speech against interfering speech. Christine Binns and
John F Culling �School of Psych., Cardiff Univ., Tower Bldg., Park Pl.
Cardiff, CF10 3AT, UK�

A set of experiments investigated the effect of the F0 contour on
speech intelligibility against interfering sounds. Speech Reception Thresh-
olds �SRTs� were measured in dB for sentences with different manipula-
tions of their F0 contours. These manipulations involved either a scaled
reduction in F0 variation, or the complete inversion of the F0 contour.
Against speech-shaped noise, a flattened F0 contour did not have a sig-
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nificant impact on the intelligibility of speech compared to a normal F0
contour: the SRT for the flattened F0 contour being only 0.7 dB higher.
The SRT for the inverted contour, however, was 1.6 dB higher than for the
normal F0 contour. When the sentences were played against a single-
talker interferer, the overall effect was greater, with a 2.1 dB difference
between the normal and flattened conditions, and 3.3 dB between the
normal and inverted F0 contours. There was found to be no effect of
altering the F0 contour of the interferer, indicating that any abnormality of
the F0 contour serves to mask the intelligibility of the target speech, but
does not alter the effect of the interfering speech. Future research will
investigate the impact on speech intelligibility of similar manipulations of
a low-pass-filtered F0 contour.

5aSC20. Perceptual strategies for identifying vowels produced by
speakers with dysarthria. Kate Bunton �Dept. of Speech, Lang., and
Hearing Sci., Univ. of Arizona, P.O. Box 210071, Tucson, AZ 85721�

It has been previously reported that changes to the fundamental fre-
quency contour of vowels influences their identification �e.g., H. Traun-
muller, J. Acoust. Soc. Am. 69, 1465–1475 �1981��. Similar changes in
vowel identification have been demonstrated for some listeners when the
F0 contour of a dysarthric speaker has been modified �e.g., flattened or
enhanced� �Bunton �2004��. These listeners appear to rely on F0�F1
space for identification of vowel height; this strategy is consistent with a
perceptual model of vowel recognition described by A. Syrdal and H.
Gopal �J. Acoust. Soc. Am. 79, 1086–1100 �1986��. Other listeners, how-
ever, appear to utilize different acoustic cues to identify a given vowel.
This study focused on defining those perceptual strategies. Multi-
dimensional plots of acoustic cues likely to influence vowel perception are
used to illustrate perceptual strategies that may have been used by these
listeners for identification of vowels in the speech of individuals with
dysarthria associated with Parkinson disease. �Work supported by NIH
R03 DC005902.�

5aSC21. Perception of coarticulation in gated words by dyslexic and
non-dyslexic children. Patricia Keating �UCLA, Los Angeles, CA
90095-1543�, Frank Manis, Jennifer Bruno, and Jonathan Nakamoto
�USC, Los Angeles, CA 90089-1061�

In an auditory word gating task, listeners are presented with portions
of words, and try to identify these acoustic fragments as lexical items. It
has been shown that children need more acoustic information than adults
to succeed, and that dyslexic children can require more information than
other children. It is also known that adults can use early acoustic cues to
identify features of upcoming segments. For example, in English anticipa-
tory vowel nasalization implies that a nasal consonant will follow, and
similarly anticipatory lateralization. Our study asked whether dyslexic
children are impaired in their perception or use of such anticipatory coar-
ticulatory information. Successive gates from test words that ended in a
nasal �8 words� or /l/ �4 words�, or control words with final oral stops,
were blocked by length and presented to 26 dyslexic and 26 non-dyslexic
children. Responses were audiorecorded and later transcribed; responses
were scored re both the full word and the nasality/laterality of the final
consonant. Dyslexics as a group required more gates to identify nasality,
but not whole words. Language-impaired dyslexics required more gates to
identify whole words as well as nasality. Performance on the gating task
significantly predicted reading ability when age and IQ were controlled.

5aSC22. Phonetic labeling along a formant transition duration
continuum in children with specific language impairment. Harvey M.
Sussman, Elizabeth Burlingame, Ronald B. Gillam �Dept. of Commun.
Sci. & Disord., Univ. of Texas, Austin, TX 78712�, and Jessica F. Hay
�Univ. of Texas, Austin, TX 78712�

Fifteen children diagnosed with specific language impairment �SLI�
and fifteen typically developing �TD� children were tested for identifica-
tion performance on two synthetic speech continuua varying in formant
transition durations �FTDs�. One continuum varied from �ba�-to-�wa� and

the other varied from �da�-to-�ja�. Several dependent measures were de-
rived based on d’from signal detection theory. These measures were used
to assess category boundaries and to indirectly assess sensitivity to pho-
netic changes in labeling category tokens along each continuum. The SLI
group showed less consistent identification performance along the �ba�-
�wa� series relative to the TD group, as well as reduced sensitivity to
phonetic changes along the continuum. On the �da�-�ja� continuum, the
SLI group revealed less consistent identification performance on the short
FTD end, but similar identification levels to the TD group at the long FTD
end. The overall results support the view that children with SLI reveal a
deficiency in the processing of speech sounds at the level of segmental
identity.

5aSC23. Classification of dysarthric and non-impaired speech based
on prosodic features. Greg Kochanski �Oxford Univ., 41 Wellington
Square, Oxford OX1 2JF, UK, gpk@kochanski.org� and Rupal Patel
�Northeastern Univ., Boston, MA 02115�

Prosodic differences between dysarthric and healthy speakers were
studied. Six acoustic properties that are plausibly more influenced by su-
prasegmental aspects of speech �e.g., emphasis� than the segmental details
of the words were measured. The time course of these properties were
analyzed over each utterance by fitting Legendre Polynomials. The result-
ant Legendre coefficients were then fed to linear- and quadratic-
discriminant classifiers. All of the six properties were individually capable
of distinguishing dysarthric speech from healthy speech. Based on one
acoustic property measured over a single short sentence, we could cor-
rectly classify a speaker as healthy or dysarthric 55–75% of the time,
depending on the acoustic property used. More complex classifiers that
used all the acoustic properties correctly classified the speaker 97% of the
time based on nine utterances. The strongest difference between normal
and dysarthric speech was in loudness. Dysarthric speakers did not reli-
ably produce the loudness patterns associated with stressed syllables. They
also had a wider range in amplitude, greater voicing variability, smaller
excursions of fundamental frequency, and less final lengthening compared
to healthy speakers. The classification we demonstrated may be extended
to a become a graduated measurement of severity, thereby contributing to
diagnostics and intervention in dysarthria.

5aSC24. Effects of hearing impairment on the perception and neural
representation of time-varying spectral cues. Ashley W. Harkrider,
Patrick N. Plyler, and Mark S. Hedrick �Dept. of Audiol. and Speech
Pathol., Univ. of Tennessee, 457 South Stadium Hall, Knoxville, TN
37996�

Differences in phonetic boundaries versus normal controls suggest that
listeners with hearing impairment �HI� have difficulty categorizing stop
consonant place of articulation based solely on the dynamic spectral in-
formation present in the second formant transition (F2), even when the
stimuli are amplified. This may be due to a degraded ability of the central
auditory nervous system to process time-varying spectral cues despite en-
suring overall audibility. However, increasing the overall level of the
stimuli may not result in improved audibility of F2. To determine if spec-
tral shaping of F2 improves performance of listeners with HI, psychomet-
ric functions and N1-P2 cortical responses were compared in 10 older
listeners with normal hearing versus 10 older listeners with HI. Stimuli
were synthetic consonant-vowels along a /ba/-/da/-/ga/ place-of-
articulation continuum in an unshaped and shaped condition. Generally,
behavioral and N1-P2 results indicate that, with shaping, categorization
of /d/ and /g/ improves. These findings suggest that enhanced audibility of
F2 through spectral shaping does improve perception of stop consonant
stimuli. However, categorical boundaries for the individuals with HI are
shifted lower in frequency with shaping for all phonemes versus normal
controls, indicating that enhancing audibility improves but does not com-
pletely normalize categorization performance.
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5aSC25. Effect of two-band dichotic listening for hearing impaired
listeners. Shuichi Sakamoto, Atsunobu Murase, Yôiti Suzuki �Res. Inst.
of Elect. Comm./ Grad. School of Information Sci., Tohoku Univ., 2-1-1
Katahira, Aoba-ku, Sendai, Miyagi, Japan, saka@ais.riec.tohoku.ac.jp�,
Tetsuaki Kawase, and Toshimitsu Kobayashi �Tohoku Univ., Aoba-ku,
Sendai, Miyagi, Japan�

The increase of the upward spread of masking is a phenomenon that is
typically observed among sensorineural hearing-impaired listeners. To re-
solve this problem, dichotic listening, by which an input speech spectrum
is split into two complementary parts and is presented dichotically, seems
effective to reduce masking between contiguous frequency bands. This
study examines effects of simple two-band dichotic listening with a cut-off
frequency around and between the typical first and second formant fre-
quencies of the preceding vowel. We measured speech intelligibilities in
both quiet and noisy environments �S/N 4 and 0 dB�. Three types of
vowel-consonant-vowel nonsense monosyllables, of which preceding
vowels were /a/, /i/, and /u/, were used as speech stimuli. Results showed
that this dichotic processing was effective, especially in relatively high
S/N conditions. Moreover, the best dividing frequency was dependent on
the preceding vowel. When /a/-consonant-vowel was used, the best divid-
ing frequency was 1.0 kHz �around F1 of Japanese vowel /a/�, whereas
the best dividing frequency was 0.8 kHz �between F1 and F2 of Japanese
vowel /u/� when the /u/-consonant-vowel was used.

5aSC26. Signal to noise ratio loss and consonant confusions. Yang-
soo Yoon and Jont B. Allen �Univ. of Illinois, Speech and Hearing, 901 s
sixth, Champaign, IL 61820, yyoon5@uiuc.edu�

Previous SNR loss �also called speech loss� studies showed that �1�
SNR loss cannot be predicted from audiometric measures, �2� 40% of
hearing aids wearers have 5 dB SNR loss or greater, and �3� SNR loss
influences speech intelligibility significantly. These showed SNR loss to
be important in speech recognition, but they do little, or no to illuminate
the nature of consonant confusion, resulting from SNR loss. Thus, the goal
of the current study was to investigate the effect of SNR loss on 16
consonants recognition in hearing impairment as a function of SNR. Con-
fusion matrix data were collect and analyzed, and Fletcher’s AI was cal-
culated from the SNR. These two measures were utilized �1� to determine
how SNR loss was related to the event loss, �2� to test whether clustering
of syllables in terms of consonant confusions was complied with SNR
loss, and �3� to compare PI functions obtained from subjects and AI
model. The results show that the degree of consonant confusion varies, but
members of consonants confused with target sound above chance level are
similar, as a function of SNR loss and SNR. It suggests that SNR loss
limits recognition for specific consonants, even in noise.

5aSC27. Driving performance and auditory distractions. Elzbieta B.
Slawinski, Jane F. MacNeil, Mona Motamedi, Benjamin R. Zendel
�Psych. Dept., Univ. of Calgary, 2500 Univ. Dr., Calgary, AB, Canada T2N
1N4�, Kirsten Dugdale, and Michelle Johnson �Univ. of Calgary.,
Calgary, AB, Canada T2N 1N4�

Driving performance depends on the ability to divide attention during
different tasks. In spite of the fact that driving abilities are associated with
visual stimulation, driving performance depends on attention to stimula-
tion and/or auditory distraction. Research shows that listening to the radio
is a principal auditory distracter during the time of driving �Brodsky,
2002�. In the laboratory a few experiments were conducted on the auditory
distraction �e.g., music, stories� and signal processing by young and older
drivers. Results show that older subjects involved in listening to the stream
of information �independent of the hearing status� require higher intensity
of the auditory stimulation than younger drivers. It was shown that cog-
nition plays a role while listening to auditory stimuli. Moreover, it was
demonstrated that driving performance was influenced by the type of per-

formed music. A portion of these experiments and their results were pre-
sented at the Annual Meetings of CAA in 2002 and 2003 as well as being
published in the Journal of Psychomusicology 18, 203–209. Complete
results of the experiments will be discussed.

5aSC28. Speech intelligibility index calculations in light aircraft cabin
during flight. Tino Bucak and Ernest Bazijanac �Dept. of Aeronautics,
Faculty of Transport and Traffic Eng., Univ. of Zagreb, Croatia�

High levels of cabin noise in small general aviation aircraft signifi-
cantly deteriorate the quality of speech communications and potentially
endanger the safety of flight. Several ground and inflight cabin noise mea-
surements on new generation Cessna 172R were made during various
phases of flight. The results are analyzed and used for Speech Intelligibil-
ity Index �SII� calculations, in order to quantify the influence of cabin
noise on speech communications between crew members.

5aSC29. A detailed study on the effects of noise on speech reception.
Tammo Houtgast and Finn Dubbelboer �VU Univ. Medical Ctr.,
Amsterdam, The Netherlands�

The effect of adding continuous noise to a speech signal was studied
by comparing, for a series of quarter octave bands, the band output for the
original speech and for the speech-plus-noise. Three separate effects were
identified. �a� Average envelope-modulation reduction: the original
intensity-envelope is, on average, raised by the mean noise intensity, re-
sulting in a reduction of the original modulation index. �b� Random in-
stantaneous envelope fluctuations: on an instantaneous basis, the speech-
plus-noise envelope shows random variations, caused by the stochastic
nature of the noise, and by the instantaneous changes in the phase relation
between the speech and the noise. �c� Perturbations of the carrier phase: in
the band output carrier signal the addition of the noise causes random
phase changes. By applying signal processing techniques, we were able to
either include or exclude each of these three effects separately. The results
of intelligibility measurements indicated the following order of importance
of the three different effects: �1� the average envelope-modulation reduc-
tion, �2� the perturbation of the carrier phase, and �3� the random envelope
fluctuations. The results will be discussed in the light of modeling and
enhancing �noise suppression schemes� speech reception in noise.

5aSC30. Speech rate characteristics in dysarthria. Kris Tjaden, Geoff
Greenman, Taslim Juma, and Roselinda Pruitt �Dept. of Communicative
Disord., Univ. at Buffalo, 122 Cary Hall, 3435 Main St., Buffalo, NY
14214, tjaden@acsu.buffalo.edu�

Speech rate disturbances are pervasive in dysarthria, with some reports
suggesting that up to 80% of speakers with dysarthria exhibit speech rates
that differ from neurologically normal talkers. The contribution of articu-
lation time and pause time to the overall impairment in speech rate is not
well understood. Studies investigating speech rate characteristics in dys-
arthria also tend to focus on reading materials, yet there is reason to
suspect that the higher cognitive load of conversational speech may impact
speech rate characteristics differently for individuals with impaired speech
motor control, and neurologically normal talkers. The current study will
report speech rate characteristics for both a reading passage and conver-
sational speech produced by individuals with dysarthria secondary to Mul-
tiple Sclerosis �MS�, individuals with dysarthria secondary to Parkinson
Disease �PD� and healthy controls. The manner in which speech rate,
articulation rate, and pause characteristics differ for speakers with dysar-
thria and healthy controls will be examined. The contribution of articula-
tion time and pause time to overall speech rate also will be studied and
compared for the reading passage and conversational speech. �Work sup-
ported by NIDCD R01DC04689.�
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FRIDAY MORNING, 20 MAY 2005 GEORGIA A, 8:30 TO 11:35 A.M.

Session 5aSP

Signal Processing in Acoustics: Smart Acoustic Sensing for Land-Based Surveillance

Brian Ferguson, Chair
Defense Science and Technology Organization Maritime Systems Div., Pyrmont 2009, Australia

Chair’s Introduction—8:30

Invited Papers

8:35

5aSP1. Acoustic methods for tactical surveillance. Brian G. Ferguson and Kam W. Lo �Defence Sci. and Technol. Organisation,
P.O. Box 44, Pyrmont, NSW 2009, Australia�

Smart acoustic sensor systems can be deployed for the automatic detection, localization, classification and tracking of military
activities, which are inherently noisy. Acoustic sensors are appealing because they are passive, affordable, robust, and compact. Also,
the propagation of sound energy is not limited by obstacles that block or obscure the clear line of sight that is required for the effective
operation of electromagnetic systems. Methods, with examples, for extracting tactical information from acoustic signals emitted by
moving sources �air and ground vehicles� are provided for both single sensor and multiple sensor configurations. The methods are
based on processing either the narrowband or broadband spectral components of the sources’ acoustic signature. Weapon firings
generate acoustic impulses and supersonic projectiles generate shock waves enabling source localization and classification by pro-
cessing the signals received by spatially-distributed sensors. The methods developed for land-based acoustic surveillance using
microphone data are also applied to hydrophone data for passive acoustic surveillance of the underwater environment.

9:05

5aSP2. Autonomous acoustic sensing on mobile ground and aerial platforms. Tien Pham and Nassy Srour �US Army Res. Lab.,
2800 Powder Mill Rd., Adelphi, MD 20783-1197�

Acoustic sensor systems on the ground and/or in the air can be used effectively for autonomous and remote intelligence surveil-
lance and reconnaissance �ISR� applications. Acoustic sensors can be used as primary sensors and/or secondary sensors to cue other
higher-resolution sensors for detection, tracking and classification of continuous and transient battlefield acoustic events such as
ground vehicles, airborne aircraft, personnel, indirect fire, and direct fire. Current collaborative research activities at ARL in acoustic
sensing from mobile ground platforms such as HMMWVs and small robotic vehicles �P. Martin and S. Young, Proc. of SPIE Defense
& Security Symposium, 2004� and from aerial platforms such as UAVs and balloons �Reiff, Pham et al, Proc. of the 24th Army
Science Conference, 2004� demonstrate practical performance enhancements over fixed ground-based platforms for a number of ISR
applications. For both mobile ground and aerial platforms, self-generated noise �flow noise and platform noise� is problematic but they
can be suppressed with specialized windscreens, sensor placement, and noise cancellation technology. Typical acoustic detection and
processing results for mobile platforms are compared and contrasted against fixed ground-based platforms.

9:35

5aSP3. Ferret and its applications. Jacques Bedard �Defence R&D Canada–Valcartier, 2459 Pie XI North, Val-Belair, QC, Canada
G3J 1X5�

Ferret is an acoustic system that detects, recognizes and localizes the source and direction of small arms fire. The system
comprises a small array of microphones and pressure sensors connected to a standard PC-104 computer that analyzes, displays, reports
and logs the parameters of a recognized shot. The system operates by detecting and recognizing the ballistic shock wave created by
the supersonic bullet, combined with the muzzle blast wave propagating from the weapon. The Canadian Land Force Test and
Evaluation Unit evaluated a vehicle-mounted version of the system and recommended deployment of the system during peacekeeping
missions. The system is the result of a collaborative effort between Defence R&D Canada and MacDonald Dettwiler and Associates.
This presentation describes the hardware and software components of the system along with the current and future applications of the
system.
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10:05–10:20 Break

Contributed Papers

10:20

5aSP4. Acoustic self-localization of a wireless sensor network. Peter
L. Schmidt, Stephen M. Williams, and Kenneth D. Frampton �Vanderbilt
Univ., 2400 Highland Ave., Nashville, TN 37212�

One of the biggest challenges to the field of wireless sensor networks
is self-localization: that is the determination of the relative and absolute
coordinates of each sensor node in the network. Previous work has been
done to locate hydrophone arrays. However sensor networks have some
unique constraints that make this more challenging. A typical application
would involve the distribution of hundreds or thousands of sensor nodes
over an area either by hand, airdrop or other means. One of the primary
constraints on such a system is that centralized processing of self-
localization data may be prohibitively complex. Furthermore, the data may
be incomplete, contain reflected path events, and may be subject to other
mission specific constraints. Therefore, a distributed computational
scheme has been developed to solve acoustic time-of-arrival equations. A
priori information about some sensor locations and user triggered source
localization events are used along with a regularized inversion solution.
Results of this will be presented based on both small scale experiments
and larger systems simulations. Limits of the types of a priori information
required for accurate results are detailed, along with studies of the accu-
racies obtained using various distributed calculations parameters.

10:35

5aSP5. Distributed source localization in a wireless sensor network.
Stephen M. Williams, Peter L. Schmidt, and Kenneth D. Frampton
�Vanderbilt Univ., 2400 Highland Ave., Nashville, TN 37212�

This work concerns experimental implementation of distributed acous-
tic source localization with a wireless sensor network. The envisioned
application is the distribution of hundreds or thousands of small, semi-
disposable, wireless sensor nodes �possibly by airdrop�. These nodes
would form an ad-hoc communications network and monitor and track
acoustic events within the array. Centralized processing of such data
would be prohibited by the excessive communications and complexity of
calculations. Furthermore, localization with a network of randomly placed
sensors is not suited to use of traditional array theories due to irregular
placement of sensors and the unknown sensitivity and phase relationships
between sensors. Therefore, a fully distributed localization algorithm was
developed in which nodes organize themselves into groups which collabo-
rate to locate sources. Acoustic event time-of-arrival information is shared
among group members and the source locations were determined using
Tikhonov regularized inversion. Small scale localization experiments
�with 10 sensor nodes� were conducted to validate the performance of the
method. Results are discussed, along with limitations of the method dis-
covered during conduct of the experiments. In addition, a comparison is
made between this method and traditional matrix solution methods.

10:50

5aSP6. Particle filters for tracking a vehicle through a field of acoustic
directional frequency and recording „DIFAR… sensors. Anton J. Haug
�The MITRE Corp., 7515 Colshire Dr., McLean, VA 22102,
ahaug@mitre.org�

For nonlinear/non-Gaussian processes, Bayesian approaches to track-
ing require integration over probability density functions, which cannot be
accomplished in a closed form. Recently, numerical Monte Carlo ‘‘particle
filter’’ integration techniques have been developed and applied to tracking
problems. However, multidimensional application examples of these tech-

niques have been limited because they require an analytic expression for
the likelihood function, which is usually not easy to obtain when the noise
is non-Gaussian and not additive. Tracking a vehicle through a field of
acoustic DIFAR sensors is such an application. Although the vehicle dy-
namic model can be linear with additive Gaussian noise, the observation
model is inherently nonlinear with observations that contain embedded
non-Gaussian noise. For the DIFAR vehicle tracking problem, we will
consider large time-bandwidth signals, develop both the dynamic and ob-
servation models, and show how the Gaussian additive noise on each
DIFAR channel results in non-Gaussian noise embedded in the bearing
observations. The likelihood function will then be presented and the per-
formance of several particle filter trackers will be compared with that of an
Extended Kalman Filter.

11:05

5aSP7. Source localization in complex scattering environments using
random amplitude and bearing information. D. Keith Wilson, Mark
L. Moran, and Roy Greenfield �USACE ERDC-CRREL, 72 Lyme Rd.,
Hanover, NH 03755-1290, D.Keith.Wilson@erdc.usace.army.mil�

By scattering sound waves, atmospheric turbulence and other outdoor
objects �such as building and trees� induce random fading and angle-of-
arrival variations in signals received by small-baseline microphone arrays.
This study addresses the relative utility of signal amplitude and bearing
estimates when such variations are present. Source-localization simula-
tions are performed for four idealized statistical scattering models: no
scattering, weak turbulent scattering, strong turbulent scattering, and dif-
fuse �multiple� scattering. Each of these cases is considered with low,
moderate, and high SNR. It is found that bearing information provides
highly accurate source localization when SNR is high and scattering is
negligible. However, when the SNR is low and/or there is significant scat-
tering, the bearing information loses its utility while the amplitude infor-
mation remains relatively robust. Algorithms are considered that attempt
to assess the relative reliability of the bearing and amplitude information,
and subsequently weight signal features to provide the most satisfactory
results. The simulations also confirm previous analyses suggesting that, for
unfavorable propagation conditions and SNR, Cramer-Rao lower bounds
predict substantially better performance than is obtainable in practice.

11:20

5aSP8. A method for locating nearby sources. John V. Olson, Kenneth
Arnoult, and Curt. A. S. Szuberla �Geophysical Inst., Univ. of Alaska,
Fairbanks, AK 99775�

A fast method for locating nearby sources based solely on the time-of-
flight information is described. The time delays for a signal passing be-
tween all sensor pairs is determined using cross-correlations and a vector
of time delays is constructed. In the noise free case, where the speed of
sound is constant, each point in the plane is associated with a unique value
of the time delay vector. The method we present uses a fast, simplex-based
search of the plane for a source location by minimizing the difference
between the vector associated with the candidate location on the plane and
the value estimated from cross-correlations. The search takes place over
the three dimensional space that includes two coordinates in the plane and
the propagation speed. The starting point for the search is constructed
from an analytic fit of circular wave fronts to groups of sensors within the
array. This method has been useful in identifying near-field sources in the
153US and 155US CTBT/IMS infrasound arrays. Examples of the loca-
tions we have determined along with a description of the statistical confi-
dence limits associated with the method will be presented.
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FRIDAY MORNING, 20 MAY 2005 GEORGIA B, 8:30 TO 11:45 A.M.

Session 5aUW

Underwater Acoustics: Scattering and Reverberation

Purnima Ratilal, Chair
Northeastern Univ., Electrical and Computer Engineering, 409 Dana Research Ctr., Boston, MA 02115-5000

Contributed Papers

8:30

5aUW1. Identification of strong scatterer locations on the Malta
plateau. Mark K. Prior �NATO Undersea Res. Ctr., Viale San
Bartolomeo 400, 19138, La Spezia, Italy, prior@saclantc.nato.int�

Reverberation data gathered in the Malta Plateau region of the Medi-
terranean Sea using a Low-Frequency Active Sonar �LFAS� and a cardioid
receiver array are presented. A processing strategy involving normaliza-
tion, geo-referencing and averaging over pings is described and is shown
to highlight the locations of strong scatterers and to provide a first-order
estimate of their strength. A second process of calculating the ratio of local
standard deviation and mean values is shown to reveal scatterer locations
and to provide an indication of whether the probability density function of
the reverberation is well-described by the Rayleigh distribution. The char-
acteristics of the observed scatterers are revealed by comparison with in-
dependent sidescan, echo sounder and boomer data. Areas of high rever-
beration are identified as being associated with wrecks, oil production
platforms, rock outcrops and variations in local sediment properties.

8:45

5aUW2. Range-dependent 3D scattering and reverberation in the
continental shelf environment from biology, geology and
oceanography. Purnima Ratilal �Northeastern Univ., 409 Dana Res.
Ctr., Boston, MA 02115�, Sunwoong Lee, Yisan Lai, Tianrun Chen,
Deanelle Symonds �MIT, Cambridge, MA 02139�, Ninos Donabed
�Northeastern Univ., Boston, MA 02115�, and Nicholas Makris �MIT,
Cambridge, MA 02139�

Several unified scattering and reverberation models were developed in
support of the ONR Acoustic Clutter Program. They include a range-
dependent model based on the parabolic equation that can be used to
efficiently model scattering from a random spatial distribution of random
targets that obey the sonar equation in the waveguide and a similar but
range-independent waveguide model based on normal modes for scatter-
ing from extended objects. Both these models are bistatic and fully 3D,
and the latter model also accounts for modal coupling between propaga-
tion and scattering caused by extended objects in the waveguide. These
models are applied to examine both coherent and diffuse scattering mea-
sured after beamforming and match-filtering on an array from schools of
fish, plankton, volume inhomogeneities in the sea bottom, roughness on
the seafloor, extended seafloor and sub-bottom features such as river chan-
nels and reflective strata, and internal and surface waves. We provide a
review of the dominant sources of clutter as well as background reverbera-
tion for long range active sonar based on comparison of model predictions
with measured data from the Acoustic Clutter Experiments of 2001 and
2003.

9:00

5aUW3. Dominant source of background reverberation during the
Acoustic Clutter 2003 experiment. Ninos Donabed, Purnima Ratilal
�Northeastern Univ., 409 Dana Res. Ctr., Boston, MA 02115�, and
Nicholas Makris �MIT, Cambridge, MA 02139�

Reverberation data from the Acoustic Clutter 2003 experiment on the
New Jersey Continental shelf are analyzed to provide estimates of the
background scattering strength over wide areas of the environment as a

function of time. We corrected the acoustic data in the 390–440 Hz range
for two-way transmission loss modeled using the range-dependent para-
bolic equation, the spatially varying beampattern of the receiving array,
and source level to obtain estimates of the scattering strength per unit area
of the environment. Data from regions of space devoid of strong clutter
were statistically analyzed to provide a temporal and spatial characteriza-
tion of the background scattering strength. They were then compared to
scattering strength levels deduced from modeling from a variety of scat-
terers including schools of fish, the sea bottom, internal waves and surface
waves. Analysis indicates that the dominant sources of background rever-
beration can be either low density fish schools or the sea bottom.

9:15

5aUW4. Higher moment estimation for shallow water reverberation.
Kevin LePage �Naval Res. Lab., Code 7144, 4555 Overlook Ave. SW,
Washington, DC 20375�

Shallow water reverberation is characterized by clutter which causes
false alarms in sonar systems. In previous work we have estimated the
non-Rayleighness of shallow water reverberation time series predictions
obtained by the R-SNAP model. Here we extend the R-SNAP model to the
closed form estimation of the second moment of reverberation intensity,
allowing the estimation of pdf fits for the two parameter K distribution as
a function of system and channel characteristics and time after shot. This
work is intended to theoretically guide the selection of clutter-robust sys-
tem characteristics. �Work supported by ONR.�

9:30

5aUW5. Statistical characterization of sonar-like clutter observed on
the STRATAFORM during the 2003 Acoustic Clutter Experiment in
the 400–1500 Hz region. John Preston and Douglas Abraham �Appl.
Res. Lab., The Penn State Univ., State College, PA 16804�

In 2003 ONR sponsored the Acoustic Clutter Experiment to study
shallow water scattering and clutter in the STRATAFORM area off New
Jersey. Sources were bistatic coherent pulses from a vertical array. The
receiver was the Five Octave Research Array �used horizontally�. The
STRATAFORM is known to have benign surface morphology but contains
many buried river channels and other sub-surface horizons. MIT research-
ers have shown fish to be a primary source of the observed clutter and
reverberation. The K-distribution’s shape and scale parameters have been
shown to be useful in describing non-Rayleigh behavior. Statistical char-
acterization is presented as a function of location. The ‘‘bandwidth’’ effect
is shown where the shape parameter first decreases inversely proportional
to bandwidth but then increases in a trend back toward the Rayleigh dis-
tribution at higher bandwidths. The shape parameter estimates are well fit
by an elongated patch model of Abraham and Lyons. Differences between
the 2003 and 2001 data taken in the same area are discussed. It is believed
that the sound speed profiles in 2003 lead to more bottom interaction than
in 2001 producing a larger time spread in the multipaths leading to ob-
served differences. �Work supported by ONR Code 32, Grant N00014-05-
1-0156.�
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9:45

5aUW6. Comparison of measured buried target backscatter levels
with high-order predictions: Rippled interface effects. Raymond Lim
�Naval Surface Warfare Ctr.-Panama City, Code R21, 110 Vernon Ave.,

Panama City, FL 32407�, Joseph L. Lopes, and Gary S. Sammelmann

Controlled sonar measurements with buried spheres and cylinders have
demonstrated diffraction by bottom ripple can significantly improve target
detection performance with sonar operated at grazing angles shallower
than the critical grazing angle. Furthermore, buried target scattering mod-
els based on low-order perturbation theory to handle sound transmission
through bottom roughness confirm that a significant enhancement in de-
tection performance can be expected. But comparisons between measure-
ments and model predictions have not always produced good agreement.
As the bottom ripple height increases, discrepancies have been noted in
comparisons with the predicted backscatter levels from a buried sphere,
suggesting a failure of low-order perturbation theory to properly account
for high-amplitude roughness effects. Recently, a recursive algorithm to
generate arbitrary-order perturbation corrections for transmission and re-
flection through an idealized sinusoidal ripple was formulated and incor-
porated into our existing buried target scattering codes. The resulting
higher-order predictions indicate previous discrepancies were not neces-
sarily due to the neglect of high-order corrections. Calculations show
model inputs such as bottom attenuation can influence backscatter levels
significantly and measurement of these parameters may need to be per-
formed more carefully. We demonstrate this through a presentation of data
and model comparisons. �Work supported by ONR and SERDP.�

10:00–10:15 Break

10:15

5aUW7. Calculation of scattering from underwater targets using the
equivalent source technique. Ahmad T. Abawi and Michael B. Porter
�Heat, Light, and Sound Res., Inc., San Diego, CA 92130,
Ahmad.Abawi@HLSResearch.com�

The equivalent source technique is a method of computing scattering
and radiation from a target by replacing the target by a distribution of
discrete sources, whose complex amplitudes are determined by applying
the boundary condition on the total field. The advantage of using this
method, particularly in underwater acoustics, is that it essentially trans-
forms the scattering and propagation problems into just a propagation
problem, where the target can be treated as a distribution of sources rather
than an impedance discontinuity. In this paper the equivalent source tech-
nique and different propagation models such as the normal mode, the
parabolic equation and the fast field method are used to compute scattering
from various target shapes/properties placed in the ocean waveguide. The
results are compared with those obtained from other numerical codes. In
addition, the relationship between the equivalent source technique with
boundary element method �BEM� and the method of moments �MoM� is
investigated.

10:30

5aUW8. Detecting small targets in strong bottom reverberation.
Jinyun Ren and John S. Bird �School of Eng. Sci., Simon Fraser Univ.,
Burnaby, BC, Canada V5A 1S6, jren@cs.sfu.ca�

The detection of small targets moving or appearing in heavy bottom
reverberation is a challenging problem for surveillance sonars. Conven-
tional detection techniques, such as variable thresholding, are inefficient
because they require that the target return be large enough to compete with
the total reverberation return. Based on a new reverberation model, this
paper proposes a target detection scheme that provides target subclutter
visibility in the presence of reverberation. First it is shown through experi-
mental evidence that bottom reverberation as seen by a stationary sonar is
coherent or at least partially coherent from ping to ping. Therefore rever-
beration for a particular range cell can be modeled as a complex signal
composed of a stationary or slowing varying mean plus a rapidly varying
diffuse component. This mean is easily estimated using an adaptive mean

estimator and then removed so that the target need only compete with the
diffuse component. Experimental results show that the detection gain over
variable thresholding as measured by the coherent-to-diffuse ratio can be
as much as 40 dB.

10:45

5aUW9. Channel effects on target characteristics in very shallow
water. Kevin LePage �Naval Res. Lab., Code 7144, 4555 Overlook Ave.
SW, Washington, DC 20375�

Very shallow water waveguides introduce channel effects which com-
plicate the scattered response from objects. Here we model the effects of
channel time spread and dispersion on the expected value of the time
series backscattered by a sphere with and without uncertainty introduced
by imperfect knowledge of the channel. We also model the predictable
characteristics of the bottom reverberation against which detections are
made. Results are intended to guide the design of dispersion and
uncertainty-robust sonar systems in very shallow water. �Work supported
by ONR.�

11:00

5aUW10. Mode extraction from acoustic backscatter in a waveguide.
Shane Walker, Philippe Roux, and William A. Kuperman �Scripps Inst. of
Oceanogr., Marine Physical Lab., 9500 Gilman Dr., La Jolla, CA
92093-0238, shane@physics.ucsd.edu�

Recently we introduced a technique for extracting the acoustic modes
in a range-independent waveguide from measured data alone without a
priori knowledge of the environment. This method requires a Vertical Line
Array �VLA� to collect data from a moving broadband point source at a
single depth in order to reconstruct the frequency-wavenumber ( f -k)
structure of the waveguide. Our goal is to apply this technique to the more
complicated case of bottom reverberation using the VLA as both a source
and receiver. As a broadband signal propagates away from the VLA, in-
homogeneities along the water/bottom interface scatter some of the field
back toward the VLA, mimicking a moving source. However, ambiguities
inherent in assigning ranges to the received signal lead to ambiguities in
the f -k structure. As a preliminary step, we remove these ambiguities by
applying the technique to individual point scatterers at various known
ranges along the bottom. These results lay a foundation from which to
approach the problem of modeling the bottom as a distribution of point
scatterers at unknown locations. Theory, simulation, and laboratory mea-
surements are presented.

11:15

5aUW11. Nonlinear scattering of acoustical waves on sphere after
passing the obstacle. Nickolay Zagrai, Andrey Zagrai, and Irene
Starchenko �TSURE, 347928, Taganrog, GSP-17a, Nekrasovskiy, 44,
Russia, znp@tsure.ru�

The problem of nonlinear interaction of acoustical waves in the system
medium-obstacle-medium-sphere was considered. The expressions for
secondary field of parametric array were obtained. The contributions of
components were evaluated on separated processes of non-linear interac-
tion before and after the obstacle as for the primary signals field as for the
secondary fields of combinational frequencies waves. The possible practi-
cal applications were also discussed.

11:30

5aUW12. Separability of modal back-scattering matrix in shallow-
water reverberation models. Jinrong Wu, Tianfu Gao, Erchang Shang,
and Li Ma �Inst. of Acoust., Chinese Acad. of Sci., Beijing, China; No.
21, West Rd., Beisihuan, Beijing, China�

Normal mode model of the reverberation in shallow-water waveguides
has been presented based on Born approximation. The key component of
this model is the modal back-scattering matrix. Separability is one of the
most important characteristics of the modal back-scattering matrix. The
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separability or quasi-separability of this matrix could make it easy for
modal back-scattering matrix inversion. In this paper, the modal back-
scattering matrix due to the roughness of the bottom interface in shallow-
water was obtained and its separability error was analyzed. Numerical
simulation shows that the separability error increases with modal grazing

angle and density ratio of the sediment to the water, while decreases with
sound speed ratio of the sediment to the water. It also shows that the effect
of the separability error on shallow water reverberation level prediction is
negligible. �Work supported by the National Science Foundation of China
under Grant No 10474111.�

FRIDAY AFTERNOON, 20 MAY 2005 PLAZA C, 1:00 TO 2:50 P.M.

Session 5pAB

Animal Bioacoustics and ASA Committee on Standards: Behavioral Audiometric Methods in Animal
Bioacoustics: The Search for Standards II

Edward J. Walsh, Cochair
Boys Town National Research Hospital, 555 N. 30th St., Omaha NE 68131

Ann E. Bowles, Cochair
Hubbs-Sea World Research Inst., 2595 Ingraham St., San Diego, CA 92109

Chair’s Introduction—1:00

Contributed Papers

1:05

5pAB1. Dependence of detection threshold estimates in rabbit on
method of constant stimulus parameters. Laurel H. Carney, Yan Gai
�Inst. for Sensory Res., Dept. of Biomed. and Chemical Eng., Syracuse
Univ., Syracuse, NY 13244�, Kristina S. Abrams �Syracuse Univ.,
Syracuse, NY 13244�, Fabio Idrobo �Boston Univ., Boston, MA 02215�,
and John Michael Harrison �Boston Univ., Boston, MA 02215�

The goal of this study was to estimate behavioral detection thresholds
in quiet and noise for subsequent physiological studies of responses to
near-threshold stimuli. The difficulty in measuring detection thresholds is
maintaining stimulus control of behavior over schedule control. Tracking
paradigms are efficient, but the large proportion of trials below threshold
weakens stimulus control. The Method of Constant Stimuli controls the
proportion of trials below, near, and above the SPL for a given percent
correct. Here, percentages of trials at different SPLs and zero intensity
catch trials were varied to determine proportions that yielded satisfactory
stimulus control by a 500-Hz tone in quiet. Trials were initiated by nose-
poke observing responses; a nose-poke reporting response within a 3-s
window after tone onset resulted in food reinforcement. Reporting re-
sponses in the absence of tones resulted in timeouts. A metric for stimulus
control was the ratio of the number of correct detections to the number of
responses in the absence of the tone. This ratio was highest when approxi-
mately 20% of trials were near the 50%-correct SPL and 80% of trials
were 20 dB higher. The ratio was lowest when significant proportions of
catch and/or below-threshold trials were included. �Work supported by
NIDCD DC-001641.�

1:20

5pAB2. Manatees masked thresholds for complex sounds. Edmund
Gerstein, Laura Gerstein, Joseph Blue �Leviathan Legacy Inc., 1318 SW
14th St., Boca Raton, FL 33486�, and Steve Forsythe �Naval Undersea
Warfare Ctr., Newport, RI�

Acoustical masked thresholds of complex real world sounds were
measured with West Indian manatees. Motor boat and species-specific
calls were recorded, filtered and played back in a forced-choice two-
alternative test. A method of constant stimuli was used to estimate the 50%
detection thresholds of peak spectral components. Both white noise and
recorded wild ambient spectra were used as continuous background noise
for two sets of threshold estimates. Manatee calls were detected at and

within both white noise and wild ambient levels. Thresholds for broadband
boat noise ranged from 9 to 29 dB above ambient conditions. Thresholds
for idling boat noise were the highest. The levels were consistent with the
subjects’ auditory limits for the lower frequencies with the spectra. The
manatee is well adapted to hear the species specific vocalizations under
noisy conditions. The integration of multiple critical bands may result in
loudness summation benefits which manatees can exploit at higher fre-
quencies, however, at lower frequencies, near the manatees’ limits of sen-
sitivity, benefits of loudness summation were not apparent.

1:35

5pAB3. Testing marine mammal hearing with a vocal response
paradigm and the method of free response. James J. Finneran, Donald
A. Carder �U.S. Navy Marine Mammal Program, SPAWARSYSCEN San
Diego, Code 2351, 53560 Hull St., San Diego, CA 92152,
james.finneran@navy.mil�, Carolyn E. Schlundt �EDO Professional
Services, San Diego, CA 92110�, and Sam H. Ridgway �Univ. of
California, La Jolla, CA 92093-0612�

Behavioral hearing tests with marine mammals often use single inter-
val experiments with a go/no-go paradigm, where the subject pushes a
response paddle or similar device to indicate the presence of a hearing test
tone. This approach is widely accepted, but the time required for the
subject to physically move and/or interact with the response device and
the requirement of one trial per reinforcement interval limit the speed at
which data can be collected �typically 20–30 minutes for a threshold�. An
alternative to the single interval/paddle press approach is the use of a vocal
response technique and the method of free response, where multiple trials
are presented within a single reinforcement interval. An acoustic or vocal
response eliminates the need for the subjects to physically move, allowing
for faster responses and shorter inter-trial intervals. The method of free
response allows multiple tone presentations between reinforcement peri-
ods, dramatically increasing the rate at which data may be collected, es-
pecially from diving marine mammals. This talk describes the application
of these techniques to hearing tests of bottlenose dolphins, white whales,
and California sea lions and the advantages and disadvantages compared
to the single interval experiment. �Work supported by ONR.�

5p
F

R
I.

P
M

2613 2613J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



1:50

5pAB4. Noise localization ability in the Mongolian gerbil „Meriones
unguiculatus…. Srijata Sarkar, Kristina S. Abrams, and Laurel H. Carney
�Inst. for Sensory Res. and Dept. of Biomed. and Chemical Eng., Syracuse
Univ., Syracuse, NY 13244�

Understanding localization ability is essential for comparison to physi-
ological studies of binaural neurons. Heffner and Heffner �Beh. Neuro.
102, 422 �1998�� reported relatively poor ability of the gerbil to localize a
100 ms noise burst �approximately 75% correct at 27° separation.� Their
experimental setup required the gerbil to enter an observing response com-
partment, initiating a noise burst from one of two speakers separated by
the test angle. The animal was required to respond by entering a reporting
compartment, positioned 90° to the right or left, regardless of speaker
location. This required mapping from speaker location to response loca-
tion. In this study, response mapping was avoided in an effort to improve
performance. After an observing response �jumping on a platform in the
center of a circular cage�, the animal responded by moving directly to-
wards the active speaker. The results of this study were consistent with
those of Heffner and Heffner at small angles of separation. �For 180°
separation, this task resulted in poorer performance than the previous
study, presumably due to lack of control of head orientation during stimu-
lation, leading to front-back confusions.� In conclusion, the poor localiza

tion ability of gerbils is apparently not explained by response mapping.
�Work supported by NIDCD R01-DC001641.�

2:05

5pAB5. Strain differences in auditory sensitivity in canaries bred for
song and plumage. Amanda Lauer, Elizabeth Brittan-Powell, Bernard
Lohr, and Robert Dooling �Dept. of Psych., Univ. of Maryland, College
Park, MD 20742�

Canaries have been domesticated for well over 100 years. They have
been bred for specific characteristics such as song, plumage, or body
shape. Here we measured audiograms in several canary strains using both
behavioral �operant conditioning� and physiological �auditory brainstem
responses� methods. Overall, there was a good correspondence between
behavioral and ABR audiograms, but there were differences in audiogram
shape and sensitivity between strains. Belgian Waterslager canaries bred
for low-pitched song had elevated high frequency thresholds, while Span-
ish Timbrado canaries bred for high-pitched song had slightly better high
frequency thresholds than canaries that were not bred for song. Other
strains showed intermediate sensitivity. These results suggest there can be
more variability in hearing within a species than previously thought and
that these differences are correlated with other behavioral or morphologi-
cal traits. �Work supported by DC00198, DC001372, DC04664-01A2, and
DC005450.�

2:20–2:50
Panel Discussion

Panelists: Robert Dooling, Richard Fay, Henry Heffner, Paul Nachtigall, Constantine Trahiotis, William Yost.

FRIDAY AFTERNOON, 20 MAY 2005 PLAZA A, 2:00 TO 4:15 P.M.

Session 5pBB

Biomedical UltrasoundÕBioresponse to Vibration and Physical Acoustics: Audible-Frequency Medical
Diagnostic Methods Including Multimode Techniques II

Hans Pasterkamp, Cochair
Pediatrics Dept., Univ. of Manitoba, 840 Sherbrooke St., Winnipeg, MB R3A 1R9, Canada

Thomas J. Royston, Cochair
Dept. of Mechanical Engineering, Univ. of Illinois at Chicago, 842 W. Taylor St., Chicago, IL 60607-7022

Chair’s Introduction—2:00

Invited Papers

2:05

5pBB1. Monitoring changes of human airways by acoustical means. Hans Pasterkamp �Dept. of Pediatrics, Univ. of Manitoba,
CS5120-840 Sherbrook St., Winnipeg, MB, Canada R3A 1S1, pasterkamp@umanitoba.ca�

The state of human airways is typically assessed by spirometry, i.e., by measuring airflow during maximum forced expiration. The
required effort excludes subjects who cannot or will not perform such maneuvers. Turbulent airflow during normal breathing generates
sound that can be recorded at the chest surface. Changes in airway caliber, e.g., by constriction or dilation, and concurrent changes in
the tension of the airway walls affect the relation of airflow and breath sounds. This relation is complex and incompletely understood.
However, the possibility to assess changes in the state of human airways by the relation of airflow and breath sounds promises an
opportunity to develop auxiliary methods to spirometry. Two regions of the human airways have attracted the interest of researchers
in respiratory acoustics. Breath sounds over the trachea �windpipe� increase in their airflow-specific intensity on narrowing of the
upper airways, e.g., due to abnormal anatomy, infectious causes etc. Furthermore, spectral characteristics of tracheal sounds may
indicate the region of abnormality. On the other hand, breath sounds over the chest change in their airflow-specific intensity with
constriction of airways in the lung, e.g., due to asthma. It may therefore be possible to monitor the effectiveness of treatment by
acoustical means.
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2:30

5pBB2. A system to evaluate and compare transducers used for lung sound research. Steve S. Kraman, George R. Wodicka,
Gary A. Pressler, and Hans Pasterkamp �Kentucky Clinic J515, Univ. of Kentucky, Lexington, KY 40536� �Purdue Univ., West
Lafayette, IN 47907� �Purdue Univ., West Lafayette, IN 47907� �Univ. of Manitoba, Winnipeg, MB, Canada�

Since lung sounds were first recorded and analyzed in the 1960s, a variety of custom made or adapted transducers have been used
for detecting these sounds. There is no standard lung sound transducer nor have those in use been adequately compared. To address
this problem, a test platform was constructed that provides a stable and reproducible sound source coupled to a viscoelastic surface
that is mechanically and acoustically similar to human skin and subcutaneous tissue as judged from comparisons with similar
thicknesses of fresh meat and fat. The device was designed to be equally suitable for air-coupled microphones and for accelerometers.
When driven by a broadband noise source, the acoustic amplitude at the surface of the platform was found to be relatively uniform
from 100 to 1200 Hz. The system was used to evaluate a variety of lung sound transducers. They were found to vary significantly in
frequency response with no device appearing to be adequate as an all-purpose lung sound sensor. It is concluded that lung sound
characteristics are likely to be significantly affected by the type of sensor used to acquire the sound. This makes comparisons between
differently equipped laboratories difficult.

2:55

5pBB3. Vascular sounds as an indicator of hemodialysis access patency. Hansen Mansy, Silas Hoxie, Nilesh Patel, and Richard
Sandler �Rush Medical College, Chicago, IL 60607�

Background: Vascular access for renal dialysis is a lifeline for about 200 000 individuals in North America. Stethoscope auscul-
tation of vascular sounds has some utility in the assessment of access patency, yet may be highly skill dependent. The objective of this
study is to identify acoustic parameters that are related to changes in vascular access patency. Methods: Fifteen patients participated
in the study. Their vascular sounds were recorded before and after angiography, which was accompanied by angioplasty in most
patients. The sounds were acquired using two electronic stethoscopes and then digitized and analyzed on a personal computer. Results:
Vessel stenosis changes were found to be associated with changes in acoustic amplitude and/or spectral energy distribution. Certain
acoustic parameters correlated well �correlation coefficient�0.98, p less than 0.0001� with the change in the degree of stenosis,
suggesting that stenosis severity may be predictable from these parameters. Parameters also appeared to be sensitive to modest
diameter changes �greater than 20%�, (p less than 0.005, Wilcoxon rank sum test�. Conclusions: Computerized analysis of vascular
sounds may have utility in vessel patency surveillance. Further testing using longitudinal studies may be warranted. �Work supported
by NIH/NIDDK DK 59685.�

3:20–3:30 Break

Contributed Papers

3:30

5pBB4. Computational and experimental models for sound
transmission in the pulmonary system and chest to aid in medical
diagnosis. Serhan Acikgoz, Thomas J. Royston, M. Bulent Ozer �Univ.
of Illinois at Chicago, 842 W. Taylor St. MC 251, Chicago, IL 60607�,
Hansen A. Mansy, and Richard H. Sandler �Rush Univ. Medical Ctr.,
Chicago, IL 60612�

Acoustic wave propagation in the pulmonary system and torso is simu-
lated by coupling a numerical acoustic boundary element model that pre-
dicts sound propagation throughout the solid tissues with a proven com-
prehensive analytical model for sound wave propagation in the airways of
the bronchial tree that is valid up to at least 2 kHz. This approach enables
modeling various pathologies that result in structural changes in the lung
and/or changes in breath sound source and strength. The model may be
also used to predict the resulting acoustic changes measured by acoustic
sensors, e.g., stethoscopes, accelerometers, or other skin-contact sensors.
Experimental studies in a novel lung phantom model are used to partially
validate the computational model. This study focuses on low audible fre-
quencies, i.e., less than 2 kHz. This range encompasses naturally generated
respiratory sounds that have been shown to have diagnostic value, as well
as externally-introduced vibro-acoustic stimuli used for diagnosis. �Work
supported by NIH EB 003286-01.�

3:45

5pBB5. Recent developments in the characterization of anisotropic,
biological media utilizing magnetic resonance elastography. Anthony
J. Romano, Nicolas P. Valdivia, Philip B. Abraham, Joseph A. Bucaro
�Naval Res. Lab., 4555 Overlook Ave, Washington, DC 20375-5320,
romano@pa.nrl.navy.mil�, Philip J. Rossman, and Richard L. Ehman
�Mayo Clinic and Foundation, Rochester, MN 55905�

In this paper, we present recent developments in the characterization of
anisotropic, biological media utilizing displacements measured with dy-
namic MRE. In one approach, a waveguide constrained analysis is applied
to physical structures �such as muscle�, which evaluates the velocities of
wave propagation along arbitrarily oriented fibers or fiber bundles in a
local fashion, utilizing a spectral filter and a sliding window, spatial Fou-
rier transform. In a second approach, the anisotropic equations of elastic-
ity, in variational form, are inverted for a determination of the complex
moduli comprising the medium. Issues concerning ill-conditioning, the
effects of boundary conditions, and multiaspect excitation requirements
will be addressed, as well as a discussion concerning the models which are
appropriate for various physical situations. These two complementary
methods of analysis will be demonstrated utilizing both phantom as well
as in vivo dynamic displacement measurements.
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4:00

5pBB6. Local inversion of transient shear-wave propagation for
elasticity and viscosity mapping in soft tissues. Jeremy Bercoff,
Mickael Tanter, and Mathias Fink �Laboratoire Ondes et Acoustique,
ESPCI, 10 rue Vauquelin, 75005 Paris, France�

Observation of transient shear-wave propagation in soft tissue is of
great interest for the study of tissue viscoelastic properties. In previous
work, we introduced a technique, called Supersonic Shear Imaging �SSI�,
able to generate transient shear waves using the acoustic radiation force
and image their propagation in real time in soft tissues. In this work, a

local inverse problem of the shear wave propagation permitting the recov-
ery of shear elasticity and viscosity is presented. Compressional and shear
waves are decoupled by applying the curl operator to the experimental 2-D
displacement field. The role of viscosity on the accuracy of the elasticity
estimation is studied. The influence of out of plane shear propagation on
the inversion algorithm is discussed. Finally, in media presenting shear
viscoelasticity heterogeneities, finite difference simulations are used to
study the spatial resolution of the algorithm and its sensitivity to the
signal-to-noise ratio. Experiments on calibrated tissue-mimicking phan-
toms presenting different viscoelastic properties are presented validating
the simulation results. First in vivo results on female breasts are presented.

FRIDAY AFTERNOON, 20 MAY 2005 REGENCY F, 1:30 TO 4:45 P.M.

Session 5pNS

Noise and Psychological and Physiological Acoustics: Workshop on Methods for Community Noise
and Annoyance Evaluation II

Brigitte Schulte-Fortkamp, Chair
Technical Univ. Berlin, Inst. of Technical Acoustics, Secr TA 7, Einsteinufer 25, Berlin 10587, Germany

Invited Papers

1:30

5pNS1. Auditorium Mundi soundscape in the narration of the world. Artistic and scientific aspects in the presentation of
soundscapes. Harald Brandt �Philippsbergstrasse 40, D-65195 Wiesbaden, Germany, haraldbrandt@yahoo.fr�

Auditorium Mundi is a project for the exploration and presentation of sounds and soundscapes of the whole world. The aim is an
installation of a museum of audible perception in interrelation with other senses. The concept of the museum is an acoustic plan-
etarium in which the locations of the world are put in place of the stars. Also located here are world archives for sound in which the
acoustic and musical multitude of this planet will be preserved. The archives of sound are available world-wide through the internet.
The museum is, at the same time, a laboratory for the development of new formats in scientific definitions and the multimedia
presentation of acoustic phenomenons. It is a show-place for artistic programs and an auditorium where questions from the area of
acoustic as well as new developments of industry will be accessible to a wider public. A place of innovation, where concepts for other
museums, promoters and scientific institutions can be developed. The leitmotif of Auditorium Mundi is the question how man
influences the soundscenes in which he lives and how strongly he himself is influenced by the noise, the resonance and the dissonance
between various ways of life.

1:50

5pNS2. An LAeq is not an LAeq . Dick Botteldooren, Tom De Muer, Bert De Coensel �Acoust. Group, Dept. of Information
Technol., Ghent Univ., St. Pietersnieuwstraat 41, B-9000 Ghent, Belgium�, Birgitta Berglund �Stockholm Univ., SE-106 91
Stockholm, Sweden�, and Peter Lercher �Univ. of Innsbruck, A-6020 Innsbruck, Austria�

Classical dose response relationships for environmental noise annoyance have been based on Ldn or Lden . These exposure
measures are essentially based on an energy averaging measure, LAeq . Differences between groups of sources �e.g., continuous or
event based� are accounted for by using separate dose-effect relationships. In society today, one often sees that event loudness is traded
for number of events which is perfectly acceptable within the LAeq based annoyance concept. Clearly a more unified theory for noise
annoyance is needed to fully account for the effect of such trade-offs. In this paper a model implementing such a theory is presented.
The perceptual model starts from the premises that a sound event has to be noticed for it to contribute to overall annoyance. The model
accounts for the fact that noticing a noise event not only depends on the level of the event itself but also on background noise, sound
insulation and acoustic characteristics of the dwelling, level of attention, etc., the severity of the effect of a noticed sound on overall
annoyance is assumed to primarily depend on the signal to noise ratio. The model allows to account for modifiers such as previous
exposure, noise sensitivity, and coping. The model results are compared to the findings of a recent field experiment. Conclusions based
on calculated and experimental trends will be presented.
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2:10–2:15 Break

2:15–4:15
Panel Discussion

FRIDAY AFTERNOON, 20 MAY 2005 REGENCY D, 1:00 TO 5:00 P.M.

Session 5pSC

Speech Communication: Speech Production and Perception II „Poster Session…

Bryan W. Gick, Chair
Dept. of Linguistics, Univ. of British Columbia, 1866 Main Mall E 270, Vancouver, BC V6T 1Z1, Canada

Contributed Papers

All posters will be on display from 1:00 p.m. to 5:00 p.m. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 1:00 p.m. to 3:00 p.m. and contributors of even-numbered papers will be at their
posters from 3:00 p.m. to 5:00 p.m.

5pSC1. Perceptual development of phonotactic features in Japanese
infants. Ryoko Mugitani �NTT Commun. Sci. Labs., NTT Corp., 2-4
Hikari-dai, Seika-cho, Soraku-gun, Kyoto, 619-0237, Japan�, Laurel Fais
�Univ. of British Columbia, Vancouver, BC, Canada V6T 1Z4�, Sachiyo
Kajikawa, Shigeaki Amano �NTT Corp., Seika-cho, Soraku-gun, Kyoto,
619-0237, Japan�, and Janet Werker �Univ. of British Columbia,
Vancouver, BC, Canada V6T 1Z4�

Acceptable phonotactics differ among languages. Japanese does not
allow consonant clusters except in special contexts and this phonotactic
constraint has a strong effect on adults speech perception system. When
two consonants follow one another in nonsense words, adult Japanese
listeners hear illusory epenthetic vowels between the consonants. The cur-
rent study is aimed at investigating the influence of language-specific pho-
notactic rules on infants’ speech perception development. Six-, 12-, and
18-month-old infants were tested on their sensitivity to phonotactic
changes in words using a habituation-switch paradigm. The stimuli were
three nonsense words: ‘‘keet �/ki:t/�,’’ ‘‘keets �/ki:ts/�,’’ and ‘‘keetsu
�/ki:tsu/�.’’ ‘‘Keetsu’’ perfectly follows Japanese phonotactic rules.
‘‘Keets’’ is also possible in devoicing contexts in fluent speech, but the
acceptability of ‘‘keets’’ for adult native Japanese speakers is much less
than ‘‘keetsu.’’ ‘‘Keet’’ is phonotactically impossible as a Japanese word.
The results indicate the existence of a developmental change. Twelve
months and older infants detected a change from the acceptable Japanese
word ‘‘keetsu’’ to the possible but less acceptable word ‘‘keets.’’ However,
discrimination between ‘‘keets’’ and the non-Japanese ‘‘keet’’ is seen only
in 18-month infants. Implications for infants’ speech perception with rela-
tion to language specific phonotactical regularities will be discussed.

5pSC2. Temporal evidence against the production of word-internal
syllable structure. Melissa A. Redford �Dept. of Linguist., 1290 Univ.
of Oregon, Eugene, OR 97403, redford@darkwing.uoregon.edu�

A production study examined whether the temporal pattern that cues
onset cluster syllabification in English should be attributed to syllable
structure per se or to coarticulatory processes that depend on segment
identity and sequencing, but not on syllable structure. Experiment 1 tested
for independent effects of syllable structure on intervocalic stop-liquid
consonant duration. Three speakers produced stimuli in which sequence
order, boundary strength, and stress were manipulated. The results showed
that stimuli with word-internal sequences were produced with similar
stop-liquid duration (S:L) ratios regardless of sequence order or stress.

When a word boundary split the consonants, S:L ratios were much
smaller, primarily because liquids were longer. Experiment 2 was aimed at
distinguishing between alternate explanations for the pattern observed in
Experiment 1. Data from three Russian speakers suggested that the En-
glish pattern was due to word-internal liquid reduction rather than to
boundary lengthening. The S:L ratios in Russian were not affected by
sequence order or boundary strength. Further, the ratios were significantly
different from the word-internal S:L ratios of English, but not from the
word-peripheral ones. Overall, the results argue against a causal relation-
ship between syllable structure and articulatory timing, and for word-sized
articulatory units in English.

5pSC3. Perception of coarticulated speech with contrastively
enhanced spectrotemporal patterns. Travis Wade and Lori Holt �Dept.
Psych., Carnegie Mellon Univ., 5000 Forbes Ave., Pittsburgh, PA 15213,
twade@andrew.cmu.edu�

High-level contrastive mechanisms cause perception of auditory
events to be influenced by spectral and temporal properties of surrounding
acoustic context, and may play a role in perceptual compensation for
coarticulation in human speech. However, it is unknown whether auditory
contrast is incorporated optimally to compensate for different speakers,
languages and situations or whether amplification of the processes in-
volved would provide additional benefit, for example, in the perception of
hypoarticulated speech, under adverse listening conditions, or in an in-
completely acquired language. This study examines effects of artificial
contrastive modification of spectrotemporal trajectories on the intelligibil-
ity of connected speech in noise by native and non-native listeners. Adopt-
ing methods known to improve automatic classification of speech sounds,
we model contrast-providing context as an averaged estimated vocal tract
function �LPC-derived log area ratio coefficient vector� over a Gaussian-
weighted temporal window. Local coefficient values are adjusted from this
context based on previously observed contrastive perceptual tendencies,
and the intelligibility of the resulting speech is compared with that of
unmodified trajectories across listener language backgrounds. Results are
discussed with respect to implementation and applicability of general au-
ditory processes.
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5pSC4. Lip and jaw closing gesture durations in syllable final voiced
and voiceless stops. Willis Warren �Univ. of Texas Dept of Linguist.,
Calhoun 501, 1 University Station B5100, Austin, TX 78712-0198,
warisill@mail.utexas.edu� and Adam Jacks �Univ. of Texas, Austin, TX
78712�

It is generally assumed that the longer vowel durations in voiced final
consonant contexts can be attributed to longer vowel steady state durations
wherein the jaw remains stable for a longer period of time �see diagrams
in Chen, 1970; Summers, 1987�. Chen �1970� argued that the rate of
closure duration was the best explanation for the vowel length effect.
However, the closure durational differences he reported were very small
relative to the reported differences in vowel duration with an average of 17
ms to 92 ms. Lip and jaw movements for two speakers were measured and
synchronized with acoustic data in the CSD department at the University
of Texas using the head-mounted lip-jaw movement transducer �HML-
JMT� of Barlow et al. �1983�. This study provides much stronger evidence
for Chen’s hypothesis, suggesting that there is a more dynamic arc to the
jaw. While Chen �1970� gave data showing the closing gesture accounted
for less than 20% of the overall difference, the data given here, shows that
the duration of the closing gesture can account for 80% of the total vowel
durational differences, and the remainder can be accounted for in the
opening gesture and the relative timing of vocal cord cessation.

5pSC5. Assimilation context effects as cue grouping phenomena.
Nicole Couture, Sarah Godbois �Dept. of Psych., Salem State College,
352 Lafayette St., Salem, MA 09170, gow@helix.mgh.harvard.edu�, and
David W. Gow, Jr. �Massachusetts General Hospital, Boston, MA 02114�

Listeners show bidirectional context effects in the perception of spon-
taneously assimilated speech. One account of these phenomena, feature
cue parsing theory, suggests that both regressive and progressive context
effects result from the same perceptual grouping process of aligning fea-
ture cues with assimilated word offsets and assimilating word onsets. This
hypothesis was examined through two form priming experiments that ex-
plored the interpretation of spontaneously assimilated items under manipu-
lations that either favored or disfavored the perceptual grouping of feature
cues associated with assimilated and assimilating items. In both experi-
ments, listeners heard phrases such as right berries in which a word final
coronal segment �/t/� assimilated the non-coronal place of a subsequent
word onset �labial /b/� to form an item that sounded like one of its lexical
competitors �ripe�. In Experiment 1 spatial continuity was manipulated
through the use of same and different side lateralized presentation of as-
similated words and their contexts. In Experiment 2 continuity in speaker
identity was manipulated through cross-splicing. Analyses contrasted the
pattern of priming found in continuous versus non-continuous contexts.
The results are discussed in the terms of competing interpretations of
assimilation context effects. �Work supported by the NIH.�

5pSC6. Relationships among perceived sexual orientation, perceived
height, and perceived speech clarity. Benjamin Munson and Elizabeth
C. McDonald �Dept. Speech-Lang.-Hearing Sci., Univ. of Minnesota, 115
Shevlin Hall, 164 Pillsbury Dr., SE, Minneapolis, MN 55455
Munso005@umn.edu�

Previous research �B. Munson, Linguist. Soc. Am. �2005�� showed that
listeners rate self-identified gay/lesbian/bisexual �GLB� talkers as more-
GLB sounding than self-identified heterosexual talkers when listening to
readings of single words in isolation. In this investigation, we examine
relationships among measures of perceived sexual orientation �PSO� and
two other perceptual measures made from the same talkers’ speech, per-
ceived height and perceived speech clarity. Ratings were collected from
three independent groups of listeners. Regression analyses showed that
approximately 80% of the variance in PSO of women’s voices was pre-
dicted by measures of perceived clarity �women rated as speaking more
clearly were more likely to be rated as heterosexual-sounding than women
rated as speaking less clearly� and perceived height �women rated as
sounding tall were more likely to be rated as GLB-sounding than women

rated to sound short�. In contrast, 50% of the variance in men’s sexual
orientation was predicted by measures of perceived clarity �men rated as
speaking more clearly were more likely to be rated as GLB-sounding than
men rated as speaking less clearly�. These results suggest that ratings of
PSO from speech may be mediated by judgments of other parameters that
are robustly coded in short samples of speech.

5pSC7. Relative contributions of feedback and editing in language
production: Behavioral & articulatory evidence. Corey T. McMillan,
Martin Corley �Univ. of Edinburgh, PPLS, 7 George Square, Rm. F23,
Edinburgh, EH8 9JZ, UK, Corey.McMillan@ed.ac.uk�, Robin J. Lickley
�Queen Margaret Univ. College, Edinburgh, EH12 8TS, UK�, and Robert
J. Hartsuiker �Univ. of Ghent, 9000 Ghent, Belgium�

Psychologists normally attribute the surfacing of phonological speech
errors to one of two factors: editing of the speech plan �Levelt �1989�� or
feedback between word and phoneme levels �Dell �1986��. This paper
assesses the relative contributions of each factor, focusing on the percep-
tion and articulation of elicited speech errors. Experiments one and two
measure the likelihood of phonological exchange errors as a function of
phonetic similarity �Frisch �1996��, using the SLIP paradigm and a tongue-
twister task. Both experiments show that error likelihood increases with
phonetic similarity between intended and actual utterance, an effect easy
to account for in terms of feedback but not in terms of editing. Experiment
three uses EPG to analyze the tongue-twister utterances: many errors oc-
cur at the articulatory level but are not easily perceived in the speech
signal. Preliminary analysis suggests three patterns of error: �1� substitu-
tion of segments, which may be the result of editing; �2� simultaneous
double articulation, hypothesized to be the result of residual activation due
to feedback; and �3� overlapping double articulation, representing partial
execution of one articulation before substitution with another. Taking these
findings together, we hope to evaluate the relative contributions of editing
and feedback to phonological speech errors.

5pSC8. Acoustical study of the development of stop consonants in
children. Annika K. Imbrie �Speech Commun. Group, MIT, Rm.
36-545, 77 Massachusetts Ave., Cambridge, MA 02139, imbrie@mit.edu�

This study focuses on the acoustic patterns of stop consonants and
adjacent vowels as they develop in young children �ages 2;6-3;3� over a
six month period. Over forty different acoustic measurements were made
on each utterance, including durational, amplitude, spectral, formant, and
harmonic measurements. These acoustic data are interpreted in terms of
the supraglottal, laryngeal, and respiratory actions that give rise to them.
Data show that some details of the child’s gestures are still far from
achieving the adult pattern. Significant findings include a high number of
bursts in children’s stop productions, possibly due to greater compliance
of the active articulator. The incidence of multiple bursts decreases over
the period of the study. Measurements of the burst spectra show that the
production of all three places of articulation is close to normal. Finally,
children’s voiced stop productions display a delayed onset of voicing for
all three places of articulation, indicating difficulty with coordination of
closure of the glottis and release of the primary articulator. This measure-
ment is found to decrease toward adult values over six months. Analysis of
longitudinal data on young children will result in better models of the
development of motor speech production. �Work supported by NIH grant
DC00075.�

5pSC9. Relations between speech sensorimotor adaptation and
perceptual acuity. Virgilio Villacorta, Joseph Perkell, and Frank
Guenther �Res. Lab of Electron., Mass. Inst. of Tech., 50 Vassar St., Ste.
36-511, Cambridge, MA 02139�

The goal of this research is to study the auditory component of feed-
back control in speech production. This experiment investigates auditory
sensorimotor adaptation �SA� as it relates to speech production: the pro-
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cess by which speakers alter their speech production in order to compen-
sate for perturbations of normal auditory feedback. Specifically, the first
formant frequency (F1) was shifted in the auditory feedback heard by
naive adult subjects as they produced vowels in single syllable words.
Results presented previously indicate that the subjects demonstrate com-
pensatory formant shifts in their speech. The current study investigates the
relationship between compensatory adaptation and speaker perceptual acu-
ity. Subjects from the SA study were tested for their ability to discriminate
vowel tokens differing in F1 frequency. Preliminary results indicate that
subjects with greater perceptual acuity also demonstrated greater ability to
adapt, with a significant cross-subject correlation (p less than 0.05�. The
relation between these experimental findings and DIVA, a neurocomputa-
tional model of speech motor planning by the brain, will also be discussed.
�Work supported by NIDCD Grant R01-DC01925.�

5pSC10. Glottal-wave and vocal-tract-area-function estimations from
vowel sounds based on realistic assumptions and models. Huiqun
Deng, Rabab K. Ward, Micheal P. Beddoes �Elec. and Comput. Eng.
Dept., Univ. of British Columbia, Canada�, Murray Hodgson, and Bryan
Gick �Univ. of British Columbia, Canada�

Estimating glottal waves by inverse filtering vowel sounds and deriv-
ing vocal-tract area functions �VTAFs� from vocal-tract filter �VTF� esti-
mates require that VTF models be realistic and that VTF estimates contain
no effects of open glottises and glottal waves. In this study, VTFs are
modeled to have lip reflection coefficients with low-pass frequency re-
sponses; to minimize the effects of open glottises and glottal waves on the
estimates, VTFs are estimated from sustained vowel sounds over closed
glottal phases, assuming that the glottal waves are periodically stationary
random processes. Since incomplete glottal closures are common, VTF
estimates may contain the effects of glottal loss. To eliminate the effects of
glottal loss in the VTF estimates, lip-opening areas must be known. Theo-
retically, estimates of glottal waves and VTAFs corresponding to large-lip-
opening vowel sounds are less affected by the glottal loss than those
corresponding to small-lip-opening vowel sounds. The VTAFs and glottal
waves estimated from vowel sounds produced by several subjects are pre-
sented. The normalized VTAFs estimated from large-lip-opening sounds
are similar to that measured from an unknown subjects magnetic reso-
nance image. Over closed glottal phases, the glottal waves are non-zero.
They increase during vocal-fold colliding, and decrease or even increase
during vocal-fold parting.

5pSC11. Cross-modal perception of vowels, stops, and approximants
using reduced-formant stimuli. Philip Rubin �Haskins Labs., 270
Crown St., New Haven, CT 06511-6204 and Yale Univ., School of
Medicine, New Haven, CT, rubin@haskins.yale.edu�, Catherine Best
�Haskins Labs., New Haven, CT 06511-6204�, Gordon Ramsay, Stephen
Frost, and Bruno Repp �Haskins Labs., New Haven, CT 06511-6204�

This paper explores the relationship between audio and video repre-
sentations of speech, by examining how information in particular formants
is complemented by facial information, for different classes of speech
sounds. Specifically, we investigate whether acoustic information removed
by deleting formant combinations that usually signal contrasts between
vowels (F1,F2), stops (F2) and approximants (F3) can be replaced by
optical information derived from the talking face. Simultaneous audio and
video recordings were made of speakers uttering CVC nonsense syllables
constructed from vowels, stops, and approximants exhibiting varying de-
grees of facial motion and varying dependence on individual formant cues.
Synthetic stimuli were then resynthesized from combinations of one, two,
and three formants using a parallel formant synthesizer. Subjects per-
formed an auditory identification task with stimuli presented in an audio-
only condition, followed by a separate block of stimuli presented in an
audio-visual condition. Source effects were examined using an inverse-
filtered source and a synthetic source with constant source characteristics.
There were no differences between source conditions, but differences were
obtained between the audio and audio�video conditions that reflect the

relationship between facial and formant dynamics. These results comple-
ment recent research on perception of reduced video information and com-
plete audio information �L. Lachs and D. B. Pisoni, J. Acoust. Soc. Am.
116, 507–518 �2004��. �Work supported by NIH.�

5pSC12. Analysis of vowel and speaker dependencies of source
harmonic magnitudes in consonant-vowel utterances. Markus Iseli,
Yen-Liang Shue, and Abeer Alwan �UCLA, 405 Hilgard Ave., Los
Angeles, CA 90095, iseli@ee.ucla.edu�

It is assumed that voice quality characteristics are mainly manifested
in the glottal excitation signal. As �Holmberg et al., J. Speech Hear. Res.
38, 1212–1223 �1995�� showed, there is a correlation between low-
frequency harmonic magnitudes of the glottal source spectrum and voice
quality parameters. In this study, we assess the influence of vowel and
speaker differences on the difference between the first and the second
harmonic magnitudes, H1�H2. The improved harmonics correction for-
mula introduced in �Iseli et al., Proceedings of ICASSP, Vol. 1 �2004�, pp.
669–672� is used to estimate source harmonic magnitudes. H1�H2 is
estimated for consonant-vowel utterances where the vowel is one of the
three vowels /a,i,u/ and the consonant is one of the six plosives in Ameri-
can English /b,p,d,t,g,k/. Several repetitions of each of the utterances,
spoken by two male and two female talkers, are analyzed. Other measure-
ments, such as fundamental frequency, F0, and energy are estimated pitch
synchronously. Results are compared to current literature findings. �Work
supported by NSF.�

5pSC13. Pharynx depth and tongue height in relationship to intrinsic
F0 of vowels. D. H. Whalen, Leonardo Oliveira, and Bryan Gick
�Haskins Labs, 270 Crown St., New Haven, CT 06511,
whalen�AEA@haskins.yale.edu�

Intrinsic F0 (IF0) is the tendency for high vowels to have higher F0s
than low vowels. It is universal and apparently automatic, but the exact
mechanism is still unclear. Here, ultrasound measurements of the tongue
were used to determine whether vowel height is the best predictor of IF0.
Ten native speakers of English spoke keywords for the eleven non-
diphthongal vowels while the lips, jaw, and tongue were imaged with the
HOCUS ultrasound/Optotrak system �D. H. Whalen et al., J. Sp. Lang.
Hear. Res. �in press��, which tracks the head and lips with optical markers
while the tongue is imaged with ultrasound. The tongue edge can be ex-
tracted and rotated relative to the head, indicating changes in tongue
height and pharyngeal depth. Preliminary analysis indicates that IF0 is
better correlated with the most anterior point on the tongue root �indicat-
ing pharyngeal depth� than with the highest point on the tongue. It thus
seems likely that the shape of the pharynx is more of a determinant than
tongue height for IF0. Because pharynx depth and vowel height covary in
most languages �including English�, the earlier description is somewhat
accurate; IF0 may be more accurately described as correlated to the
tongue root.

5pSC14. Acoustically-guided articulation patterns for vowel
production. Brad Story �Dept. of Speech, Lang., and Hearing Sci.,
Univ. of Arizona, P.O. Box 210071, Tucson, AZ 85721, bstory@
u.arizona.edu�

The purpose of this study was to investigate the link between the vocal
tract deformation patterns obtained from statistical analyses of articulatory
data �i.e., measured area functions� and the acoustic properties of a real-
istic neutral vocal tract shape. The starting point was a previously reported
statistical analysis �i.e., PCA� of a speaker-specific set of measured vowel
area functions. It resulted in a mean area function, and two basis functions
that perturb the vocal tract into vowel-like shapes. In the present study,
acoustic sensitivity functions were calculated for the same mean area func-
tion. Then, four separate sum and difference combinations of the sensitiv-
ity functions were used directly to perturb the mean area function. The
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results showed that these sum and difference combinations created defor-
mation patterns with nearly the same variation along the vocal tract length
as the basis functions derived from articulatory data. The procedure was
then applied to other speaker-specific sets of area functions and the results
were similar. �Work supported by NIH R01-DC04789.�

5pSC15. The effect of spatial frequency information in central and
peripheral vision on natural gaze patterns and audiovisual speech
perception. Julie N. Buchan, Amanda Wilson, Martin Paré, and Kevin
G. Munhall �Queen’s Univ., Kingston, ON, Canada,
2jnb@qlink.queensu.ca�

It has been known for some time that visual information plays an
important role in how we perceive speech. The present research examines
how this visual information is processed in central and peripheral vision.
The perception of visual images is carried out in the nervous system by a
set of spatial frequency-tuned channels and the sensitivity to spatial reso-
lution varies across the retina. The experiment was conducted using a
gaze-contingent display system that records a person’s eye position and
then displays different information to their peripheral and central vision.
The amount of high spatial frequency information presented in the central
and peripheral visual fields was manipulated and the effect on both audio-
visual speech perception and natural gaze patterns was measured. Prelimi-
nary results show that when peripheral information is no longer adequate,
gaze patterns become altered to gather important visual information. This
suggests that information across the whole visual field influences audiovi-
sual speech behavior.

5pSC16. Perception of a Japanese moraic obstruent in an
identification task. Shigeaki Amano, Ryoko Mugitani, and Tessei
Kobayashi �NTT Commun. Sci. Labs., NTT Corp., 2-4 Hikari-dai,
Seika-cho, Souraku-gun, Kyoto 6190237, Japan�

Native Japanese speakers perceive a moraic obstruent when the clo-
sure duration between successive moras is longer than a normal obstruent.
However, it has not been well clarified how the perception of the moraic
obstruent relates to the closure and neighboring moras’ duration. To inves-
tigate this point, a perceptual experiment was conducted with stimuli con-
sisting of two-mora nonsense syllables with a closure between the moras
�/bipa/, /guku/, /kuku/, /kuto/, and /tapi/�. The closure duration was short-
ened or lengthened in 10-ms steps. The duration of the first mora was
modified by changing its vowel duration to 50%, 100%, and 150% by the
STRAIGHT method. Forty native Japanese speakers identified whether the
nonsense syllable contained a moraic obstruent with the 2AFC method.
Results showed that the perceptual boundaries of the moraic obstruent
were 182 ms (SD�13.2 ms), 204 ms (SD�14.7 ms), and 222 ms (SD
�16.6 ms), respectively, with 50%, 100%, and 150% vowel durations in
the first mora, and that a logistic function fits the identification ratio very
well. The results indicated that the perception of a moraic obstruent de-
pends on both closure duration and the duration of neighboring moras.
They also suggest that the perception would be categorical.

5pSC17. Nasals and nasalization: The interplay between segmental
duration and coarticulation. Samantha E. Sefton and Patrice S. Beddor
�Dept. of Linguist., Univ. of Michigan, 4080 Frieze Bldg., Ann Arbor, MI
48109, beddor@umich.edu�

Two experiments were conducted on English to test the hypothesis that
the temporal extent of coarticulatory nasalization is inversely related to the
duration of the source of coarticulation. Experiment 1 investigated patterns
of carryover �NVC� and anticipatory �CVN� vowel nasalization, and the
overall timing of nasalization across the syllable. Acoustic analysis of
CVN and NVC words �e.g., seen/niece, pin/nip, tame/mate, ten/net� pro-
duced by five speakers showed that, although vowel nasalization is tem-
porally more extensive in CVN than in NVC sequences, N is shorter in
CVN than in NVC, so that there was no significant overall difference in

total nasalization between the two syllable types. Experiment 2 tested
similar timing patterns in CVNC syllables, where N duration varied as a
function of the voicing of the following C �e.g., wince/wins, sent/send,
can’t/canned�. Acoustic measures of productions of five English speakers
again showed that the shorter the N , the temporally more extensive the
vowel nasalization. Findings for selected other languages �Thai, Italian�
provide further evidence of the inverse relation. These findings have im-
plications for theories of coarticulation and theories of phonological
change. �Work supported by NSF.�

5pSC18. Perception of a Japanese moraic obstruent in a
discrimination task. Tessei Kobayashi, Ryoko Mugitani, and Shigeaki
Amano �NTT Commun. Sci. Labs., NTT Corp., 2-4, Hikaridai,
Seika-cho, Soraku-gun, Kyoto, Japan 619-0237�

Previous research with an identification task suggests that native Japa-
nese speakers perceive a moraic obstruent categorically �Amano et al.,
2005�. However, it is still unclear whether the suggestion would be con-
firmed by other tasks. This study used an AX discrimination task to inves-
tigate whether the performance is highly sensitive around the perceptual
boundaries that were obtained from the identification task. Native Japa-
nese speakers (N�40) were presented with a pair of two-mora nonsense
syllables �/bipa/, /guku/, /kuku/, /kuto/� and then required to judge whether
the stimulus pair was acoustically identical. The stimulus set was produced
by reducing or increasing the closure duration between the successive
moras in 5-ms steps (�95 to 240 ms�. Results showed that the participants
discriminated more precisely around closures duration ranging from ap-
proximately 150 to 180 ms �/bipa/: 180 ms, /guku/: 160 ms, /kuku/: 155
ms, /kuto/: 175 ms�. Although the results indicate, to some degree, the
possibility of perceptual categorization of the moraic obstruent, the high
sensitivity peak in each stimulus type was slightly shifted from the per-
ceptual boundaries in the identification task.

5pSC19. Intrinsic factors of releasing motions in an articulator: On
assuming segmental input in speech-production models. Victor J.
Boucher �Univ. of Montreal, C.P. 6128 succ. Centre-ville, Montreal, QC,
Canada J3C 3J7�

Prominent models of speech production use serial input that is as-
sumed to be commensurate with linguistic segments. The view is that such
units underlie a serial activation of aperture motions such as closing and
opening motions of the lips in articulating a bilabial stop. This is incom-
patible with conventional EMG observations showing a single burst of
activity of labial adductors at the onset of a close-open cycle. The present
study examines the spring-like effects of bilabial compression and pres-
sure on labial opening �release� following a relaxation of the orbicularis
oris muscle. Using reiterative series �papapapa� produced at increasing
intensities, the range and velocity of opening motions of the lower-lip
were correlated with lip compression and oral-pressure. The results for
three speakers show that pressure and compression are correlated and that
these factors account for 45% to 66% of the variance in velocity of lower-
lip opening, and for 47% to 73% of the variance in the range of lower-lip
opening. These results complement earlier findings of Abbs and Eilenberg
�1976� showing the intrinsic effects of muscle elasticity on opening mo-
tions of the lips. Close-open cycles in articulators may not reflect segment-
by-segment serial activation.

5pSC20. Kinematic properties of stop and fricative production.
Anders Lofqvist �Haskins Labs., 270 Crown St., New Haven, CT 06511,
lofquist@haskins.yale.edu�

This study examined movement kinematics in stop and fricative con-
sonants, looking for potential evidence of different movement character-
istics related to precision requirements. It has often been claimed that
fricatives require more precision in their production than stops due to the
management of airflow. However, the empirical evidence for this claim is
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very limited and mostly based on different developmental trends. Tongue
movements were recorded using a magnetometer system. Speed and
movement paths were used to examine movement kinematics, including
different measures of stiffness. Preliminary results do not show any con-
sistent pattern across subjects, although some subjects did have systematic
differences in movement stiffness with stop consonants having stiffer
movements that fricatives. These results most likely reflect that fact that
speech is an over learned skill, so that any differences related to precision
are very small, or nonexistent, in adults, and probably only apparent in the
early stages of speech development. �Work supported by NIH.�

5pSC21. Haptic information enhances auditory speech perception.
Kristin M. Johannsdottir, Diana Gibrail, Gick Bryan, Ikegami Yoko
�Dept. of Linguist., Univ. of British Columbia, Canada�, and Jeff
Muehlbauer �Univ. of British Columbia, Canada�

Studies of tactile enhancement effects on auditory speech perception
�Reed et al., JSHR, 1978, 1982, 1989� have traditionally used experi-
enced, pre-trained subjects. These studies have left unanswered the basic
questions of whether tactile enhancement of speech is a basic component
of human speech perception or a learned association �Fowler, JPhon, 1986;
Diehl and Kluender, Ecol. Psych., 1989�, and which aspects of the signal
are enhanced through this modality. The present study focuses exclusively
on tactile enhancement effects available to naive speakers. In a speech-
masked environment, naive subjects were tasked with identifying conso-
nants using the Tadoma method. Half of the stimuli were presented with
tactile input, and half without. The results show that all subjects gained
considerably from tactile information, although which part of the tactile
signal was most helpful varied by subject. The features that contributed
most to consonant identification were aspiration and voicing. �Work sup-
ported by NSERC.�

5pSC22. Categorization of spectrally complex non-invariant auditory
stimuli in a computer game task. Lori Holt and Travis Wade �Dept.
Psych., Carnegie Mellon Univ., 5000 Forbes Ave., Pittsburgh, PA 15213,
twade@andrew.cmu.edu�

This study examined perceptual learning of spectrally complex non-
speech auditory categories in an interactive multi-modal training para-
digm. Participants played a computer game in which they navigated
through a three-dimensional space while responding to animated charac-
ters encountered along the way. Characters appearances in the game cor-
related with distinctive sound category distributions, exemplars of which
repeated each time the characters were encountered. As the game pro-
gressed, the speed and difficulty of required tasks increased and characters
became harder to identify visually, so quick identification of approaching
characters by sound patterns was, although never required or encouraged,
of gradually increasing benefit. After thirty minutes of play, participants
performed a categorization task, matching sounds to characters. Despite
not being informed of audio-visual correlations, participants exhibited re-
liable learning of these patterns at post-test. Categorization accuracy was
related to several measures of game performance and category learning
was sensitive to category distribution differences modeling acoustic struc-
tures of speech categories. Category knowledge resulting from the game
was qualitatively different from that gained from an explicit unsupervised
categorization task involving the same stimuli. Results are discussed with
respect to information sources and mechanisms involved in acquiring
complex, context-dependent auditory categories, including phonetic cat-
egories, and to multi-modal statistical learning.

5pSC23. Acoustic correlates of non-modal phonation in telephone
speech. Tae-Jin Yoon �Dept. of Linguist., Univ. of Illinois, 4080 FLB,
707 S. Mathews Ave., MC-168, Urbana, IL 61801, tyoon@uiuc.edu�,
Jennifer Cole, Mark Hasegawa-Johnson, and Chilin Shih �Univ. of
Illinois, Urbana, IL 61801�

Non-modal phonation conveys both linguistic and paralinguistic infor-
mation, and is distinguished by acoustic source and filter features. Detect-
ing non-modal phonation in speech requires reliable F0 analysis, a prob-
lem for telephone-band speech, where F0 analysis frequently fails. An
approach is demonstrated to the detection of creaky phonation in tele-
phone speech based on robust F0 and spectral analysis. The F0 analysis
relies on an autocorrelation algorithm applied to the inverse-filtered
speech signal and succeeds in regions of non-modal phonation where the
non-filtered F0 analysis typically fails. In addition to the extracted F0
values, spectral amplitude is measured at the first two harmonics (H1,
H2) and the first three formants (A1, A2, A3). F0 and spectral tilt are
measured from 300 samples of modal and creaky voice vowels, selected
from Switchboard telephone speech using auditory and visual criteria.
Results show successful F0 detection in creaky voice regions, with dis-
tinctive low F0, and statistically significant differences between modal
and creaky voice in measures of spectral amplitude, especially for mea-
sures based on H1. Our current work develops methods for the automatic
detection of creaky voicing in spontaneous speech based on the analysis
technique shown here. �Work supported by NSF.�

5pSC24. A consonant-vowel-consonant display as a computer-based
articulation training aid for the hearing impaired. Fansheng Meng,
Eugen Rodel, and Stephen Zahorian �Dept. of Elec. and Comput. Eng.,
Old Dominion Univ., Norfolk, VA 23529�

Computer-based visual speech training aids are potentially useful feed-
back tools for hearing impaired people. In this paper, a training aid for the
articulation of short Consonant-Vowel-Consonant �CVC� words is pre-
sented using an integrated real-time display of phonetic content and loud-
ness. Although not yet extensively tested with hearing-impaired listeners,
real-time signal processing has been developed, flow-mode displays have
been developed, and accuracy tests have been completed with a large
database of CVC short words. A combination of Hidden Markov Models
and time-delay neural networks are used as the primary method for the
acoustic-phonetic transformations used in the display. �Work partially sup-
ported by NSF grant BES-9977260.�

5pSC25. Stop consonant perception in silent-center syllables. Mark
DeRuiter �Univ. of Minnesota, 164 Pillsbury Dr. S.E., 115 Shevlin Hall,
Minneapolis, MN 55455�, Virginia S. Ramachandran, and Sheryl J. Rosen
�Wayne State Univ., Detroit, MI 48202�

Silent-center �SC� syllables are consonant-vowel-consonant syllables
with the steady-state vowel portion excised from them. These syllables are
appealing for research of stop-consonants because they retain the com-
plexity, brevity, and rapid changes inherent in formant transitions while
presumably eliminating temporal masking by the vowel. However, ques-
tions exist as to whether or not SC syllables are processed in the same
manner as their full-vowel �FV� counterparts �i.e. are they processed as
speech units or as sounds?�. Data is reviewed from a series of experiments
which examined listeners discrimination, labeling, and response time for
synthesized consonant-vowel-consonant syllables in FV and SC condi-
tions. Results from 3 experiments with typical listeners reveal that: �1�
discrimination is significantly better in the SC condition; �2� consonant
labeling on a /bab/ to /dad/ continuum is poorer in the SC condition and is
significantly poorer at the category boundary; �3� discrimination response-
time �RT� is significantly shorter in the SC condition. Labeling and dis-
crimination results reveal that listeners processed the stop-consonants in
these SC syllables in a less-categorical manner than in the FV syllables.
Taken together with significantly different response-times, these results
may indicate that listeners utilize a different mode of processing for SC
syllables.
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5pSC26. Voice F0 responses elicited by perturbations in pitch of
auditory feedback during English speech and sustained vowels. Jay
J. Bauer �Dept. of Commun. Sci. & Disord., Univ. of Wisconsin–
Milwaukee, P.O. Box 413, Milwaukee, WI 53201, jbauer@uwm.edu� and
Charles R. Larson �Northwestern Univ., Evanston, IL 60208�

Twenty-one native speakers of American English were asked to repeat-
edly inflect the pitch of either the first or second syllable of an English
speech phrase or produce non-word sustained vowels while listening to
amplified auditory feedback. Brief upward and downward perturbations in
pitch of auditory feedback were introduced in real time shortly after vocal
onset. Resultant changes in voice F0 due to perturbations in pitch were
compared across vocal conditions and perturbation direction. Data indi-
cated that auditory feedback was used in real-time to stabilize voice F0
during both normal English speech and sustained vowels. Incomplete
compensatory corrections in voice F0 due to the perturbations in pitch of
auditory feedback were prevalent during both dynamic speech �gain:
�12.7%� and static sustained vowel phonations �gain: �19.3%�, and ap-
pear to be regulated by similar corrective mechanisms. However during
dynamic speech, voice F0 was modulated across syllable boundaries in a
task-dependent manner according to syllable pitch inflection. Thus, voice
F0 responses appear to help maintain the underlying suprasegmental
meaning of a speech phrase by delaying the onset of the voice F0 re-
sponse to coincide with the pitch-inflected syllable. �Work supported by
NIH Grant No. F31 DC005874.�

5pSC27. The perception of speech rhythm: An investigation of inter
and intra rhythmic class variability using delexicalized stimuli.
Volker Dellwo �Dept. of Phonet. and Linguist., University College
London, 4 Stephenson Way, London NW1 2HE, UK� and Petra Wagner
�Universitaet Bonn, D-53115 Bonn, Germany�

It has been demonstrated that stress- and syllable-timed languages are
differentiable in terms of parameters based on vocalic and consonantal
interval durations, and that stress-timed languages are more variable in
terms of these parameters. There is also significant between- and within-
subject variability on these parameters, but it is unclear whether this pro-
duction variability is perceptually salient in terms of rhythm. This issue
was investigated in a series of experiments using delexicalized stimuli, in
which the vocalic intervals were substituted by sinusoidal tones and the
consonantal intervals by white noise. Subjects were asked to classify the
stimuli according to the regularity of the tone sequences. The results thus
far indicate that intra rhythm class variation, as measured by consonantal
and vocalic interval duration variation, can be well perceived.

5pSC28. Palato-lingual contact patterns during Korean obstruent
production; lax, aspirated and forced. Hirohide Yoshioka and Kim
Soone �Inst. of Human Sci., Univ. of Tsukuba, Japan�

In Korean obstruents, there is a three-way distinction in manner of
articulation; lax, aspirated and forced. The present study is to investigate
the temporal and spatial details of tongue contacts with the hard palate
during these three types of consonant production. The subject, a 30-year-
old female of the Seoul dialect was instructed to read a set of various
words beginning with these consonants, embedded in a frame sentence
i-geo-/Cal/-ita (C�consonant). The palato-lingual contact patterns were
recorded using dynamic electro-palatography. The results show that the
area and duration of the palato-lingual contact are clearly different among
these three types of consonants. As for stops, the palato-lingual contact is
wider and longer in the forced stop production. In the affricate production,
the patterns of the maximum contact area and the duration are as follows:
wide and long in the forced type, middle in the aspirated, and narrow and
short in the lax. These data strongly suggest that the temporal and spatial
details of the palato-longual contact may play an important role in mani-
festing the Korean three-way distinction, together with other articulatory
adjustments, such as laryngeal and respiratory controls.

5pSC29. Vowel production and perception in French blind and
sighted adults. Sophie Dupont and Lucie Menard �Universite du
Province Quebec a Montreal, Departement de linguistique, CP 8888, succ.
Centre-Ville, Montreal, Canada H3C 3P8, menard.lucie@uqam.ca�

It is well known that visual cues play an important role in speech
perception and production. Early in life, blind speakers, who do not have
access to visual information related to lip and jaw movements, show a
delay in the acquisition of phonological contrasts based on these visible
articulatory features �A. E. Mills, Hearing by eye: The psychology of
lip-reading, pp. 145–161 �1987��. It has also been claimed that blind
speakers have better auditory discrimination abilities than sighted speak-
ers. The goal of this study is to describe the production-perception rela-
tionships involved in French vowels for blind and sighted speakers. Six
blind adults and six sighted adults served as subjects. The auditory abili-
ties of each subject were evaluated by auditory discrimination tests
�AXB�. At the production level, ten repetitions of the ten French oral
vowels were recorded. Formant values and fundamental frequency values
were extracted from the acoustic signal. Measures of contrasts �Euclidean
distances� and dispersion �standard deviations� were computed and com-
pared for each feature �height, place, roundedness� and group �blind,
sighted�. Regression analyses between discrimination scores and produced
contrasts were carried out. Despite between-speaker variability, results
show an effect of speakers group �blind versus sighted� on the produced
contrast distances.

5pSC30. The role of intonational phrasing in the elicitation of speech
errors. Marianne Pouplier �TAAL, Univ. of Edinburgh, UK and Haskins
Labs, New Haven, CT, pouplier@ling.ed.ac.uk�, Mark Tiede �Haskins
Labs, New Haven, CT�, Stefanie Shattuck-Hufnagel �MIT R.L.E.,
Cambridge, MA�, Man Gao, and Louis Goldstein �Yale Univ., New
Haven, CT�

Recent work has proposed that some speech errors arise from an un-
derlying coordination process in speech production in which gestures can
assume grammatically illegal but dynamically stable coordination modes.
The general premise is that shared gestural structure within a prosodic
domain sets up the conditions under which stable coordination modes
spontaneously emerge and produce errors. If certain gestures �e.g., coda
consonants� recur every word but others recur less frequently �e.g., alter-
nating initial consonants�, the lower frequency gestures will increase in
occurrence, resulting in gestural intrusion errors. This suggests that ma-
nipulation of the rhythmic domain through intonational phrasing should
determine error patterns differentially. Since the gestural coupling which
lies at the heart of the rhythmic synchronization approach takes time to
establish, it is predicted that continuous repetitions of e.g. ‘‘cop tap tube
cub’’ will lead to a maximum buildup of coupling strength and thus the
most errors. If however phrasal grouping is imposed, as in ‘‘cop tap, tube
cub,’’ fewer errors are hypothesized to occur. We test these predictions by
having subjects repeat the same word string in different prosodic grouping
conditions. Our initial results confirm that the more alternating consonants
an intonational phrase contains, the more errors occur.

5pSC31. Effect of aspiration noise and spectral slope on perceived
breathiness in vowels. Rahul Shrivastav and Maria Pinero �Dept. of
Comm. Sci. & Disord., Univ. of Florida, 336 Dauer Hall, Gainesville, FL
32611�

Breathy voice quality is frequently encountered in both normal and
dysphonic voices. Breathiness has been associated with an increase in the
intensity of aspiration noise as well as changes in spectral slope �Childers
and Ahn, 1995; Fischer-Jorgenson, 1967; Huffman, 1987; Klatt and Klatt,
1990�. Shrivastav and Sapienza �2003� found that subjective ratings of
breathiness obtained from a group of listeners were highly correlated with
certain measures calculated from the auditory spectrum of the vocal acous-
tic signal. One of these measures, the partial loudness of the harmonic
energy, was related to both the aspiration noise and the spectral slope of
the voices. In the present experiment, 10 young adult listeners with normal

2622 2622J. Acoust. Soc. Am., Vol. 117, No. 4, Pt. 2, April 2005 149th Meeting: Acoustical Society of America



hearing were presented with voices that varied systematically in terms of
their aspiration noise and spectral slope. The stimuli, five male and five
female voices, were generated using the Klatt synthesizer and were mod-
eled after naturally occurring voices. Listeners rated breathiness for each
of these stimuli using a 7-point rating scale. Results show the relative
contribution of spectral slope and aspiration noise to the perception of
breathiness.

5pSC32. Intensity variation in vowels across acoustic and auditory
spectra. Ewa Jacewicz and Robert Allen Fox �Dept. of Speech and
Hearing Sci., The Ohio State Univ., Columbus, OH 43210,
jacewicz.1@osu.edu�

Changes to vowel intensity are affected primarily by an increased
physiological effort of the speaker. A second source of intensity variation
comes from immediate consonant environment of the vowel as a result of
coarticulation �House & Fairbanks, J. Acoust. Soc. Am. 22, 105–113
�1953��. Variation in intensity distribution across the vowel spectrum was
measured for eight American English vowels in ten symmetrical CVC
environments �consonants included both stops and fricatives� at four dif-
ferent locations �at the vowels rms peak and at points corresponding to
20%, 50%, and 80% of the vowels duration�. Three types of spectral
intensity distribution were examined: �1� the relative amplitudes of for-
mants F1-F4; �2� the summed intensity in four contiguous frequency
bands of 0–0.5, 0.5–1.0, 1.0–2.0 and 2.0–4.0 kHz �Sluijter and Van Heu-
ven, J. Acoust. Soc. Am. 100, 2471–2485 �1996��; and �3� the intensity
distribution following three stages of auditory processing �using an audi-
tory filter bank consisting of 33 filters, equal loudness pre-emphasis, and
intensity-loudness compression�. The nature and size of the effects of
spectral intensity variation as a function of consonant environment in the
acoustic spectrum �formants� and in auditory pre-processing of the acous-
tic spectrum will be compared. �Work supported by NIDCD R03
DC005560-01.�

5pSC33. Voice onset time is shorter in high-frequency words. Mark
VanDam and Robert Port �Dept. of Linguist., Indiana Univ, Bloomington,
IN 47405�

Frequency of occurrence is known to have many effects on speech
production �see J. Bybee, Phonology and Language Use �Cambridge,
2001�� including vowel quality, overall duration, rate of deletion, assimi-
lation, coarticulation, etc. The current work addresses voice-onset time
�VOT� in words with differing lexical frequency estimates from published
materials and addresses whether words in a list exhibit similar effects to
words in sentential context. Four talkers produced 20 low frequency words
and 10 high frequency words four times each in isolation and again in
non-idiomatic, sentential context. VOT was measured in monosyllabic
content words with initial /t/. Results show that frequent words �e.g., talk,
table� have a mean VOT roughly 10 ms shorter than less frequent words
�e.g., talc, taint� (p�0.01). The effect was significantly stronger for
words in a sentence �e.g., He will talk to his supervisor� than in a list.
These findings are consistent with linguistic theories that propose detailed
auditory representations for words and finely controlled productions, but
are in conflict with traditional, abstract phonological representations.

5pSC34. Tension asymmetries in a finite element model of the vocal
folds. Greg S. Davidson �Univ. of Chicago, Chicago, IL 60637� and
Fariborz Alipour �Univ. of Iowa, Iowa City, IA 52242�

Tension asymmetries in a finite element model of the vocal folds were
examined as a function of lung pressure. The vocal fold model had an
asymmetry in the tension ratio ranging from 1.1 to 2.0, corresponding to a
10%–100% increase in tension of the left fold compared to the right, and

lung pressure was increased over the range 5–40 cm H2O. For tension
ratios greater than 1.6, oscillation was not supported over most of this
range. For tension ratios less than 1.6, the fundamental frequency was
found to increase up to approximately 22 cm H2O. Mean vocal fold con-
tact area showed a broad maximum over the range 8–13 cm H2O and
decreased between 13 and 22–25 cm H2O. Open quotient decreased be-
tween 7.5 and 13–15 cm H2O and increased afterwards to reach a maxi-
mum value between 20 and 23 cm H2O. For these three parameters, the
behavior above the upper thresholds was tension ratio dependent. Mean
glottal area linearly increased with lung pressure with differing slopes over
different pressure ranges. Taken together, the four parameters provide evi-
dence for different vibratory domains. �Work supported by NIDCD grant
No. DC03566.�

5pSC35. Not just any contour: Intonation marking semantic domain
narrowing. Karsten A. Koch �Univ. of British Columbia, Vancouver,
BC, Canada�

Not just any statements �Natalie won’t drink just ANY wine from
France� carry an intonational contour. Previous studies have characterized
the contour as fall-rise �D. Robert Ladd, The structure of intonational
meaning �1980��, but more intricate acoustic analysis that considers the
semantics of the construction has not been performed. Preliminary data
shows that for speakers of Canadian English, the contour contains a rise-
fall and stress accent on any, followed by a rise on the sentence-final
syllable. If the stressed rise-fall on any indicates a topic accent, then the
meaning of the construction can be calculated semantically: the presence
of the topic accent indicates a disputable topic �in this case, Which wines
will Natalie drink?� �following Daniel Buering, Linguistics and Philoso-
phy 20, 175–194 �1997� for German�. This operation narrows the domain
of any wine from all wine from France to some smaller amount perhaps
Natalie only drinks expensive cabernets. Furthermore, the same intona-
tional contour occurs in other quantificational statements, like ALL gam-
blers aren’t addicted. Here, the disputable topic is: How many gamblers
are addicted? Again, the intonation serves to narrow the domain to a
subset of all the gamblers. Thus, documenting this intonational contour
identifies a more general semantic process.

5pSC36. The role of stress accent in the understanding of sentences in
noise. Pierre Divenyi and Alex Brandmeyer �Speech and Hearing Res.,
VA Medical Ctr., 150 Muir Rd., Martinez, CA 94553�

When a target sentence is presented in noise, the stressed syllables
therein will constitute epochs with a high likelihood of S/N increase. Since
in spontaneous speech stressed syllables have significantly higher infor-
mation content than unstressed syllables �S. Greenberg et al., in Proc. 2d
Intern. Conf. Human Lang. Technol. Res. �2002�, pp. 36–43�, it follows
that masking the stressed syllables will negatively impact the perception of
neighboring unstressed syllables. This hypothesis was tested by varying
the S/N of only the stressed syllables in sentences embedded in otherwise
unmodulated speech-spectrum noise. Results suggest that, compared to
conditions with absent or decreased-S/N stressed syllables, increasing the
S/N during stressed syllables increases intelligibility of the unstressed syl-
lable or syllables that follow. Since the unstressed syllables are rarely
masked in the classic, energetic sense, the phenomenon reported consti-
tutes an instance of informational masking. The masking can affect per-
ception at the phonemic as well as on higher linguistic levels, depending
on the information provided by sentence context.
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FRIDAY AFTERNOON, 20 MAY 2005 GEORGIA A, 1:30 TO 3:15 P.M.

Session 5pUW

Underwater Acoustics: Autonomous Underwater Vehicles „AUV’s…, Sensors, and Arrays

Brian T. Hefner, Chair
Applied Physics Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105-6698

Contributed Papers

1:30

5pUW1. An autonomous underwater vehicle towed hydrophone array
for ocean acoustic measurements. Jason D. Holmes, William M. Carey
�Boston Univ., Boston, MA 02215�, James F. Lynch, Arthur E. Newhall,
and Amy Kukulya �Woods Hole Oceanogr. Inst., Woods Hole, MA
02543�

An autonomous underwater vehicle �AUV� with a towed hydrophone
array �THA� can provide the capability of mobile-single-ship operation for
both short-range single path and long range synthetic aperture experi-
ments. A low noise towed array for an AUV �REMUS� has been developed
to demonstrate the feasibility and utility of such measurements. Previous
measurements of AUV radiated noise indicated levels that would limit
measurements by hull arrays providing a rational for a THA. A small-
diameter fluid-filled prototype hydrophone array was developed and tested
to ensure adequate sensitivity and system noise levels. The digital record-
ing system �DRS� consisted of mini-disc recorders with a band width of 20
kHz housed in a tube attached to the AUV. This combined system �RE-
MUS, DRS, and THA� was used to conduct a proof of concept test in
Dodge Pond. This paper presents the results that show, in the Sea State 0
noise field of Dodge Pond, array system self noise was less than the
ambient and vehicle noise was manageable. The test included three
pingers and a beacon sound source. The acoustic results were at a high
signal-to-noise ratio and show the array tow stability and coherent pro-
cessing capability. �Work supported by Boston University, Woods Hole,
and ONR.�

1:45

5pUW2. Response pattern control in spite of failed array elements.
Henry Cox and Hung Lai �Lockheed Martin Orincon, 4350 North Fairfax
Dr., Ste. 470, Arlington, VA 22203�

Large arrays of many elements usually are shaded to achieve low
sidelobes. However, in practice these arrays typically operate with some
element failures that significantly degrade sidelobe performance. First, the
effects of different numbers of failed elements on sidelobe levels are ana-
lyzed and illustrated with simulations. Statistics and bounds for sidelobe
levels with failed elements are presented. The inability and limitations of
conventional shading modifications to compensate for failed elements is
discussed and illustrated. Missing elements give rise to large inter-element
spacings that in turn result in grating effects that cannot be compensated
for using modified shading weights. An adaptive compensation approach
for failed elements is then presented. This involves narrowband interpola-
tion from nearby elements to estimate the missing data prior to applying
the original shading weights. Failures of both isolated and neighboring
elements are considered. When there is a strong source present it is rela-
tively easy to estimate its value on missing elements. But this is exactly
the case of interest, when sidelobe levels are important. The adaptive
interpolation approach provides good bearing response patterns so that
strong signals are well isolated in bearing. Results are illustrated with
large array simulations with different failure patterns and multiple strong
sources.

2:00

5pUW3. Underwater acoustic measurements with the LiberdadeÕX-
Ray flying wing glider. Gerald L. D’Spain, Scott A. Jenkins, Richard
Zimmerman �Marine Physical Lab., Scripps Inst. of Oceanogr., La Jolla,
CA 93940-0701�, James C. Luby �Univ. of Washington, Seattle, WA
98105�, and Aaron M. Thode �Scripps Inst. of Oceanogr., La Jolla, CA
93940-0701�

An underwater glider based on a flying wing design �Jenkins et al.,
2003� presently is under development by the Marine Physical Laboratory,
Scripps Institution of Oceanography and the Applied Physics Laboratory,
University of Washington. This design maximizes the horizontal distance
between changes in buoyancy to minimize mechanical power consumed in
horizontal transport. The prototype wing has a 6.1 m wing span and is 20
times larger by volume than existing gliders. Initial at-sea tests indicate
that the lift-to-drag ratio is 17/1 at a horizontal speed of about 1.8 m/s for
a 38-liter buoyancy engine. Beamforming results using recordings of the
radiated noise from the deployment ship by two hydrophones mounted on
the wing verify aspects of the prototype wing flight characteristics. The
payload on the new glider will include a low-power, 32-element hydro-
phone array placed along the leading edge of the wing for large physical
aperture at midfrequencies �above 1 kHz� and a 4-component vector sen-
sor. Data previously collected by these types of arrays illustrate the per-
formance of narrow-band detection and localization algorithms. Flight be-
haviors are being developed to maximize the arrays’ detection and
localization capabilities. �Work sponsored by the Office of Naval Re-
search.�

2:15

5pUW4. Adaptive rapid environmental assessment simulation
framework. Ding Wang and Henrik Schmidt �Acoust. Lab, Ocean Eng.
Dept., MIT, 77 Mass Ave 5-435, Cambridge, MA 02139, prolog@mit.edu�

The coastal environment is characterized by variability on small spa-
tial scales and short temporal scales. These environmental uncertainties
translate—in a highly non-linear fashion—into uncertain acoustic propa-
gation properties, often severely affecting the sonar performance predic-
tion capabilities. Conventional oceanographic measurement systems can-
not capture these environmental uncertainties due to their limited
predictability and the lack of mobility of the traditional measurement plat-
forms. Taking advantage of the mobility of modern autonomous underwa-
ter vehicle technology, the Adaptive Rapid Environmental Assessment
�AREA� concept has been developed to optimally use the available re-
sources to capture the acoustic uncertainty by adaptive and rapid in situ
measurement of the environmental properties most significant to the actual
sonar system. The ocean area of interest is usually fairly large, and the in
situ measurement resources are limited, and the adaptive sampling strategy
in AREA can therefore make a significant difference in capturing and
mitigating the sonar performance uncertainties. To determine an optimal
or sub-optimal sampling strategy and test the optimization effect before
doing costly on-site experiments, an Adaptive Rapid Environmental As-
sessment Simulation Framework �AREASF� has been developed, based on
state-of-the-art forecasting frameworks and acoustic propagation models.
The simulation framework has been applied to investigate the performance
of AREA under different environmental conditions, and based on these
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results, the feasibility of performing real-time adaptive environmental as-
sesment using AREA under realistic ocean conditions will be discussed.
�Work supported by ONR.�

2:30

5pUW5. Optimizing multistatic sonobuoy placement. Donald R.
DelBalzo, Erik R. Rike, and David N. McNeal �Neptune Sci. Div. of
Planning Systems, Inc., 40201 Hwy 190 E, Slidell, LA 70461,
delbalzo@neptunesci.com�

Sonobuoy patterns for monostatic sensors were developed during the
Cold War for deep, uniform underwater environments, where a simple
median detection range defined a fixed inter-buoy spacing �usually along
staggered lines�. Oceanographic and acoustic conditions in littoral envi-
ronments are so complex and dynamic that spatial and temporal variability
of low-frequency signal and noise fields destroys the basic homogeneous
assumption associated with standard tactical search concepts. Genetic Al-
gorithms �GAs� have been applied to this problem to produce near-
optimal, non-standard search tracks for monostatic mobile sensors that
maximize probability of detection in such inhomogeneous environments.
The present work describes a new capability, SCOUT �Sensor Coordina-
tion for Optimal Utilization and Tactics�, to simulate multistatic
distributed-sensor geometries and to optimize the locations of multistatic
active sonobuoys in a complex, littoral environment. This presentation
reviews the GA approach, discusses the new chromosome structure, and
introduces a new target-centric geometry. The results show that �a� stan-
dard patterns are not optimal even for a homogeneous environment, �b�
small distributed sensor clusters are preferred, and �c� standard patterns
are grossly ineffective in inhomogeneous environments where 20% im-
provements in detection are achieved with SCOUT. �Work supported by
NAVAIR.�

2:45

5pUW6. Acoustic particle velocity and intensity calculations from
tri-axial pressure gradient measurements. Melanie E. Austin and Alex
O. MacGillivray �JASCO Res. Ltd., 2101-4464 Markham St., Victoria,
BC, Canada V8Z 7X8, melanie@jasco.com�

In July 2004 Fisheries and Oceans Canada supported a study to inves-
tigate effects of seismic airgun signals on hearing organs of freshwater fish

in the Mackenzie River at Inuvik, NWT Canada. The study required par-
ticle velocity measurements for correlation with observed biological ef-
fects. JASCO Research built a pressure gradient measurement apparatus
consisting of four hydrophones mounted at the vertices of a triangular-
pyramid frame. The system was used to measure differential pressure from
the airgun events simultaneously in three perpendicular axial directions.
An attached depth-compass sensor monitored the depth and orientation of
the system. Hydrophone separations were chosen to be small relative to
the acoustic wavelength so that measured differential pressures correctly
approximated the pressure gradients along each axis. Particle accelerations
were computed directly from pressure gradients following Euler’s linear-
ized momentum equation, and particle velocities were computed by inte-
grating particle accelerations. Acoustic intensity was computed from the
product of acoustic pressure and particle velocity. The hydrophone preci-
sion imposed a limit on accuracy of particle velocity measurements at low
frequencies. Likewise the fixed hydrophone spacings defined an upper
frequency limit for applicability of this method.

3:00

5pUW7. Macroscopic sonic crystals in a wave guide. Dalcio K. Dacol,
Gregory J. Orris, and David C. Calvo �Acoust. Div. Naval Res. Lab.,
Washington, DC 20375-5350�

Periodical arrays of long, parallel cylinders have been shown in the
published literature to exhibit acoustical properties which are analogous to
the electronic properties of certain crystalline solids. Thus there are fre-
quency bands for which no acoustic propagation through the array is al-
lowed, with those band gaps being directionally dependent. The properties
of such arrays in wave guides are examined in this work. Particular em-
phasis is put in investigating the properties of those arrays in wave guides
that are idealized models of shallow water oceanic wave guides. The ef-
fects of those arrays on the propagation of normal modes is investigated in
detail. The possibility of using such arrays in the construction of large
scale underwater devices such as filters and lenses is also discussed. �Work
supported by ONR.�
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